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INTRODUCTION 

One of the properties of underwater ambient noise is 
that its intensity is wind dependent (Piggott, 1 Crouch 
and Burr, a and Urick3). Several physical mechanisms 
have been proposed and explored which transfer energy 
from the wind field into the underwater acoustic field, 
for example, turbulent pressure fluctuations in the 
atmospheric boundary layer (Isakovich and Kuryanov4), 
oscillating bubbles and impacting water droplets 
(WenzS), nonlinearly interacting surface waves (Brek- 
hovskikh, a Kuo, ? Marsh, s and Harper and Simpkins9). 

Our concern in the present paper is with the last 
mechanism and our primary contribution will be to 
make ambient noise predictions by combining present 
day models of the surface wave field with second-order 
acoustic production theory. Specifically, our models 
are as follows: Phillips, both gravity and capillary re- 
gions behaving as (wave number) '4 but with different 
levels; Pierson-Stacy, same as Phillips but with 
smooth connecting regions and a somewhat different 
overall level; Toba, based on the high-frequency sur- 
face wave measurements of Mitsuyasu and Honda lø 

ß and not displaying any extended (wave number) '4 region. 
In all models we use a directional distribution similar 

to Tyler et al. n and Mitsuyasu et al. •a; namely, 
cos•(8/2), where 8 is measured from the wind vector 
and q is effectively constant for our frequency range. 

Our main conclusion is that this (second-order) 
mechanism fails to account for the underwater noise 

field above 10 Hz but could well provide the necessary 
energy below 10 Hz. In order to make stronger con- 
clusions and more detailed predictions it is necessary 
to model bottom losses with more precision than the 
present state of knowledge warrants. 

I. GENERAL THEORY 

This particular theoretical model has been explored 
at length in the literature and so we shall merely pro- 
vide enough detail to define our notation and provide the 
highlights of the description. Brekhovskikh s gives a 
straightforward account of the theoretical model, Has- 
selmann la gives a general, full description with empha- 
sis on statisti.cal features of microseism generation, 
and .Lon•uet-Hi•gins 14 provides a fundamental analytical 
treatment that is primarily deterministic and again 

oriented mainly toward microseisms. Harper and 
Simpkins 9 have treated the problem deterministically 
by using matched asymptotic expansions. They assume 
that the surface wave is a finite-amplitude standing 
wave and they determine not only the second-order, 
second-harmonic radiated acoustic field but the fourth- 

order second- and fourth-harmomc fields as well. In 

the analysis by Kuo ? the model is put in terms of radia- 
tion accompanying the modulation of capillary waves by 
long surface waves, and the primary emphasis is on 
showing consistency with general acoustic observations 
and predicting the surface roughness in terms of acous- 
tic measurements. 

A. Equations of motion and perturbation expansions 

For the dynamical equations, we have expressions 
for conservation of momentum, conservation of mass, 
and the equation of stateiS: 

p a•l/Ot+p(•. V)•= - Vp +p•, (1) 

op/Ot+pv.+. Vp = 0, (2) 
and 

p = cap, (3) 

where p is densi[7, • is fluid velocity, p is pressure, 
• is acceleration of gravi[7, and c is the speed of sound, 
assumed to be uniform. in our coordinate system we 
take z positive downwards, and we shall incorporate 
the following boundary conditionsiS: 

O•/at= w- •. V., (4) 

+ { v. (5) 
both to be applied at the free surface z= •(•, y, t), and 
the remaining statement that energy is bounded as 
z- +oo. In the above, {• is the dynamical sur[ace ten- 
sion, P, is the atmospheric surface pressure (which we 
shall assume to be constant), w is the z component of 
•, and V• is the horizontal gradient operator with com- 
ponns [(O/Ox), 

We now make a perturbation expansion in all depen- 
dent variables as follows: 

P=Po + (Pl +½aPa +"', 

p=po+ ½p• + (ap• +.. -, 
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and we expand the boundary conditions (4) and (5) about 
z = 0 by means of a Taylor series. In Eq. (6), P0 and 
P0 refer to hydrostatic quantities, and e is used only as 
an ordering parameter. We are leaving the order of 
magnitude and the dimensionality in each term. In fact, 
we could have omitted ( entirely and just insisted that 
all nth-order quantities satisfy differential equations in 
which any inhomogeneous terms are composed of prod- 
ucts of lower-order quantities and such that the sum 
of the subscripts in each term is n. 

On substituting Eq. {6) in Eqs. (1)-(5) and setting to 
zero each group of equations of different order, we find 
that the usual hydrostatic equations are given at zero'th 
order and the linear radiation equations are given at 
first order. The latter are 

Vzp 1 = c--g 1 82•--• throughout the fluid, (7) 
P•=P,•+•Va+p.•g•, z=O, (8) 

a•/at= w• at z = 0, (9) 

and boundedheSS as z-+•o. Here, g= I•1, we have 
omitted (g/c •') (apz/Oz) compared to w•'pl and we have 
labeled the surface density P,t. With a similar omis- 
sion, the second-order equations become 

I 0_• _V.{p0{•.V•+•,V.(p0•i)} ' (10) = 
p,.=•V•,.-p•g•,.-pag•]/2c"-•aPA/SZ , z=0, (11) 

aG_/at = w, - •. v s • + • aw•/az, z = 0, (12) 
boundedness as z-+•. (13) 

We now identify first order variables with the pre- 
scribed ${z•f•zC½ w•ve field, i.e., c•= •ø in Eqs. (7)-(9), 
and solve Eqs. (10)-(13) for the (lco,sticl{}½ part of 

p•, i.e. ,. c" ,•o in Eqs. (10)-(13). With the recognition 
that Vxu•= 0 and that the phase velocity of the surface 
waves is very much less than c we may reduce the right 
hand side of Eq. (10) to zero by redefining p,. and •: 

p,. = p• + •p0(u• ß u•), (14) 

a•/at = aG/at+ %- (•,). (15) 
This gives us 

V•,. , 1 a-p; fiuidl (16) •"- =c s e-•t' throughout the 

+p•ge•/2c2 at •=0, (17) 

and boundedness as •-+•o. (19) 

We can recognize Eqs. (16}-(19) as specifying linear 
acoustic radiation of energy from the plane z = 0, with 
a source given by the "external pressure field" 

P,.. = ß + e: t e. (20) 
This last equation is obtained by comparing Eqs. (17) 

and (8) and noting that the set (7)-(9) also specifies en- 
sonifica/ion of the body of the fluid by the acousticlike 
part of Pz (with c • ,oo). In gathering the three last 
terms in Eq. (17) we have omitted the third term be- 
cause it is negligibly small, and we have replaced 

- apx/Oz with +poaw•/a• which at z = 0, is P.t 82•I/0t2. 
In the body of the fluid u• is exponentially small, thus 

,~ Pe•P•. In using Eq. (20) we must include only those 
parts of the right-hand side that have "acousticlike" 
properties, i.e., low wave number and high frequency. 

B. Renormalization of expansion scheme 

If we assign typical parameters to our surface wave 
field, in particular, wave number k, frequency w, and 
amplitude a, all associated with the peak in the energy 
spectrum, we find that p2/px- ak and thus our perturba- 
tion scheme should provide useful results if the rms 
surface slope is not too large and if the acoustic ener- 
gy is being produced by surface wave components near 
the peak in the spectrum. In principle we may extend 
the range of usefulness of our results to include radia- 
tion from components well removed from the peak by 
using a slightly different expansion system. From Eq. 
(17) we see that the second order forcing terms are of 
order •xopi/Og. By continuing the expansion to the next 
order, we find that the third-order forcing term is of 
order •O2p•/Oz2. This is equivalent to k,• Opx/Oz, and, 
if we examine the wave-number-frequency Fourier 
transform of this term we indeed find an acousticlike 

part resulting from the convolution of • with 
0z) 2. Here • is the low-frequency, long wavelength 
part of •, k, is the surface-wavewave number pro- 
ducing the acoustic field, and (•x 0px/0z)2 is the second- 
order forcing term, i.e.• the high frequency, Iow wave- 
number part of the product of • and apx/Oz. Thus, 
the acousticlike third-order terms are of order 
times the second-order terms, and, since k, generally 
refers' to the high-frequency part of the surface wave 
spectrum, •k, may be much greater than 1. To re- 
duce the magnitude of these terms it is merely neces- 
sary to expand the surface boundary conditions (4) and 
(5) about z = • instead of z = 0. This may be done con- 
ststentiy by splitting • into two parts, •x and •, where 
• pertains to low frequencies and • pertains to high 

ß frequencies, i.e., those frequencies directly responsi- 
ble for the production of the acoustic energy being con- 
sidereal. Then we have gz = •x + •x and the expansions 
are performed about z = •. V• find that the only 
change in our solution occurs in Eq. (20), which be- 
comes 

P..• = -•P,•(•I' •z) + P.• • O•x/Ot•, (21) 
and P•.,, as an "external pressure," is applied at z = 
We also find that the ratio of the third-order terms to 

the second-order terms is now of order .•xk,, so we 
must split •x apart in such a way that •lk, is mimmized. 
This will usually mean that •x pertains to all wave com- 
ponents with k< k,. 

It may also be noted that the perturbation scheme 
we have chosen gives rise to resonant interactions be- 
tween surface waves. Thus second- and third-order 

terms in the surface wave field will grow to become 
first order. By a simple modification of the perturha- 
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lion method we may circumvent this problem. We find 
no change in the (second-order) acoustic radiation re- 
suits if we include all orders of the surface wave field 

with the first order terms, except those that possess 
significant values in the frequency-wave-number region 
associated with acoustic propagation. Thus •l becomes 
virtually the total surface wave ampiRude. 

C. Determination of acoustic spectra 

We now solve Eqs. (16), (17), and (19) by a Fourier 
transform. We satisfy (16) and (19) automatically with 

x (•o2/c 2 - k•)•lgz] d•dw, (22) 

where [ and • are horizontal vectors only, 
and the negative im•inary root is t•en if •/c 
For simplicity we have chosen the case in which all 
waves propsate towards + z; we shall briefly discuss 
the effect of a •ttom in a later section. The form of 

Q is given by the surface •undary condition, Eq. (17), 
modified by the previous discussion and including only 
the acousticlike terms: 

f ff Q(•, •) exp [i•t- i• .•- i(sgnw)(w•/c 

We wish to discuss acoustic spectral levels and so we 
must incorporate s•ochasUc fe•t. ures in Eqs. (22) and 
(23). We will assume that •, p•, •d • are all Gauss- 
ian processes exhibiting wide sense s[ationarRy, then, 
formi• the covariance of P• from Eq. (23), we obtain 
(see AppendS) 

ffs(w, •) exp[- k • 2(1 - R(•, •))- iw• 
+ i•. •] d• d• = U([, •), (24) 

where S(w, •) is •e power spectrum of P•, k•= •/c • 
-k•; ca is the variance of •, R(•, •)=(•(•, t)•(•+[, 
t+•))/c • is the autocorrelation of •, U is the aut•co- 
v•i•ce of P•, •d •e integration is over •1% k 
such that k• 0. This equation h• • imme•ate solu- 
tion E we set •=0 (i.e., ce=0): 

E)= E), 
•o, •<ce•], 

where F(w, •) is the Fourier transform of U, i.e., the 
power spectrum of •he P2• process. • genera, •2 •0, 
and we are leR wRh •he dfffic•t task of solving Eq. 
(24) for S(•, E). We do not intend to pursue •his gener• 
case, except for some later discussion. x• Our further 
treatment of the acoustic generaUon problem will 
based on Eq. (25), and R will be sh•n later that our 
treatment dogs not s•fer from this restriction. 

• we define the power spectrum 
• •(•, •), it c• • shown that 

' • (26) 
This is obt•ned by transform•g Eq. (21), form•g 
the power spectra, and converting the fou•h-order 
statistic• moment into products of second-order 
moments. From the known properties of su•ace 
waves, •(•, •) is very narrow in frequency ff • is spec- 
ified, and, for frequencies a•ve a few hertz, the 
direcUonal properties are separable from the wave 
number magnitude pro,riles. Thus 

ß = c(e) + + %)], (27) 
where 

• = (gk[ + Tk•) •/•, (28) 

k 1= [ •ll, e is the direction of propagation of the sur- 
face waves, and T is the kinematic surface lension. 
We have defined X(k 1) and G(e) so that 

= • k•X(k•)dk•, (30) 
and 

f•' G(e)de = 1. (31) 
WRh these definitions, we find 

f (32) 

The •pression in the braces ( } is to be evaluated at 

To Obtain the frequency spectrum of pressure we 
must integrate S(w, •) over all •, i.e., integrate 
F(w, • over all • such [hat k• •/c •. From Eq. (32) 
we see that F is independent of •, but we must recog- 
nize [hat o•y downward propagati• waves are allied 
(as yet there is no'•R0m), therefore with S• as the 
acousUc frequency spectrum, 

It should be noted that this is in •reement with the 
fi•I expression given by Hasselmann • [his Eq. (2.15)], 
and of the same form as that given by Brekhovsk•h s 
[his Eq. (53); altho•h his is basically one-haft • of 
ours due to a different method of relaUng the fourth- 

and second-order s•tistic• moments, and his displays 
an insignificant difference in the effect of surface ten- 
sion]. Also, as shown by Brekhovsk•h, our theoreti- 
cal m•el [Eq. (32)] corresponds to dipole radiation 
from a plane surface, with the dipole •is oriented 
vertic•ly. 

II. PREDICTIONS USING SPECIFIC SURFACE WAVE 
MODELS 

Recent measurements of the directional surface- 

wave spectrum indicate that a good estimate for G(e) is 
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Gtnl_ cøs•[ •(8 - 80)] (34) 
w, - [2,q/F(q + 1)l l'e(«(q + 1)) ' 

where 80 is the wind vector angle and q is a nondimen- 
sionalized function of frequency. Tyler eta/. tx find 
that q< 1 for frequencies greater than g/(12.5•r"*) 
where u, is the friction velocity characterizing the 
wind profile. If we use a representative value of 10 'a 
for the wind stress coefficient, we can relate u. to Ut0 , 
the wind speed at 10 m height, (see, e.g., Ref. 16, 
p. 144), and we find 

q<- 1 forf Z2.5 g/(•U•0). (35) 

Mitsuyasu eta/. •a find a similar behavior for G(8), and 
their results produce 

q<- 1 for/>• g/(,Um). (36) 

Equations (35) and (36) indicate that we may take q-< 1 
for all wind speeds greater than 10 knots if we restrict 
our attention to frequencies greater than approximately 
1 Hz. In fact, we shall take q = 1, and we shall use the 
frequency range f-> 0. 5 Hz (this corresponds to acoustic 
frequencies greater than 1 Hz). Even if q varies be- 
tween 0 and 2 our predicted values of $• will vary by 
only + 1.5 dB and we consider this to be insignificant. 

The directional term in S o can be integrated for 
general q to give 

' dO •'1/a2'•-•r(«q + 

this provides us with a value of • at q = 1. 

For the frequency distribution of the surface-wave 
spectrum, i.e., X(k), we shall use three forms: 

I. PhillipstY: 

•0.46 10 'e k '4, f•<Vf•-/•, (38) X={ 1.5 10 '• k-4, }>•;g---/•, 
II. Tobal•'zø: 

x o. o1., 

k< 

•< •< •, 

ks< k< 

•:< k< a., 

k > kv, 

(40) 

where, in llI, B=4.05 10 '•, p=2.39 logt0(12D(u.)/u.), 
kx=51.7/t• k•.--0.359, k•=0.942, D(u.)--(I.274 
+ 0. 0268% + 6.03 10'•u.•) a, k,,: 2.09u•la/v tla, E: 0.33•, 
and all units are cgs. We have simplified all spectra 
by ignoring the low-frequency rolloff. 

To convert "* into wind speed, we use the following 
equations 

25 - 0. 2in(-,/-0)1. 
(4l) 

no =- 0. 50 m/sec. 

These are obtained by assuming Charnock's constant is 
0.0156 (Ref. 11, Sec. 8). 

It should be noted that we will use the three forms of 

X for surface wave frequencies up to 1500 Hz. This is 
an order of magnitude beyond the present range of mea- 
surements. Mitsuyasu and Honda m provide measure- 
ments up to 100 Hz and their spectral levels show no 
tendency to deviate from the Toba form even at 100 Hz. 
We are perhaps justified, therefore, in extending their 
results to 300 Hz, i.e., an acoustic frequency of 600 
Hz. On the other hand, the viscous cutoff specified in 
the Pierson-Stacy form begins at one-sixth of this fre- 
quency (for Ufo = 30 knots). We think this may be an 
excessive restriction and so we have shown the 

Pierson-Stacy predictions with and without a viscous 
cutoff region. 

Predicted values of S•, at Uta = 30 knots and for each 
of the three forms of X, are shown in Fig. 1 along with 
two sets of experimental data. The high-frequency data 
is obtained from Crouch and Burr • and is the w/rid- 
dependent part of the acoustic spectral measurements 
originally published by Perrone.aa The measurement 
site (near Bermuda) had an ocean depth of about 4400 m 
and the (oMnidirectional) hydrophone was suspended 
approximately 120 m above the bottom. Recordings 
were made over a 30-day period (January). The low 
frequency data is obtained from Perrone 'a and in con- 
trast to the previous case, it is the total spectral level: 
no separation has been made into wind-dependent and 
non-wind-dependent parts. The measurement site in 
this case (Grand Bard4s) has an ocean depth of about 
l100 m and the hydrophone was bottom mounted. Re- 
cordings were made for eight days (July 1972). 

For frequencies greater than about l0 Hz it is ap- 
parent that the theoretical estimates are all much too 

130 
120 

f10 
N 

T •00 

•_ 9o 

• 7o 

• 50 

4o 

• '• Toba • 

• • • •ilips 
i , N , k , 

f0 100 f000 

Frequency (Hz) 
FIG. 1. Compariaoa of predicted ae•etic spectra with mea- 
surements. The high-fr•ueney measurements (erossea) are 
the wind-Se•nSent part only (Crouch and Burt•); •he 1• fre- 
quency measurements (circles) are the to•al acoustic field 
(Per•o•33). Pietach-Stay (dashed line) is ah•n with an• 
wither a risers eatoff. All curves are for a wi• speed 
of 30 knots. 
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too 

FIG. 2. Wind speed dependence of Sp at 500 Hz. 

low, and they predict $• ultimately increasing with fre- 
quency whereas the measurements have the opposite 
trend. For low frequencies (1-10 Hz), on the other 
hand, the frequency dependence of the theoretical esti- 
mates is quite similar to the measured data although 
the predicted levels are still somewhat low (10-15 dB). 

A comparison of wind-speeddependence at high fre- 
quency is given in Fig. 2. The solid line represents 
the experimental data and is obtained by averaging the 
best-fit parameters for 446 and 562 Hz as given by 
Crouch and Butt. 2 Its equation is S•=47.4+ 18.2 1ogUlo. 
(For the theoretical estimate based on Pierson-Stacy, 
we have omitted the viscous cutoff region, i.e., arbi- 
trarily shifted k• from > 6.5 and > 31.9 rad/cm. ) Ex- 
cept for predictions using Phillips's form, the depen- 
dence for winds less than about 80 knots is predicted 

reasonably well. 

I• Fig. 3 the low-frequency measurements for all 
wind speeds up to 40 knots are depicted along with the 
comparable Pierson-Stacy predictions. Both measure- 
ment and prediction exhibit similar variations with wind 
speed, although the frequency bands with largest varia- 
tions do not coincide. [For the 7. 5 knot boundary on 
the Pierson-Stacy data we have muliplied X by the fac- 
tor exp(- 0.7492/U•o. sk 2) because surface-wave fre- 
quencies radiating 1-Hz acoustic energy are near the 
peak in the surface Wave spectrum. The effect of this 
is the slight curvature near 1 Hz. Our previous argu- 
ments suggest that in this region we should also reduce 
the directional contribution to $a given by Eq. (37). 
This is indicated in Fig. 2 by the dotted line. ] 

III. DISCUSSION 

There are two further aspects of the acoustical ocean 
environment which we will now consider in more detail: 

(a) the effect of multiple reflections between ocean sur- 
face and bottom (along with volume absorption at very 
high frequencies), and (b) the influence of low-frequency 
roughness at the free surface, i.e., •2 •0 in Eq. (24). 

A. Multiple reflections 

We shall make estimates by using a very simplistic 
multiple reflection model of the atmosphere-ocean- 
bottom system: horizontal air-water interface with 
unity reflection coefficient, horizontal ocean bottom 
with an energy reflection coefficient ¾ (the energy re- 
flected upwards is • times the incident energy), 
straight rays, incoherent addition of different multiple 
reflections, and a simple exponential attenuation factor 
a to allow for volume absorption. As a result we find 
we must multiply our previous estimates of S•(co) by a 
factor L(w), given by"4 

1 ß 0 sin cosu L t -T(e, •)exp[- 2Ha(•o)/cose] J (42) 

where z is the hydrophone depth, H is the ocean depth, 
and 0 is the propagation a•4•le measured from the verti- 
cal (90ø--grazing angle). We have (somewhat arbi- 
trarily) chosen the following form for ¾(0, co): 

10 log,o¾(e, (o)= -{8450 + 589.5 [1og,o(co/2•)]*}'/' + 8.588 
(43) 

independent of •, where the right-hand side has been 
determined from data 3s given in Urick. as'a? For 
we have used the results for the North Atlantic pre- 
sented by Mellen and Browning, • 

(• = 0. 003 + 0. lf2/(1 +f") + 0.01f a , (44) 

where f is in kHz and (• is dB/kyd. L(co) is shown in 
Fig. 4 (solid line) along with estimates for 7 = 0 and 
7 = 1 (dotted and dashed lines, respectively). To cor- 
respond to the experiment conditions, we have used 
z =H for all estimates, zø and H--1100 m for low fre- 
quencies, H = 4400 m for high frequencies. 

I 

B. Low-frequency air-water roughness 

The second aspect we referred to earlier was the ef- 
fect of a rough air-sea interface. Intuitively, we may 
expect the roughness merely to reorient the direction 
of energy propagation and not to affect its total level 
summed over all directions. Indeed, this is approxi- 
mately the case, as can be seen by appropriate manipu- 
lations of Eq. (24). If we first take the inverse (three- 
dimensional) Fourier transform of both sides, and then 
integrate over all wave number space, we obtain 

1f. fl'S(%l•'.)dcodl•l•"exp{i'r(co-co') 

=---•--- F(co', 0), (45) 
where the right-hand side has been limited to only the 
acoustic part of the spectrum, i.e., 11•12-- < (o'•/c •, and 
we have used the fact that F is independent of l•. We 
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FIG. 3. Comparison of low freqtmency ambient noise for a 
range of wind speeds. 

may approximate R(0, r) by the parabolic form R = 1 
- «•2•r, where wp is a frequency near the peak in the 
surface wave spectrum. For small •, this form is a 
good approximation• for large ?, a consideration of the 
behavior of the exponent in (45) shows, after some anal- 
ysis, that the form of R is unimpor•nt. By expanding 
the Gaussian part of the T-integrand in a power series 
in r z, we find that (46) can be written as 

+ 2--•c • +'" (tk=7--F(w,O). (46) 

Since the parameter (w•,•/c) 2 is independent of • and is 
approximately 10 '• for a 30-knot wind, and less for 
weaker winds, we see that our original assumption of 
(•- = 0 has not jeopardized our results. (In treating the 
bottom, R = 1 for 311 (significant) T and again.this aspect 
of roughness is unimportant. The effect of roughness 
on ¾ is quite separate. ) 

25 
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FIe. 4. Rottom factor L(½). •e •olid H•e i• fo• bo•o• 
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FIG. 5. Acoustic' spectral level for U m= 30 knots including 
nonzero bottom loss and volume absorption. The theoretical 
curve (broken line) uses the Pierson-Stacy form for less than 
20 Hz, and the Toba form otherwise. Measurements (solid 
lines with symbols) are as in Fig. 1. Also shown (dotted 
line) is the perturbation expansion convergence factor 
as defined in Eq. (47). It uses the right-hand vertical axis. 
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IV. CONCLUSIONS 

Our final "best" estimate for the acoustic spectral 
level at a wind speed of 30 knots is given in Fig. 5. 
Here we have used the Pierson-Stacy form for fre- 
quencies less than 20 Hz and the Toba form for higher 
frequencies. SO We have also incorporated L(w). It is 
apparent that our estiinates are in reasonable agree- 
ment with the data for frequencies less than 10 Hz and 
not otherwise. 

We offer one further speculation: that the main 
weakness of our theoretical modeI is its failure to in- 
clude higher-order nonlinearities. We expect these to 
be large where the surface waves are steepest, i.e., 
where waves are breaking, and thus we may expect 
their inclusion to model, at least partially, the acoustic 
effects concomitant with whitecaps and spray. (We do 
not expect our perturbation scheme to be capable of in- 
cluding all the acoustic effects of breaking waves: we 
have expanded the surface conditions in Taylor series' 
and so are restricted to single-v31ued surfaces only. 
On the other hand, we have used surface wave spectra 
which are based on measurements made, presumably, 
in the presence of breaking waves.) An estimate of the 
relative importance of the higher order terms as a 

function of acoustic frequenc•y w was shown to be given 
by the convergence factor/•,•l, where k, is the surface- 
wave wave number producing o), and •i is the amplitude 
of the surface wave field including all wave components 
with k>-/•. Numerical values may be assigned to this 
parameter by allowing •l to be c9_tculated from X, i.e., 
allowing •i to be the rms amplitude. Defining 
= k,(•)•=• we have 
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Using the combined Pierson-Stacy and Toba form for 
X, and using Ui0-- 30 knots, we obtain values for e as 
iIlustrated in Fig, 5 (dotted line, right hand vertical 
axis). Smaller values of e result for weaker winds. 

It is perhaps noteworthy that the largest values of e, 
i.e., the slowest (estimated) convergence rates in our 
perturbation expansions, exist in the frequency range 
where the second-order theory deviates most from the 
measurements. It is tempting (although admittedIy 
premature) to conclude that our correspondence would 
be improved if all orders were included. 
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APPENDIX 

With U(•, •) as the autocovarianee of Pa•, and k s 
= sgn(0/c: - 

= v(;, (A1) 
The rMht-hand side is wide sense s•tionary, as is •, 
therefore all terms in • and t must disappear from the 
Ieft-h•d side. This is accomplished with 

;, ;'), 
where F• is • • determined. We then have 

In Eq. (A2) we may replace the Q's by inverse trans- 
forms of p;: 

x•p(-iwt+i•'t'+•.;-;•' .;')•' •dtdi'. (A4) 

We now. restrict our def•ition of p• • o•y the acoustic 
part, i.e., re• k• o•y. This provides no loss of 
gener•i/y and ensues that F• 
terms of the acoustic spectrum. 

Me•uremen• •dicate that both • and p; •e ap- 
privately Gaussian (Ph•ips 
m•e •e further •sumption that they are jo•tly 
Ga•s•n. The acoustic pressure p• is produced by 
Fourier components in the Surf•e wave field that •e 
separated from the eom•nents defining •; therefore, 
since • is assumed to • wide sense s•tiomry (•d 
thus i• eomponen• are mutually orthogo•) we may 
assume that p; a• • are orthogonal, t.e., (p;(;, z, t) 
x•(; •',/"))=0. This Ml•s us to write the ensemble 
averse in the integ•nd in Eq. (A4) as the pr•uet of 
•e au•eovar•nee of p; and the ensemble ave•e of the 
•ponen/• term. The former is dependent o•y on 

•-•', z, t-t' and thus all eight integrals may be per- 
formed: four produce the same delta functions that ap- 
pear.on the left-hand side, and the remaining four 
serve to define the power spectrum, S, of the P• pro- 
cess. Finally, by the Gaussian character of •t, 
(exp{ika[•(•" , t'•- •(•" +•, t" + $)]}) becomes 
exp{- k•rz[1 -R(A, •)]} where (r •' is the variance of •'• 
and R is its autocorrelation function (see also Medwin 
and Hagyaa). We finally have 

r•(co, •, •, r) =Sico, •) exp{- k•a(•a[1 -RiZ, a-I]}. (AS) 
Substituting this in Eq. (A3) and noting the restriction to 
real k a produces Eq. (24). 
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