
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 103, NO. C5, PAGES 10,469-10,487, MAY 15, 1998 

Application of the adjoint of the WAM model 
to inverse wave modeling 

H. Hersbach 

Royal Netherlands Meteorological Institute, De Bilt 

Abstract. In this paper the adjoint to the full WAM model, a third-generation 
ocean wave model, is presented. This adjoint, ADWAM, was constructed from the 
WAM source code level by using an automatic adjoint code generator. As a first 
application, ADWAM has been used for inverse modeling with the object to get a 
better insight into the numerical values of several model parameters in the WAM 
source terms. Two adjoint runs were performed. For the first, both deep water fetch 
data, which were compiled by Kahma and Calkoen, and shallow water fetch data, 
which were obtained from Lake George by Young and Verhagen, were considered 
simultaneously. The second adjoint run was performed for a storm which occurred 
in the North Sea in February 1993. Both adjoint runs lead to a consistent trend: 
a reduction in the integral strengths of both the wind input and the whitecapping 
source terms with respect to the best estimate so far. In this best estimate, the 
whitecapping dissipation is proportional to the square of the wave steepness. Both 
runs in addition suggested that this dependency should be increased to a cubic one. 
It was found that the improved model performance was not only limited to the 
optimization windows but consistent for other intervals that were not optimized. 

1. Introduction 

Modern (third-generation) ocean wave prediction [see, 
e.g., Komen et al., 1994] is based on m•merical integra- 
tion of the energy balance equation, which is the basic 
equation describing the generation, interaction, propa- 
gation and decay of ocean waves. Each of these terms 
describes a physical process. For example, the wind in- 
put term represents the transfer of momentum from the 
atmospheric boundary layer to the waves. Ideally, per- 
fect knowledge of these microphysical processes would 
lead to a perfect wave prediction model and to accu- 
rate waxre prediction. However, reality is not perfect. 
The v'aJues of some model constants are only known 
to a limited accuracy. In fact, their values may even 
vary in space and time because they depend on other 
unresolved parameters. The dissipation constant is an 
example of a constant that has not been measured di- 
rectly nor has it been determined from first principles. 
Komen et al. [1994] fixed this constant by requiring 
that integrated wave evolution reaches a steady state in 
agreement with observations by Pierson and Moskowitz 
[1964]. In essence, the constant was determined from 
observations of the integrated wave evolution and from 
source term balance. Wind input constants are known 
better, both from theory and from direct measurements, 
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but the error in the estimate, at least 20 %, still leaves 
some freedom. In addition, the actual value in-a given 
situation may depend on the gustiness, or on the pres- 
ence of slicks or even on biological activity. Bottom 
dissipation depends on details of the bottom structure, 
which are often not known. The bottom dissipation 
constant may vary in space in the case of an inhomo- 
geneous bottom structure, or even vary in time when 
bottom ripples are being generated. On a sandy bot- 
tom all of these uncertainties contribute to the error in 

wave prediction. 
Another important source of error comes from errors 

in the forcing. In fact, Cardone et al. [1995] discuss a 
situation in which the errors in wind fields produced at 
operational centers contribute much more to the error 
in the wave forecast than the systematic errors in the 
underlying wave physics. 

It is very difficult to get a better idea about the pre- 
cise form and strength of the above mentioned source 
terms from first principles. Therefore, as an alternative, 
one can try to get a better picture of the source terms by 
comparing model results to observations, using a data 
assimilation scheme. 

Data assimilation can be done in a number of ways. 
Usually, a cost function (expressing the misfit between 
model results and the available data within the consid- 

ered period) is to be minimized with respect to a set 
of control variables. The choice of the control variables 

depends on the application. If one is interested in the 
best initial field or driving field, these are taken as the 
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control va.riables. When model performance is to be 
improved, which is referred to as inverse modeling, the 
control variables represent model parameters. 

An e•cient minimization of the cost fimction requires 
gradient information with respect to the control vari- 
ables. The calculation of these gradients is in general 
quite complex. Therefore, as an alternative, one can 
approximate the gradient on the basis of finite differ- 
ences. This has for the fine tuning of the WAM physics 
been done by Monbaliu [1992a, b], in which a stationary, 
one-dimensional version of •X.%M applicable to fetch- 
limited growth relations was considered. The drawback 
of the finite difference method is that each component 
of the gradient requires one extra model run. For this 
reason, Monbaliu was able to allow for the variation 

of only two control variables at a time. For a realis- 
tic situation, that is, the implementation of the full- 
dimensional WAM model on, for example, the North 
Sea, the finite difference method becomes too expen- 
sive. Usually, the number of control variables for in- 
verse modeling is not so large, but if one would like to 
adjust a whole field, such as a driving wind field, or de- 
tails of the bathymetry, the finite difference method is 
far beyond computational limits. 

The complexity of the calculation of the gradient can 
be disentangled by the so-called ac[joint model. This 
adjoint model, which is to be derived from the model 
tha. t calculates the cost, is able to trace back all depe•- 
denties in a very e•cient way. Therefore the ac[joi•t 
model is able to combine not only information at one 
tithe step (which is the case for sequential methods sm:h 
as optimal interpolation), but for the whole assimila- 
tion rim. The dependencies are traced in the reverse 
order in which the cost was calculated. Therefore one 

sI•eaks about the forward model and its backward ad- 
joint model. 

The evaluation of any gradient requires one adjoint 
rm• only. The computational burden, usually of the or- 
der of two forward model runs, is therefore independent 
of the •mmber of control variables. This makes the ad- 

joint method very suitable when the •m•nber of control 
variables is large. The ad.joint of the one-grid point ver- 
sion of the X•%•,i model has been suc(:essfully appliecl 
to assimilate the initial wave field })y De las Heras aud 
Jausseu, [1992] and De la, Heras et al. [1994}. De Valk 
aud Calkoett [1989] have assimilated forcing wind fields 
i•t,o a third-generatio• wave model on the basis of the 
ad.joint to their second-ge•eratio• model. An alterna- 
tive apI)roach in order to (:orrect the forcing wind field 
was presented by Bauer et al. [1996]. Bather than using 
tl•e a(l.joint, an approxintatio• to the Green's timorion 
(lescribi•g the linear response of the wave field witl• 
resI)e(:t to a change in the wind field was successfifily 
aI)plied. An inverse modeling application was given by 
Barzel and Long [Barzel, 1994; Komen et al., 1994], 
who have considered a si•nilm' case as Monbaliu, that 
is, fhtch limited growth. Their results are based on the 
a4joint of the one-dimensional stationary WAM model. 

Their adjoint approach allowed for more independent 
control variables in the source terms than the finite dif- 

ference approach of Monbaliu. However, they found 
that the wave informatio• contained in the fetch-limited 

case (wind sea only), was not sufficient to resolve the 
details of the individual source terms. Therefore Barzel 

[1994] recommended to test the WAM physics in a, more 
complex, realistic environment, using the adjoint of the 
full model. This has been done in the research described 

in this paper. 
A technical complication of the adjoint method is 

that one first has to derive the adjoint model from the 
forward model equa.tions. This can be a very tedious 
operation. In the case of the WAM model, for instance, 
the derivation of the adjoint to the nonlinear interac- 
tions is very complex [De las Heras et al., 1994]. This 
is the reaso• why in the work quoted above, restrictions 
were made in the dimensionality or complexity of the 
underlying wave model. 

As an alternative, one can also derive adjoint code on 
the computer code level. In this case one regards the 
co•nputer source code that represents the numerical im- 
plementation of the model as the forward model. The 

adjoining of this can be performed line by line, using 
rather simple and straightforward rules. Recently, Gier- 
i•g of Max-Planck-Institut Hamburg has developed an 
adjoint model compiler (AMC [see Gierm.q a•,d Karoira 
.ski 1997]), which is able to adjoin computer code au- 
tomatically. As input, AMC requires the Fortran 77 
source code; as output, it returns the source code of the 
adjoint model. 

[Ising this compiler it was possible to generate the 
adjoint of the fifil-dimensional WAM •nodel (i.e., two- 
dime•sio•ml (2-D) in physical space, 2-D in spectral 
sl)ace. plus tithe). The resulting acljoint code, ADWAM, 
(:m• be used in realistic situations for the assimilation 

of wind fields, initial fields, and model parameters. No 
restrictions in the dimensionality or complexity of the 
wave •nodel had to be made. 

Two different adjoint runs have been performed. The 
first applications, which is described in section 2, con- 
siders fetch-limited growth. This situation is ideal to 
test wi•(l sea generation in the model. Both the deep 
water case a•(t the shallow water case were optimized 
si•n•ltm•eously. For the deep water case, WAM results 
o}•tained fi'om an idealized deep o(:ea• witl• an off-land 
wi•l(l were co•npared to the fet(:li laws for significant 
wave l•eigl•ts m•d peak frequencies (:o•I)ile(l by Kahma 
uu, d Calkoeu [1992]. These fetch laws represe•lt the aver- 
age of a munber of extensive measm'ements campaigns. 
Tlfis therefore represents a somewhat artificial situa- 
tion. The shallow water case, however, reflects a re- 
alistic situation. Fetch-limited wave heights and peak 
fi'equencies were obtained from Lake George (a shallow 
lake near Canberra, Australia) by Yo'u•t# aud Verh, agelt 
I1996]. WAM model results of the implementa.tion on 
Lake George were compared to these data. 

As a second application, the so-called Wadden st, onn 
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of February 1993, was considered. This storm in the 
North Sea represents an extreme situation in wave con- 
ditions. In addition, the North Sea is a region in which 
both deep and shallow water and both wind sea and 
swell are important. This storm in the North Sea re- 
gion was also selected as the test case in the European 
Coupled Atmosphere Wave Ocean Model (ECAWOM) 
project, which aims at the construction of a coupled 
atmospheric-wave-ocean model including a data assim- 
fiation environment. The work presented in this paper 
is part of this project. This application is described 
in section 3. In section 4, conclusions and recommen- 
dations are formulated. Appendix A gives a concise 
description of the ¾VAM physics. A comprehensive de- 
scription is given by Komen et al. [1994]. In Appendix 
B a brief description of how ADWAM was generated is 
presented. A more detailed description of this adjoining 
operation is given by Hersbach [1997]. 

2. Fetch-Limited Growth 

The experimentally well-explored situation of fetch- 
limited growth was chosen as a first application. In this 
situation an off-land wind blows from a (in the ideal 
case infinitely long;) coastline. When the duration of 
this wind is long enough, a time-independent, but fetch- 
(the up-wind distance from the coast line) dependent 
situation will occur. Wave heights increase and peak 
frequencies decrease with increasing fetch. 

In one single adjoint run, both the deep water case 
and the shallow water case were optimized simultane- 
ously. For the deep water case, ,nodel results were 
compared to growth curves established by Kahma and 
Calkoen [1992]. These curves for wave energy and peak 
frequency are based on a large nmnber of observations 
collected by various extensive measurement campaigns. 
For the shallow water case, the ,nodel output was com- 
pared to the data obtained by Young and Verh, agen 
[1996]. To this end the WAM ,nodel was implemented 
for Lake George, the location at which the measure- 
ments were performed. 

2.1. Deep Water Data 

For the deep water fetch-limited case, Kahma and 
Calkoen [1992] reanalyzed the data of a number of ex- 
periments. As a result, they established relations for 
wave energy E and peak frequency fp as a function of 
fetch X. In the evaluation of these so-called growth 
curves or growth laws, Kahma and Calkoen discrim- 
inated between stable and unstable stratification. In 

addition, they also produced growth laws on the basis of 
the composite data set, that is, where no distinction for 
stratification was made. Because WAM does not take 

any form of stratification into account, we will compare 
our model results with these latter growth curves. 

Growth curves are based on scaling laws with respect 
to the drMng wind fields. We believe that the friction 
velocity v,. is the correct scaling parameter. However, 

usually only U•0, that is, the wind speed at 10 m is 
available. Therefore when composing growth curves, 
u... has first to be deduced from U•0. The relation be- 
tween these two velocities is determined via the rough- 
hess length z0 of the wave surface' 

in which CD is the drag coefficient and z=10 m. 
In principle, z0 depends on the sea state. The deter- 

ruination of the strength and details of this dependency 
is very delicate. A great deal of research in this direc- 
tion has been carried out and is still going on. In WAM, 
z0 depends in a detailed way on the wave spectrum 
[Janssen, 1989, 1991]. In other formulations, the wave- 
state dependency only enters via the wave age (u./c) 
[see, e.g., Smith et al., 1992' Donelan, 1990]. Kahma 
and Calkoen [1992] also established growth curves that 
take a wave-state dependency on the roughness length 
into account, by assuming a wave-age dependent drag 
coefficient proposed by Donelan [1990] (see 5)). These 
are the growth laws against which the WAM results 
were verified. 

Given the experimental fetch ranges that were avail- 
able, the growth curves of Kahma and Calkoen are only 
valid for the moderate fetch range. However, it is known 
that for a fifily developed sea, that is, infinite fetch, 
wave energy and peak frequency will saturate to the 
Pierson-Moskowitz [1964] values. 

Combining the results of Kahma and Calkoen with 
those of Pierson and Moskowitz, we obtained the fol- 

lowing growth curves' 

e* - 1.1 x 103(1 + 9.51 x 106/X*) -0'96, (2) 
- 5.6 + .45 (3) 

Tlm dimensionless energy e*, peak frequency .f• and 
fetch X* are related to their observed quantities E •c, 
fKc and X by (the superscript KC stands for data con- a j) 

sidered by Kahma and Calkoen)' 

•, .,p -.fp--, X-X*--, (4) 
where •he fiSc•on veloc•W u. •s c•]cul•md fi'om U• 
m•d the "w•.e s•t,e" (•Kc fKc• ush•g the wave •ap 

dependent z0 relation proposed by Donelan [1990] (•: - 
0.41 is von K•rm•n's constant)' 

U•c: = 'u• ln(10/z0), 

,0 - 5.53x0-42='/<COC4EKc. (5) 
2.2. Shallow Water Data 

For the shallow water fetch-li•nited case, Young and 
l/Lerhagen [1996] performed an extensive experiment in 
Lake George (35.2øS, 149øE), near Canberra, Australia. 
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Figure 1. Bathymetry for Lake George. The depths 
are in meters. The numbers 1-8 indicate the locat, ion of 

the corresponding stations. 

A detailed description of the experi•ne•tal setup is given 
by Yov, ng and Vethagen [1996]. Here we will only 
Ix'esent a brief stunmary. Lake George is approximately 
20 km lo•g m•d 10 km wide m•d has a fiat botto•n of 
at)out 2 t• dei)tl•. A series of eight •neasureme•t sta- 
riotas were established along the N-S axis as shown in 
Figure 1. At station 6 (which is located in t, lm middle 
of [he lake) [he U•0 wind speed was measured. From 
this wi•d speed the winds at all locations were recon- 
structed, by assunfing an internal boundary layer, which 
describes the land-lake transition. For this the relation 

given by Taylor and Lee [1984] was used, which depends 
on the ratio between the surface roughnesses of the lake 

(z0) and of the up-wind land z. In principle, for z0 the 
WAM formulation of the wave state dependent rough- 
ness length should be used. So in principle, the determi- 
nation of the internal boundary layer for the wind field 
and the calculation of the wave field are coupled. How- 
ever, the coupling is very weak. Therefore for the deter- 
ruination of the internal boundary layer, z0 was assumed 
to be uniform over the lake and was derived fi'om U•0 

at station 6 by using a fixed Ch, arnock [1955] relation: 
z0 = 0.0185(u•/g). The difference in resulting wind 
fields when using the wave state dependent roughness 
is negligible. According to Young and Vethagen [1996], 
for the roughness at land, z=0.1 m for northerly and 
westerly winds, and z:0.5 m for southerly and easterly 
winds give results that are compatible with the occa- 
sional wind measurements at all stations. 

At each station (if operational), wave data were ob- 
tained on an hourly basis using Zwarts poles (for a 
description, see Young and Vethagen [1996]). For the 
present application the following are relevant: 

U10 10 m wind vector (m/s), only at 
station 6; 

significant wave height (m); 

LG LG 
Hmin, HlnaX confidence levels of Hs Lo (m)' 

peak frequency (Hz)' 

dLG local water depth (m). 

2.3. WAM Setup 

The available 250 x 250 m Lake George batbymetry 
file was rotated and scaled, such that most poles are 
close to grid points. A counterclockwise rotation of 13 ø 
and a grid spacing of 1/80 degree - 1.39 kin, gave sat- 
isfact, ory results. On tlfis grid, WAM was i•nplemented. 
An integratio• time st, ep of 180 s m•(1 a fi'equency do- 
•ain fi'om FR(1) - 0.2 Hz - FR(25) - 2.0 Hz was 
found to be suitable and compatible with the Courant- 
Friedrichs-Levy (CFL) criterion. At the east end of the 
Lake George grid o•e extra north-south line of 15 "sea" 
I)oints witl• infinite depth was added. Each I)oint of 
tl•is line was (:l•ose• to t)e its own east-west •eighbor. 
'l'l•erefbre i• co•nbi•ation with a soutl•en• co•stant wind 

ellis exactly •nimi(:s tim simatim• of a• i•fi•ice (:oasdine. 
The tot, al •nnnber of sea plus lake poi•ts was 90. 

As a test,, rm•s on tim basis of a fi•er grid and higher 
tithe resolution were performed. Only a •egligible dif- 
ference i• results (< 1 cm in H.•) was obtained, which 
gave confidence on the reliability of the discretiza[ion. 

Using this setup, both the deep water fetch case (the 
N-S line) and the shallow water fetd• case (the Lake 
George bathymetry) could be optimized simultaneously. 
So part of •he grid represents a true deep water case, 
[he re•naining part represents a true shallow water case. 
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The Lake George part of the grid was forced with the 
observed wind fields (see the previous subsection), the 
fetcl• line was forced with a constant sout, herly wind of 
U•0 - 10 m/s (',,. • 0.38 m/s). Using (4) it is found that 
the deep water line corresponds to X* • [1 x l0 s, 1.5 x 
10•], which is well situated in the fetch range co•midered 
by Kahma and Calkoen [1992]. 

2.4. Choice of the Control Variables 

The data obtained frown this first assimilation ex- 

periment only concern integrated parameters, that is, 
give only limited information about the two-dimens- 
ional structure of the wave spectra. In addition, the 
wave spectra only contain wind sea. Therefore we chose 
to use a limited number of model parameters as control 
variables. 

A main interest is the relative strength between the 
wind input and whitecap dissipation. Therefore their 
overall sWengths were allowed to vary. 

In XSLiM the significan• wave height and peak fre- 
quency are closely connected: an increase of wave height, 
will in general be accompanied with a decrease of peak 
frequency. This relation can be expressed by •he dimen- 
sionless quantity: 

(6) 

Because of its dimensionless nature, 5 pcan only depend 
on dimensionless quantities. In the case of fhtch-limited 
growth, the only relevant dimensionless quantity is the 
dimensionless wave age cp/u., or equivalently, •he di- 
mensionless fetch X* (see (4)). From (2)-(4) in combi- 
nation with Hs - 4• it follows that I'}, depends only 
mildly on wave age: 

(7) 

Therefore tl•e value of • }, will be quite insensitive to ex- 
ternal quanUties, such as a driving wind field or fetch. 
It will be mainly a result of the model physics, especially 
the balance between Si,• and Sdis. For a wind-sea spec- 
trum [t•e peak frequency is proportional to the square 
root of a typical wave number < k > (the relation be- 
tween these two quanti•ies is given by the dispersion 
relation). Therefore the parameter • is related [o the 
steepness • (defined by (A6)) of the spectrmn. From 
this consideration it is expected that }• will be sensitive 
to the power D• •o which r• is raised in the whitecap 
dissipation (AS). In order to investigate this conjecture, 
D.• was taken as one of the control variables. 

As was stated in section 2.4, the strength Cbot of 
the bottom dissipation m•y depend very much on the 
sediment, which for Lake George consists of a "relative 
fine grained but cohesive mud. The bed is not mobile 
and ripples do not appear" [Young and Vethagen, 1996, 
page 76]. To investigate whether this sediment should 
give rise to a strength of botton-t dissipation different 

from the Joint North Sea Wave Project (JONSWAP) 
stre•gth, Cbot was also allowed to vary. 

Due to seasonal influences, the water depth of Lake 
George is not constant in time. In order to be able to 
correct the available bathymetry file for this, the local 
WAM depth d wAM at each grid point was also allowed 
to be adjusted. In principle one parameter could take 
account of the integral offset of the water depth of the 
whole lake. However, to allow more freedom, such as 

a tilt, the water depth was allowed to be adjusted in- 
dependently at each grid point. In order to avoid that 
a minimization run will only result in a modification of 
tl•e water depth at the locations of the poles, the square 
of a Laplacian term Ad = (02/0x • +O•/Oy2)d(.r, y) was 
added to the cost. Such a term inhibits localized mod- 

ifications because it is proportional to the curvature of 
the correction field. Only an overall offset and an over- 
all tilt of the bathymetry (for which Ad = 0) will give 
zero contributions. Therefore this first-guess penalty 
effectively distributes the localized depth information 
over all grid points. 

To summarize, the following control variables were 
chosen: 

2,, • C• 3,, 

Gtis • GGtis 

D., • GD• (8) 

Cbot • C4Cbot 

(x,•) • a(x,•) + d0 * C(,,v ), d0 - 0.1m. 
The total number of control variables is 4 + 90 = 94. 

2.5. Cost •nction 

The cost fi•nction J used consists of three parts: 

g(c) - &<;(c) + &c(c) + (9) 

The first part, JLC;, reflects the misfit of the model 
results with the Lake George data. It contains a com- 
pa. rison between the observed and modeled wave heights 
and peak frequencies. In addition, the water depths 
used in the WAM run are compared to the observed 
water depths. The precise form of J[o is 

/--time, stations 

" } +,iU i a p,i -- f p,i ' -- 

(10) 

The sum contains the contribution for each measure- 

ment at each station during the whole assimilation pe- 
riod. 

This contribution to the total cost contains the di- 

mensionless weights wi and w•,. The weights for the 
wave heights can be deduced fi'om the observed confi- 
dence levels H,L•i• and H,,L•x . For the peak frequency, 
however, such confidence levels are not available. There- 
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fore the relative weights for fp were chosen to be equal 
to those of Hs: 

Wi -- LG LG (11) 

Also no confidence levels for the measured depths 
were avaibble. We chose to weight the ntisfit in depth 
in a •nild w•y. Therefore the s•n•11 v•lue of 

wd - 0.4 (12) 

was taken. 

The second term in the cost function (JKc) reflects 
the model performance for the deep water part' 

.h<c - w•<c y•. 2 Kc 
/=fetchline Ei 

} • •p,• .•p,i •c ß (13) 

To ensure that the modeled spectra are fully developed 
in time, only a comparison with the Kahma-Calkoen 
fetch lines is made at the end date of the assimilation 

run. The accuracy of the Kahma-Calkoen fits is not 
well known. Therefore the correct value (i.e., from a 
statistical point of view) of wKC cannot be given. If one 
assrunes that typically fKC _ fKC fKc ,max , mi,• ' 0.1 , one would 
expect wKc -• 100. However, to compensate for the fact 
that there are fewer "data" points for the deep water 
line than fox ß Lake George, it was decided to double this 
value: 

wKC = 200. 

The third term in the total cost represents a penalty 
for a too large deviation from the first guess fields. 
First of all, in order to express confidence in previ- 

ous research, it is undesirable for the power D• in the 
whitecap dissipation term to deviate too much from 
its default value. For the same reason, such penalty 
terms would also be desirable for a combination of the 

strengths of Sin and $dis. However, the comparison to 
the deep water growth curves effectively already takes 
care of this. The strength of the bottom dissipation de- 
pends very much on the sediment. Therefore no first- 
guess penalty for this parameter was included. 

The depth at each grid point was allowed to be 
adapted independently. The penalty for a misfit in 
water depth in JLC. concerns only the locations of the 
stations. As was discussed in the previous subsection, 
the knowledge of the water depths at the stations was 
distributed to other grid points by adding a Laplacian 
penalty J-• (,:'XdWAM) 2. 

As a. result, the following first-guess penalty was used: 

JFC; -- 400(Ds - 2) 2 + Wd, Z (AdWAM)2 :,:,y (14) 
(x,y)•grid 

where 

(Ad)•.,,• = 4d•,y - d•,y+• - d•,y_• - dx+•,y - d•_•,v ß 

For the weight w• the same value as in .]uc, was used. 

2.6. Optimization 

From the huge Lake George data set (67,225 data 
points), the 12-hour period June 9, 1993, 0000-1200 
UT was selected for performing the adjoint optimiza- 
tion. For this period the wind was northerly and had a 
strength of U10 "• 5 - 8 m/s. 

The cost function (9) was minimized with respect 
to the control variables (8). For this, the minimiza- 
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Figure 2. Optimization for the fetch-linfited caseß (left) Evolution of the control parameters 
,d,, (asterisks), C'dis (diamonds), Ds (triangles), and Cbot (solid line). (middle) Evolution of the 
cost. (right) Evolution of relative gradients for control variables tim (asterisks), Cdis (diamonds), 
and Cbot (solid line). The relative gradient for Ds is very similar to the relative gradient for C'dis 
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tion package MODULOPT developed at Institut Na- 
tional de Recherche en Informatique et en Automatique, 
France, was used. This routine is based on the quasi- 
Newton method. A comprehensive description is given 
by Gilbert and Lemare,'ch, al [1989]. The gradient re- 
quired by the minimizing routine was calculated with 
the adjoint model. The resulting fit is presented in Fig- 
ure 2. Nmnerical values m'e given in Table 1. It is seen 
that there is a fast convergence (within two steps) to a 
minimum. At this local minirotan the only significant 
change is a reduction of the strength of the wind input 
term. As can be seen from Table 1, at this minimum, es- 
pecially ß ]Kc has been reduced enormously. Apparently, 
it is not difficult to find a parameter set that obeys deep 
water fetch relations. At the fifth iteration, a transition 
to a new local minirotan occurs. In this transition the 

strength of the bottom dissipation is more than dou- 
bled. The decrease of the cost is much smaller. How- 

ever, it is only JLC; that is improved now. Apparently, it 
is more difficult to find a parameter set that in addition 

Table 1. Numerical Values of the Control Variables, 
Defined by (8), Before Optimization (Default), at Iter- 
ation 4 and After Optimization (Final Fit) 

Quantity C•r Default Iteration 4 FinM Fit 

Strength Si• C• 1.0 0.78 0.79 
Strength Sdis C2 1.0 1.03 0.63 
Steepness $8i• Ca 1.0 1.04 1.20 
Strength Shot C4 1.0 1.02 2.43 
Offset depth C(.•,•) 0.0 -• 0.0 -• 0.0 

First guess J•cs 0 6 21 
Kahma-CMkoen J•<c 1140 90 87 
Lake George JLG 624 396 31.6 
Total cost d 1764 492 424 

to deep water leads to best results for shallow water. 
Finally, around the 15th iteration a second transition 
occurs. This relaxes to a third local minimum. From 

the 25th up to the 40th iteration (the last iteration per- 
fbrmed, not displayed in Figure 2) the system remains 
in this minimum. 

From the fact that several quite different locations 
in control space give rise to very similar local minima, 
it may be concluded that the cost fimction contains a 
valley. Apparently, the fetch-limited growth situation 
is not able to completely restrict the strength of each 
source. This can be most clearly seen from Figure 3. 
The left, panel of Figure 3 shows a scatterplot of the 
strength of the wind input versus the strength of the 
whitecap dissipation, for all points explored during the 
mi•dmization that gave rise to a cost smaller than 500. 
The right panel shows the value of the cost. From this 
it is seen that only an appropriate linear combination 
of Si,• and Sdis is well determined when only consider- 
ing fetch limited growth. This is a well-known prob- 
lem: the enhancement of wave growth by wind, can be 
counterbalanced by an appropriate increase of whitecap 
dissipation. Therefore the gradients with respect to $i,• 
and SSis are mirror-like, as can be seen from the right 
panel of Figure 2. 

From the right panel of Figure 2, it is seen that the 
sensitivity of the cost to the bottom dissipation is very 
weak compared to the sensitivity to the wind input and 
whitecap dissipation. From the second iteration, the 
system lies in the shallow valley formed by JKC. The 
value of JKc is an order of magnitude smaller than its 
starting value (see Table 1). Therefore a change in Si,• 
or SSis will lead to a large deviation from this valley and 
therefore to strong gradients. JKc does not depend on 
$bot. Therefore the sensitivity of the shallow water cost 
to the different control parameters will be much more 
balanced. The agreement with the deep water situation 
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can be seen as a kind of a strong constraint. It is •nainly 
the shallow water part of the cost that is optimized from 
the fourth iteration. Therefore a change in Cbot will be 
siglfificant, although the right panel of Figure 2 would 
suggest the opposite. 

The absolute minimum of the valley corresponds to 
the third local minirotan found by the minimization. It 
is also the most stable one. Its parameter setting is 
given in Table 1. From this it is seen that both the 
wind input term (21%) and the whitecap dissipation 
(37%) have been diminished considerably. The second 
considerable deviation from the default WAM setting is 
the increase of C3, which concerns the relevance of the 
wave steepness in the whitecap dissipation. 

Finally, the •nost profound change with respect to 
the default WAM setting is the strength of the bottom 
dissipation. The optimal value is 2.4 times as large 
as the JONSWAP value. Apparently, the muddy bed 
material is much more dissipative than the bed material 
near Silt, Germany, where the JONSWAP experiment 
[Hasselmann et al., 1973] was performed. 

The co•nparison between the WAM model results and 
data are given in Figure 4 and 5. In Figure 4 the devi- 
ation from the deep water Kahma and Calkoen growth 
curves for wave energy and peak frequency is shown. 
From this it is seen that the fit led to a considerable im- 

provement of the agreement between WAM and these 
"data". In the left panel of Figure 5, the results for 
the central station (number 6) of Lake George are pre- 
sented. The results for station 8 were comparable. For 
stations 1, 2, and 3 the agreement for the wave heights 
was equally good, but the peak frequencies were consis- 

tently overestimated (• 0.1 Hz) by the optimized WAM 
model. Apparently, the freedom allowed in the control 
w•riable space, or the physics, were not sufficient to ac- 
commodate for this. No data were available for stations 

4 and 7. 

For the optimization run only a period of 12 hours 
was used. It was found, however, that the improvement 
remained for other periods. As an example, the results 
for June 12 are represented in the right panel of Fig- 
ure 5. This period corresponds to a westerly wind with 
a strength between U•0 • 5- 15 m/s. So, although 
this represents a completely different situation, the op- 
timized WAM model gives also a considerable improve- 
ment for this situation. Especially, the wave heights, 
which were too high for the default WAM setting, are 
reduced correctly by the improved bottom dissipation. 
The same is valid for station 8. For stations 1, 2 and 3, 
again the peak frequencies are too high, but the agree- 
ment for wave height is excellent. 

It was found that the optimum found at the fourth 
iteration overestimated the period of June 12 consider- 
ably. This optimum suggests a reduction in $i,• only. 
Although this will lead to splendid deep water results, 
it does not perform very well for Lake George in case of 
high wind speeds. Only a strong dissipative force, such 
as Shot is capable of restricting the waves in a proper 
way. 

3. Wadden Storm 

The North Sea (see Figure 6) constitutes a suitable 
environment in which the combination of deep and shal- 
low water and wind sea and swell can be studied. It 
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contains a richer spectrum of wave phenomena than the 
situation studied in the previous section, in which only 
wind sea was present. Therefore it is expected that 
the observed wave fields in the North Sea will provide 
a more demanding constraint on the strength of the 
individual sources. Especially, it is expected that the 
absolute strengths of the wind input and whitecap dis- 
sipation can be better determined. This information 
will be hidden in swell components, in which the wind 
input source term is not effective. It contains the op- 
portunity to separate the influence of Sin and $dis. In 
addition, there is the availability of Wavec buoy data 
[K•t, ik et al., 1988], which give directional information 
in addition to integrated parameters. 

The Wadden storm (February 14-28, 1993) was se- 
lected as the test period. It contained a situation with 
extreme wave conditions. During the peak of the storm, 

significant wave heights up to 10 m were measured in 
the southern part of the North Sea. It will therefore con- 
stitute a severe test of the WAM physics. The Wadden 
storm was also selected as the test case for the ECA- 

WOM project, a project funded by the European Com- 
mittee, with as its goal the development of a fully cou- 
pled atmospheric-wave-ocean model, including a data 
assimilation setup. The work described in this paper 
was part of the ECAWOM project. 

3.1. WAM Setup 

At KNMI, the WAM model runs operationally for 
the North Sea. Its implementation, NEDWAM [Burg- 
ers, 1990; Kor•en et al. 1994], uses a grid running from 
50.33 ø N to 72.33ø N and from 7.00ø W to 16.00 ø E. The 

grid spacing is 1/3 degree in the latitudinal direction 
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Figure 6. The location of the Wavec buoys in the North Sea. For the adjoint, fit only the data 
obtained from the buoys AUK, K13, and EUR have been used. No data were available for NCO. 

and 1/2 degree in the longitudinal direction. The min- 
imum waxre frequency used is 0.042 Hz, which corre- 
sponds to the default value of the global model running 
at the European Centre for Medium-Range Weather 
Forecasts. The model integration time step is 600 s. 

The WAM model was driven with Limited-Area Model 

(LAM) winds rather than with High Resolution Limited- 
Area Model (HIRLAM) [Kgllberg, 1990] winds, because 
in February 1997 the latter were not operational at 

KNMI, which had the consequence that the boundaries, 
which force the HIRLAM model, were not alwa,vs cor- 
rect,. The resolution of the wind field was 2/3 degree in 
t, he latitudinal direction and 1 degree in the longitudinal 
direction. 

In order to reduce the computational burden for the 
adjoint run, the resolution of the WAM grid was chosen 
t,o be equivalent to that of the driving wind field, so 2/3 
degree in the latitudinal direction and 1 degree in the 
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longitudinal direction. This therefore corresponds to a 
resolution that is twice as low as that of NEDWAM. 

Also the coverage of the grid region was chosen to be 
smaller than that of the NEDWAM grid. A grid running 
from 50.66 ø N to 66.00 ø N and from 7.00 ø W to 8.00 ø E 

was found to be appropriate. The minimum wave fre- 
quency was unaltered, the model integration time step 
used was 1800 s. 

The results for this coarse resolution were tested 

against results obtained from finer resolutions for the 
Wadden storm period (February 14-28). No important 
deviations were found (•0 0.1 m in Hs). 

3.2. Cost Function 

The Wavec buoys are of the pitch-and-roll type, that 
is, they not only record time series of the surface el- 
evation but also time series of the angles of the buoy 
in the x and y direction with respect to the horizontal 
plane. From these time series, six different cross correla- 
tions can be derived, which give information about the 
first five angulm' moments of the wave spectrum F(f, •) 
as a function of frequency f. For details, see Kuik et 
al. [1988]. The Wavec data were extracted fi'om the 
Contol hfformation Centre (CIC) database of the North 
Sea network, operated by Rijkswaterstaat in the Hydro 
Meteo Centre at Hook of Holland, Netherlands. This 
database contains records for six different buoys, AUK 
(56.4øN, 2.1øE), ELD (53.3øN, 4.7øE), EUR (52.0øN, 
3.3øE), K13 (53.2øN, 3.2øE), SON (53.6øN, 6.2øE) and 
YM6 (52.6øN, 4.1øE), which are archived on a 3-hourly 
basis. Their locations are indicated in Figure 6. 

In principle, the detailed information of the Wavec 
buoys could be used in the construction of the cost 
fimction. However, fox-such a detailed cost function, 
the model noise, described in section B3, appeared to 
scramble the local gradients too much. Therefore it was 
decided to compare only integrated parameters in the 
cost. We are fifily aware of this unsatisfactory situa- 
tion; however, as we will see, the results obtained from 
the adjoint fit were still satisfactory. Only the total 
wave energy, mean frequency, and mean direction of the 
Wavec data were compared to the %'.AM model results. 
To tiffs end the following cost function was defined: 

(1•) 

where Ni is the number of degrees of freedom used to 
convert the time series to energy spectra, and the super- 
scripts d denote the Wavec data. 

In the cost, function only the data obtained from 
AUK, K13, and EUR were used. The buoys near SON, 
ELD, and IJM are located rather close to the coast. 

Therefore the m•certainty in the local (shallow) water 
depth can modify the results considerably. In accor- 
dance with the previous section, the local water depth 
could be adjusted during the adjoint run. It was de- 
cided, however, to circumvent this complication by ex- 
cluding the data obtained from these buoys from the 
adjoint run. It was found, as will be seen below, that 
the remaining data sets from AUK, K13 and EUR alone 
were able to give sufficient information. 

3.3. Choice of the Control Variables 

Because the North Sea embodies a situation in which 

more physical processes interact, more freedom in the 
model parameters was allowed. First of all, as in the 
previous section, the overall strength of $i,• (i.e., 
defined in (A4)), Sdis, and Sbot were allowed to vary, as 
well as the "steepness" parameter Ds (defined in (A5)). 
In addition, the strength of S,,• was taken as a con- 
trol variable. A second parameter, besides 3m, that 
concerns the details of the wind input term is z• (see 
(A3)). It was introduced by Janssen [1989, 1991] to 
account for gustiness of the driving wind field. Both 
a modification of/'•,-• and z• will affect the strength of 
$i,•. The whitecap dissipation (A5) contains a parame- 
ter (5. It expresses the relative importance between the 
k/ < k > and (k/ < k >) • term. This parameter was 
also allowed to be adjusted. 

This leads to the following seven control variables: 

3m --> C• 3m 

act --> C 2 z c• 

Ca! '-> CaChet 

Cdi• --• C4Cd• 

D • --> 

Cbot • C7 Cbot ß 

(•6) 

3.4. Optimization 

The WAM model was optimized for the 2-day period 
February 19-21. This is just before the maximran of 
the storm. In Figure 7 the evolution of the cost and the 
control variables is given. From Figure 7 it is seen that 
there is convergence to only one minimum and that this 
convergence is slower than for the fetch-limited growth 
case. The value of the cost decreases from an initial 

value of 128 to an optimal value of 66. The optimal 
values of the control variables are given in Table 2. 

From the right panel of Figure 7 it appears that the 
mirror-like behavior between the strengths of wind in- 
put and whitecap dissipation is again evident. From 
this panel it is also seen that the sensitivity of the cost 
to the strength of the nonlinear interaction is small com- 
pared to the sensitivity to $i,• and $dis. In contrast to 
the fetch-limited case, where "spurious" dependencies 
were induced by the deep water cost acting as a strong 
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constraint, this weak dependency is realistic. Although 
the presence of the nonlinear interaction is crucial (it 
provides the mechanism for redistributing wave energy), 
its precise form and strength appears to be less impor- 
tant. This observation supports the discrete interaction 
approximation: although it is only a very rough approx- 
imatio• to the exact nonlinear source term, it does give 
rise t,o correct wave spectra, because it shares the es- 
se•tial physical process of redistributing wave energy. 
Aiq•are•tly, its In'ecise form and strength is less impof 
rant. 

In Figure 8, scatterplots of the strength of the white- 
cainping versus ,'•,,, za, and the cost is presenteel. ()nly 
points that gave rise to a cost lower than 70 m'e dis- 
played. From this it is seen that the possible varia- 
tion in the strength of the whitecapping is much •nore 
(:o•fine(1 tl]m• in tim fet(:h-li•nited case. Tim oI)ti•nal 
ranges of tim strength of Sdis between the two eXl)eri- 
•ne•ts overlap. Also the possible variatio• i• tile overall 

Table 2. Nu•nerical \;alues of the Control \:ariat•les, 
l)efi•ed t)y (16), Before and After ()ptin•izatio• 

Qua•ttity (7va, !)efault Fit Fixtal 

..,.•,, C• 1.0 1.07 .,'.3,,= 1.28 
::,-,, C2 1.0 0.24 s,•- 0.0026 
S•reng•h S,• Ca 1.0 0.73 C,•= 0.73 
Strength ,S'dis C•4 1.0 0.50 C•dis-- 4.7x 10 -s 
t• i• Sdis C5 1.0 0.61 5= 0.31 
D., ill ,S'di s C6 1.0 1.51 Ds: 3.0 
Strength Shot C7 1.0 1.20 Cbot •- 0.0456 
Cost function J 128 66 

ever, the ranges of both runs do not overlap at all. In 
the fetch-limited growth situation a decrease of 21% is 
found, while the Wadden storm suggests an increase of 
7%. The explanation for this mismatch is the variation 
i• zo, which was only allowed in the Wadden storm run. 
Although the possible variation is quite large (see the 
•niddle panel of Figure 8), it should be decreased by a 
factor of 3 or 4. The wave growth appears to be quite 
se•sitive to a variation in this parameter. As can be 
seen fi'om (A3), a decrease of z• will lead to a decrease 
i• wave growth. Therefore, effectively, the resulting fit 
does represent a suppression of the wind input tenn. 

As was the case for the fetch-limited fit, the power Ds 
}las been increased. The mixing I•arameter 5 also has 
}•ce• decrease(l. Finally, it is found that, the bottom 
(lissipation shoul(! be increased somewhat. 

'l'l•e compariso• t)etwecn the WAM model runs and 
tl•e Wavec data is displayed i• Figure 9. From this 
it is seen that tl•e wave l•eigl•ts for tl•e default setting 
m'e already quite goo(1 tn•t tl•at the •nem• wave periods 
are too higl•. Tl•is (!eficic•cy is largely re,hayed by the 
a(ljoi•t fit result. Tl•is ca• also be seen fi'om the bottom 
l)m•els of Figure 9, i• which tim (lUm•tity: 

H.• 
: 

gT;• 

is I)1otted. In the previous section it was shown that the 
si•nilar quantity l •, (defined by (6)) was quite insensitive 
to wave age for the situation of wind sea. The same 
(:an be deduced for }';•. k%r the present situation of 
mixed wind sea and swell, •'•, will be less constant, 
depending on the relative strength between the two. 
Still we believe that a misfit in this quantity mainly 
reflects model errors, rather than an error in the driving 
wind fields. It is therefore an appropriate tool to single 
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out model errors. It is seen fi'om the bottom panel of 
Figure 9 that indeed the consistent underprediction of 
•,, has been removed. 

In order to investigate the consistency of the adjoint 
fit, the optimized setting given in Table 2 was validated 
for the entire test series of the storm. Indeed, for the 
complete period, the wave heights were only mildly de- 
flected, but the mean wave periods were improved con- 
sistently. As a result, the quantity }"•, was found to 
be reproduced much better. An example is given in 
Figure 10 where time series for EUR are given. From 
Figtire l0 it is seen that the optimized parameter setting 
gives too low wave heights and too low wave period for 
the peak at February 19, 12 hours. The quantity 
however, is very well represented. Therefore one might 
expect that the misfit at this date is due to an error in 
the wind field, because this will affect the wave height 
and mean period but will not affect } 

As was already remarked, the overall picttire of both 
adjoint fits is consistent: a combined suppression of the 
wind input and whitecapping and an increase of the 
power Ds in the whitecap source term. However, in 
detail, both fits differ. For the fit based on the fetch- 
limited case, the suppression of wind input was achieved 
by a decrease of 3,•, while the fit based on the Wadden 
storm was accomplished by a decrease in z•. Further, 
it was found that the lninima found for both fits were 

relatively shallow, which gave rise to regions in control 
variable space that give results of comparable quality. 
Because the results obtained from the Wadden storm 

gave rise to the best defined minimum, it is expected 
that this fit should be preferred. In order to test this 
conjecture, the fetch-limited growth case was recalcu- 
lated on the basis of the parameter setting found by the 
Wadden storm fit (see Table 2). Only for the strength 
of Shot the value of Cbot = 2.43 x 0.038 = 0.092 found 
by the fetch-limited fit was used, because this param- 

eter depends very sensitively on the sediment. This 
led for the Lake George situation to time series that 
are ahnost identical to those obtained by the optimized 
run (parameters given in Table 1). The deep water 
growth curve for energy, however, appeared to be ap- 
proximately 10% higher, the peak frequencies were al- 
most unaltered. This result is presented in Figure 4. 
This difference is well within the uncertainty range of 
the deep water fetch-limited growth curves (2). There- 
fore we conclude that indeed the fit obtained by the 
Wadden storm (Table 2) gives also good results for the 
fetch-limited situation. 

4. Conclusions 

The adjoint of the fifil WAM model has been con- 
strutted with the aid of an automatic adjoint compiler. 
The resulting code, ADWAM, is efficient in computing 
time and in the storage required for the nonlinearities 
of the model. ADWAM can be used for many model 
options and for many types of control variables. 

Due to the WAM model noise, the local gradient may 
be quite different from the more global behavior of the 
cost timorion. In such a case the usefifiness of ADWAM 

is limited. Although it is not exactly clear when this 
problem arises, it was only found to be present when 
the cost singled out too much detail from the wave spec- 
tra. In order to ensure the usefulness of ADWAM in 

each situation, it is recommended that the locations of 
the WAM code that produce the model noise should 
be traced. If these locations cannot be replaced by 
smoother code, the adjoint at these locations should 
be derived by hand at the model equation level, rather 
than on the model code level. 

As a first application of ADWAM, the model per- 
formance of WAM was improved by adjusting model 
parameters in the WAM source terms. Model results 
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Figure 9. Comparison of significant wave height Hs, mean period Tin, and quantity 
between WAM model results and the buoy's AUK, K13, and EUR for the optimization period 
February 19-21. The Wavec data are indicated by the pluses. The model results obtained from 
the default setting of WAM are represented by the daslmd lines, while the results obtained fi'om 
the optimal setting are given by the dotted lines. The top row shows the observed local wind 
speed Uzo. 

were compared to observations by the definition of a 
cost function. The optimal parameter setting was ac- 
complished by minimizing the cost, using the MODU- 
LOPT minimization package developed by Gilbert and 
Lemare,'chal [1989]. Gradients of the cost with respect 
to the model parameters were calculated by ADWAM. 

For two physically quite different situations, adjoint 
optimizations were performed. The first situation con- 
sidered fetch-limited growth. For this the WAM model 
was implemented on Lake George, using a very fine grid 
spacing (1.39 kin). The second situation concerned a 
storm situation in the North Sea. Both adjoint fits 

led to the insight that wind input and whitecapping 
should be reduced and that the dependency of the wave 
steepness on the whitecapping should be increased. The 
combined reduction of wind input and whitecapping is 
in agreement with Barzel [1994]. It was found that the 
fetch-limited growth situation still left, a considerable 
freedom in the absolute strength of the various sources. 
Only certain combinations of the sources, such as the 
combination between Si• and $dis displayed in Figure 3, 
are well determined when one only considers wind sea. 
This conclusion was also drawn by Barzel [1994]. In his 
work it was recommended to use a more realistic situ- 
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Figure 10. Validation of the optimized setting of the WAM model i)arameters for the EUR 
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The Wavec data are indicated by the pluses. The model results obtained from the default setting 
of WAM are represented by the dashed lines, wlfile the results obtained fi'om the optimal setting 
are given by the dotted lines. Only the period February 19-21 was used for the optimization. 

ation, using the adjoint of the full dimensional WAM 
model. This is exactly what has been done in this pa- 
per. The fit obtained from the Wadden storm run at 
the North Sea left, less freedom in the absolute values of 

the various parameters. This was expected, because it 
contains more complex wave situations. Its parameter 
setting, which is displayed in Table 2, gave a consider- 
able improvement in model performance for all situa- 
tions considered, that is, the North Sea, Lake George 
and for deep water fetch-limited growth. The difference 
between the involved scales and the wave fields between 

these situations is considerable. It would be very inter- 
esting to test whether this parameter setting (except for 

Cbot) would also lead to improved performance in other 
situations. 

It was argued that the quantity t" = Hs/(gT=), 
T = 1/fp or T = T,,, is rather insensitive to the strength 
of the driving wind field. Therefore this quantity can 
be used as an indicator whether a misfit between model 

and data is due to model performance or to a bad qual- 
ity in the driving wind fields. This information can be 
very useful, because not seldom (as was shown by Car- 
do•e et al. [1995]), the quality of model performance is 
masked by the error introduced by the uncertainty of 
the driving wind fields. In this light it is very interest- 
ing to note that all wind fields considered in the Sur- 
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face ¾V'ave Dynamics Experiment (SWADE), discussed 
by C, ardone et al. {1995], give rise to an underprediction 
of }•,. This is consistent with what was observed at the 
Wadden storm. It must be induced by a model error. 

Although the quantity Y -- Hs/(gT •) can single out 
model errors, it would be highly desirable to adjust 
model parameters and wind fields simultaneously. The 
tool to accomplish this, ADWAM, exists. Therefore 
fi'om a technical point of view this next step should be 
feasible. 

Appendix A: Concise Description of the 
WAM physics 

In this 'appendix an overview of the WAM physics 
is presented. A comprehensive description is given by 
Komen et al. [1994]. 

The WAM model describes the evolution of a two- 

dimensional (in frequency f and direction 0) ocean wave 
spectrum F: 

S - Sin q- Snl q- Sdis •- Sbot, (A1) 

where (q•,A) denotes latitude and longitude, and an 
overdot denotes a time derivative. 

A1. Wind Input 

The wind input and dissipation terms used in the 
latest version (cycle 4) of the WAM model are adopted 
fi'om Janssen's quasi-linear theory of wind-wave gener- 
ation [Janssen, 1989, 1991]: 

Sin - Cd Pair /•(x, zo)x2F, (A2) 
Pwater 

z0 is the roughness length, 

x- --+za cos(0-q•), za-0.011 (A3) 
½p 

Cp is the phase speed, w angular velocity, 'and 0- q• is 
the angle between wave propagation and wind direction. 
The function/•(X, zo) is given by 

/•m gZO •/x 
3-- •pln 4(p), p-- c--•-e _< 1, (Aa) 

where/•m - 1.2 determines the overall strength of 
n - 0.41 is von Kgrmgn's constant, and g=9.81 m/s • 
is the gravitational acceleration. 

A2. Whitecapping Dissipation 

The dissipation source term is based on the whitecap- 
ping theory of Hasselmann [1974], with a modification 
made by Janssen [1989]. It is given by 

Sdis = --Cdis <w> • (1--•) 

< k > ' (A5) 
where 

a- E < k >2 (A6) 
is the square of the average steepness of the spectrum 
and apM -- 4.57 x 10 -s. Angle brackets indicate a 
relation to 'an 'average over the wave spectrum F. In 
WAM the values Ds=2, •=0.5, and an overall strength 
Cais - 9.4 x 10 -a are used. 

A3. Nonlinear Interaction 

In principle, the theory of surface waves is nonlinear. 
The lowest-order nonlinearities can be represented by 
Hassehnann [1968]' 

$,t(1)- C•t • C(1,2,3, a)F(2)F(3)F(a). 
quadruplets 

(A7) 
Here Cnt - 1 is a normalizing factor, and 1, 2, 3, 'and 
4 denote the individual members of a wave quadruplet. 
The cross section C(1, 2,3, 4) is only nonzero for res- 
onating quadruplets: 

kl+ke-ks+k4, wx+we-ws+w4. (A8) 

The integral over multiplets for the exact expression 
of $nt is far too expensive for operational purposes. To 
overcome this problem, the so-called discrete interac- 
tion was proposed by Hasselmann et al. [1985] and 
Hasselmann and Hasselmann [1985]. This approxima- 
tion assumes that only a small subset of quadruplets is 
given a nonzero cross section but such that the physical 
process is retained. This approach enabled the feasibil- 
ity of third-generation wave models. 

A4. Bottom Dissipation 

In case of shallow water, wave energy will dissipate 
due to bottom friction: 

S•ot - - 2 C•ot k g sinh(2kd)F. (A9) 
Here k is the wave number and d is the local water 

depth. The normalizing factor C•ot depends on the 
nature and structure of the sediment. In WAM the 

value Cbot=0.038 (JONSWAP) is used. 

AS. Limitation of Wave Growth 

In the WAM model the source terms are integrated 
using a semi-implicit integration scheme. One ingredi- 
ent of this integration scheme is that the wave growth 
per time step is limited to a certain fraction of a Pierson- 
Moskowitz spectrum. It was found by H. Hersbach and 
P.A.E.M. Janssen (Improvement of the short fetch be- 
havior in the WAM model, submitted to Journal of At- 
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toospheric and Oceanic Technology, 1997) that the lim- 
itation used in cycle 4 of WAM is too restrictive in the 
case of very small grid spacings and time steps. As a re- 
sult, WAM severely underpredicted wave heights when 
implemented on lakes. A good example of this is Lake 
George, which was used as one of the experimental se- 
tups in this paper. This shortcoming has been removed 
in a new version (cycle 5 [Hersbach, 1997]) of the WAM 
model. The results discussed in the present paper are 
all based on this corrected cycle. 

Appendix B' Construction of ADWAM 
B1. Use of the Adjoint Model Compiler AMC 

In this appendix only a concise description of how the 
adjoint of WAM was constructed will be presented. A 
more detailed report is given by Hersbach [1997]. 

The adjoint of the fifil WAM (cycle 4) model has been 
constructed with the aid of an automatic adjoint code 
generator. This adjoint model compiler (AMC), which 
was developed by R. Giering of Max-Planck-Institut in 
Hamburg [Giering and Kaminski, 1997], simplifies the 
tedious work of development of adjoint code consider- 
ably. As input, AMC takes the Fortran 77 computer 
source code of the model under consideration, in this 
case WAM. As output, it returns a modified forward 
model source code and a Fortran 77 source code of the 

adjoint model, in this case ADWAM. The AMC is ca- 
pable of detecting the nonlinearities within the forward 
model. These will then be stored (to file or memory) 
or, if possible, be recalculated. The bookkeeping of the 
storage of nonlinearities in the forward code and their 
restorage in the adjoint code is completely handled by 
the AM C. Because this bookkeeping can become quite 
complex, this is one of the strong points of AMC. 

However, before AMC could be applied, some parts 
of the WAM source code had to be rewritten into a 

form that the AMC can handle and which leads to an 

optimal adjoint code, both in terms of calculation speed 
and required disk space. This was by far the most time- 
consuming part of the "adjoining operation". Details 
are given by Hersbach [1997]. 

B2. Performance and Applicability 

The resulting adjoint code is efficient both in com- 
puting time and required disk space. ADWAM is about 
70% slower than XVAM itself. On the average, the com- 
put, ational burden of an adjoint model is proportional 
to the degree of the nonlinearity of the forward model. 
The calculation of the nonlinear interactions is the lnost 

tilne-consuming part of XVAM. These are proportional 
to the wave spectrum cubed, and therefore the compu- 
tation time of ADXVAM is quite satisfactory. 

Due to the semi-implicit integration scheme, the num- 
ber of nonlinearities to be stored at each time step 
mnounts to approximately the size of three restart spec- 

tra. The bulk of this amount is formed by the wave 
spectrum, the sum of the source terms and the func- 
tional derivative of this sum with respect to the wave 
spectruln. For realistic applications with many time 
steps and lnany grid points, this will result in a huge 
amount of required disk space. To avoid storage prob- 
lems, the so-called check point method [Griewank, 1992] 
has been ilnplemented. The idea is as follows. First one 
forward run is performed, at which at regular intervals 
restart spectra are stored (the check points). The first 
check point, C•, is the initial spectrum, the last, Cn, is 
the final spectrum. No nonlinearities are stored. Next 
the model is rerun from Cn-• to C•. This time non- 
linearities are stored. The amount is 1/(n- 1) times 
the amount for the whole trajectory from C• to Cn. 
Then the adjoint can be run from Cn to Cn-•, using 
these nonlinearities. Next the model is run from Cn-2 
to C,,_•. The device containing the previous nonlinear- 
ities is overwritten. The adjoint can then be run from 
C,,_• to C.,,_2. This recipe is repeated until the adjoint 
has been integrated over the whole period Cn-Cx. In 
the optimal setting the number of check points is pro- 
portional to the square of the number of model time 
steps, nstep. The reduction of the amount of storage 
is enormous (•- v/nstep). The price is an extra forward 
model run. The extra computational burden (one for- 
ward run) is modest with respect to the total gradient 
COlnputation time without check pointing (,-• 1+1.7=2.7 
forward runs). 

ADWAM is the fifil adjoint of WAM. It can be used 
for arbitrary topography and bathymetry, grid spacing, 
time steps, spectral resolution, shallow and deep wa- 
ter runs, spherical or rectangular grids, with or without 
depth and/or current refraction. Parameters within the 
source functions can be taken as control variables. Also 

the driving wind fields and initial wave spectra can be 
used as control variables, which can be used for data as- 
similation purposes or sensitivity studies. In addition, 
the bathymetry can also be used as a set of control 
variables. ADWAM takes the dependencies of the local 
depth on Sbot and the shallow water corrections of Snt 
into account. The depth dependency on the dispersion 
relation, however, is neglected by ADWAM. Therefore 
the computed gradient of the cost with respect to the 
bathymetry will not be completely correct, but this er- 
ror is expected to be sinall. 

The correctness of ADWAM was tested on the ba- 

sis of a finite difference approximation to the gradient. 
For this, WAM was run for two different sets of con- 
trol variables c and c +dc. When both sets are close 

enough, the difference in cost dJ can be approximated 
by dJ = J(c+dc)-J(c) = (OJ/Oc).dc+O(dc2). Start- 
ing with a Idcl- 1 and reducing its magnitude, one ex- 
pects that the fi'action R between the linear adjoint dif- 
ference and the finite difference will converge linearly to 
unity. This test was performed for several control vari- 
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ables and for all possible model options (shallow/deep 
water, spherical/rectangular grid, current and or depth 
refraction). Indeed all fractions converged linearly to 
unity. 

B3. Model Noise 

The construction of the adjoint at the computer source 
level has the advantage that one receives the exact ad- 
joint to the computer model. Therefore it will calcu- 
late the exact local gradient of the cost fimction with 
respect to the control variables. However, a nmneri- 
cal model can contain many switches, such as IF state- 
ments. Therefore each set of control variables will give 
rise to its own passage of the model integration through 
these switches, 'as a result of which the cost function ca.n 

become very rough and discontinuous. The size of the 
subspaces in control variable space which give rise to an 
identical switch passage is in general much smaller than 
the typical step size in a minimizing routine. When the 
cost timorion jumps too much, going from one region to 
another, the local adjoint gradient may not represent 
the desired more global behavior of the cost timorion 
very well. 

The WAM model code contains many switches. There- 
fore one has to be very caretiff in using the adjoint. It 
was found that when a cost function was constructed 

which depends too much on the details of the wave spec- 
trum, the numerical noise in the WAM model produced 
local gra. dients that can be totally different from the 
more global variations, that is, having wrong magni- 
tudes and even wrong signs. Therefore one should a.s 
much as possible look at averaged model results. These 
averages can be averages over fi'equencies and direction, 
in which case one is only interested in integrated wave 
parameters. It can also be averages over a space and/or 
time domain of detailed wave information. Indeed, in 

the cases described in this paper, the use of averaged 
model results gave rise to local gradients that rein'e- 
sea,ted the global behavior of the cost in a sufficient 
way, that is, they could be successfifily used by the op- 
timization routine. It is not clear where and when the 

model noise starts to scramble the local behavior of the 

cost timetlon. More research in this direction is desired. 
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