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ABSTRACT

The sea ice edge presents a region of many feedback processes between the atmosphere, ocean, and sea ice

(Maslowski et al.). Here the authors focus on the impact of on-ice atmospheric and oceanic flows at the sea ice

edge. Mesoscale jet formation due to the Coriolis effect is well understood over sharp changes in surface

roughness such as coastlines (Hunt et al.). This sharp change in surface roughness is experienced by the

atmosphere and ocean encountering a compacted sea ice edge. This paper presents a study of a dynamic sea

ice edge responding to prescribed atmospheric and oceanic jet formation.An idealized analyticalmodel of sea

ice drift is developed and compared to a sea ice climatemodel [the LosAlamos Sea IceModel (CICE)] run on

an idealized domain. The response of the CICE model to jet formation is tested at various resolutions.

It is found that the formationof atmospheric jets at the sea ice edge increases thewind speedparallel to the sea

ice edge and results in the formation of a sea ice drift jet in agreement with an observed sea ice drift jet

(Johannessen et al.). The increase in ice drift speed is dependent upon the angle between the ice edge and

wind and results in up to a 40% increase in ice transport along the sea ice edge. The possibility of oceanic jet

formation and the resultant effect upon the sea ice edge is less conclusive. Observations and climate model

data of the polar oceans have been analyzed to show areas of likely atmospheric jet formation, with the Fram

Strait being of particular interest.

1. Background

Over sea ice, winds and ocean currents can compact

the sea ice to produce a relatively narrow sea ice edge

region. This occurs in the marginal ice zone (MIZ) lying

between the open ocean and the continuous sea ice

pack. The width of the MIZ is about 5–100 km and is

characterized by ice floes that have been broken by wave

energy from the open ocean (Lu et al. 2008). These floes

are 5–500m wide, 0.1–5m thick, and are relatively free

to drift compared to the larger and thicker floes of the

central ice pack (1–30 km in diameter; Herman 2010),

which are heavily compacted. The broken floes of the

MIZ create a rougher surface for atmosphere and ocean

flows compared to both the open ocean and sea ice pack

due to the form drag from the floe edges (Guest et al.

1995; Lüpkes et al. 2012). UnderstandingMIZ dynamics

is needed to improve ice forecasting and climate

modeling. There are many complex interactions within

the MIZ aside from dynamics including sea ice melting

and freezing and brine ejection (Pedersen and Coon

2004).

Atmospheric jets are known to form over coastlines

with a band of faster wind centered over the shore

(Houghton 1992). The atmospheric jets are colloquially

known as ‘‘bends’’ to the wind (Simpson 2007). The

formation of atmospheric jets can be described using

models of wind flow over a sharp change in surface

roughness (Hunt et al. 2004; Orr et al. 2005b). The

theory presented by Hunt et al. (2004) considers wind

jets formed over various surface roughness and eleva-

tion features. The model uses turbulent boundary layer

theory (Belcher et al. 1993) considering processes that

are of too small a scale to be resolved by current nu-

merical climate models. Such an arrangement can be

found at a sea ice edge far from land that has been
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compacted by on-ice winds or ocean currents (Massom

et al. 2008). The sea ice edge presents a similar change in

surface roughness to that found at coast lines. The

surface roughness lengths of both the sea ice edge

(Guest and Davidson 1991) and a typical coast line

(Jarmalavicius et al. 2012) are approximately 0.001–

0.01m. The surface roughness of the ocean surface is

caused by wind-generated surface waves (Drennan et al.

2003). The maximum roughness length associated with

the open-ocean surface is around 1024m, several orders

less than over sea ice (Fairall et al. 2003). The theory of

Hunt et al. (2004) defines a sharp change as a change

over 1–10 km. This length scale is typical of a compacted

sea ice edge (Massom et al. 2008). The theory of Hunt

et al. (2004) requires a well-mixed atmospheric bound-

ary layer (ABL) capped by a strong inversion. This at-

mospheric structure has been observed over the sea ice

edge during on-ice surface winds in both the Arctic

(Vihma et al. 2003; Vihma and Brummer 2002; Brümmer
et al. 1994) and Antarctic (Andreas et al. 2000).

For validation of the atmospheric jets there are stud-

ies of surface wind speed and direction. Sharp changes in

wind stress have been predicted by Guest et al. (1995) as

a cause of changes in the ABL. A sharp change in stress

fits well with the second-order discontinuity in the wind

speed perturbations (shown below in Fig. 4). Guest et al.

(1995) also give observations of wind stress at the sea ice

edge with the maximum just iceward of the sea ice edge

during on-ice surface wind conditions in the Fram Strait.

This is well correlated with a jet forming during winds at

908 , f , 1808 to the ice edge. Orr et al. (2005b) attri-

bute observed, sharp changes in cloud conditions over

coastlines to the modeled sharp change in surface wind

speed caused by jet formation. Such cloud conditions

have been observed over the sea ice edge (Fairall and

Markson 1987).

Atmospheric jet formation predicts changing wind

speeds over an atmospheric Rossby radius. Guest et al.

(1995) show changing surface wind speeds across the sea

ice edges in the Antarctic and Arctic Oceans. Wind

speeds are shown to vary over the order of 100 km from

the sea ice edge during on-ice wind conditions. These

events happened for surface wind speeds of ,15m s21

and so fit well with the atmospheric jets presented in this

paper [low Froude number conditions require UA ,
10.9m s21 (see Table 1 for the definition of this and

other variables that follow), but the perturbed wind

speed can be greater than this]. The observations of

Andreas et al. (1984) have a similar form.

The sea ice edge can also be a location of low-level jet

formation (Vihma and Brummer 2002; Andreas et al.

2000). Low-level jets develop vertically with a peakwind

speed at about 100m above the ocean surface (as shown

in Fig. 1) and can be attributed to changing baroclinicity

due to the jet’s on-ice direction and the temperature

difference between the open ocean and sea ice pack

(Vihma and Brummer 2002) or through the decoupling

of the atmosphere through stable stratification (Andreas

et al. 2000). In both these cases, the low-level jet for-

mation is linked to changing surface temperature and

baroclinicity (the alignment of density and pressure

gradients) and not changing surface roughness. Hunt

et al. (2004) shows through the scaling analysis of drag

and thermal body forces that perturbations driven by

changes in surface roughness are of a significantly

greater magnitude than those driven by thermal effects.

Additionally, the occurrence of low-level jets does not

significantly alter surface wind speed (Vihma and

Brummer 2002) implying that for this study of atmo-

sphere and sea ice interaction, baroclinicity can be ne-

glected. However, thermal processes in the atmosphere

above the sea ice should not be ignored. Chechin et al.

(2013) show that during the winter, off-ice atmospheric

TABLE 1. Key mathematical notation.

Notation Description

x, y, z Positional vector components

X, Y, Z Scaled positional vector components

fc Coriolis parameter

r Density

f Angle between flow and sea ice edge

UA, UO, UI Typical atmosphere, ocean, ice speeds

For section 2 and appendix specifically

hA, hM ABL and OML thickness

h, ĥ Original, scaled layer thickness perturbation

U, V, W Mean flow profile without jet

u0, y0, w0 Dimensional flow perturbations

u, y Layer-averaged perturbations

û, ŷ Scaled perturbations

P 1 p Flow pressure 1 pressure perturbation

(A, O) A atmosphere, O ocean
~U(A,O), ~V(A,O) Flow aligned dimensional velocity with jet

LR(A,O) Rossby radii

F (A,O) Froude numbersdDr(A,O) Flow density step change

F , G Layer-averaged body forces

F̂ , Ĝ Scaled body forces

DC(F, G) Drag parameterization functiondDC(F ,G) Scaled drag parameterization

For section 3 specifically

u 5 (u, y) Ice drift velocity vector

u5UI(û, ŷ) Scaled ice drift velocity vector

~ta 5 T at̂
a Original, scaled applied atmospheric stress

~to 5 T ot̂
o Original, scaled applied oceanic stress

T(1,2)[X, û, ŷ] Combined applied stress component

A Ice concentration

sij Internal ice stress component

g(A) Ice strength or pressure function
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flows can be strongly modified by thermal effects re-

sulting in jet formation. Hunt et al. also comment that

during certain situations thermal effects can dominate

and block even a moderately strong approach flow that

could be true for the strong thermal gradient between

the open ocean and sea ice during winter months (Tisler

et al. 2008). The theory presented in this paper is most

applicable for the sea ice edge summer months when

there is moderate baroclinicity, though further in-

vestigation is needed.

Ice jet formation at the sea ice edge has been ob-

served. Johannessen et al. (1983) presents a study of sea

ice drift using observations from buoys tethered to sea

ice floes. These observations are from the sea ice edge

andMIZ north of Svalbard in the Arctic Ocean. The sea

ice drift is observed to be parallel to the sea ice edge and

aligned with strong winds (see Fig. 2). The ice drift

within 10 km from the open ocean is shown to be fastest

with the drift speed decaying into the sea ice pack, re-

ducing by half at 250 km from the sea ice edge. There

have been attempts to show that the formation of the

observed ice jets is due to interactions between in-

dividual ice floes. Lepparanta and Hibler (1985) applied

the viscous plastic rheology of sea ice deformation of

Hibler (1979) to an idealized ice edge and MIZ. Nu-

merical and analytical simulations of ice drift during

uniform on-ice and along-ice winds were derived but did

not result in an ice jet. By contrast, Feltham (2005) used

granular flow theory to describe kinetic and slowly de-

forming granular flows over the MIZ, showing that an

ice jet can form in a boundary layer at the extreme ice

edge. This jet formation is on a small scale (over ap-

proximately 1 km) compared to the extent of the MIZ

(typically 100 km) and not consistent with the wider jet

observed by Johannessen et al. (1983).

In this paper we investigate whether the occurrence of

sea ice drift jets can be attributed to atmospheric and

oceanic jet formation during on-ice surface winds and

ocean currents at the sea ice edge. To investigate jet

formation at the sea ice edge, we first consider the at-

mospheric jet theory of Hunt et al. (2004) in section 2

with a summary of the essential theory given in the ap-

pendix.We present the novel adaptation of themodel of

atmospheric jet formation for the consideration of oce-

anic jet formation in section 2a. The scale and strength

of the jets is calculated using parameter values and

ambient characteristics taken from existing literature in

section 2b. These calculations are used to prescribe the

atmospheric and oceanic stresses in both analytical and

numerical sea ice models. The analytical sea ice model

has been derived for this study and is described in detail

in section 3. The numerical model is the Los Alamos Sea

FIG. 1. The sea ice edge and MIZ from above, with the converging lines demonstrating perspective. This figure

illustrates the difference in magnitude of the atmosphere, ocean, and ice speeds and the difference in size of the ABL

and OML and the width of the ocean and atmosphere jets. The shape of low-level atmospheric jets is also shown,

although not investigated in this paper.
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Ice Climate Model (CICE) described in section 4. Sim-

ulations of ice drift jets from both models are pre-

sented in section 5. In section 6, we discuss the situations

in which ice drift jets will typically form and the resulting

impact upon the transport of sea ice along the sea ice

edge. In section 7, we summarize our main conclusions.

2. Theory of jet formation

In this paper the jet formation theory of Hunt et al.

(2004) is applied to a sea ice edge at an arbitrary angle to

the wind direction (illustrated later in Fig. 4). We also

present the application of the same theory to the ocean

underneath the sea ice edge as described in section 2a.

Key values for the length, velocity, and surface rough-

ness for the atmospheric and oceanic jets are derived in

section 2b. The background theory of Hunt et al. (2004)

is presented in the appendix with original work within

this section.

a. Theory of ocean jet formation

Turbulent stresses are assumed to exist within the

ocean mixed layer (OML), and we derive model equa-

tions for ocean jet formation. The OML is modeled us-

ing the same shallow layer approximations described in

the appendix for the ABL with a further description in

Hunt et al. (2004).

For the ocean model, an OML of density rM and

thickness hM sits above the ocean of higher-density rO as

demonstrated in Fig. 3. The density step change between

the two is dDrO 5 (rO 2 rM)/rO. A uniform current of

strength UO encounters the sea ice bottom (Ib) with

roughness length zIb. The reduced gravitational accel-

eration of the flow is DgO 5 gdDrO. This simple formu-

lation of themixed layer under the sea ice edge is similar

to that used by Roed and O’Brien (1983).

As for the atmospheric jets in the appendix, the mean

ocean current velocity profile [U(z),V(z),W(z)5 0] and

perturbations to the flow (u0, y0, w0) are calculated. The

pressure profile and its perturbation are given as P(z)

and p. With this bulk model the mean profiles are uni-

form horizontally and the perturbations are uniform

vertically. Upflow conditions at x/2‘ are assumed to

be steady and uniform in the horizontal plane. The

change in surface roughness perturbs the surface shear

layer of thickness hs. For the OML, there are pertur-

bations at the ocean surface ht and bottom of the mixed

layer hb (see Fig. 3). The changing turbulent stresses

in the shallow layer are represented by the body forces

F(x, y, t) andG(x, y, t) in the x and ydirections, respectively.

FIG. 2. Daily average ice drift and surface current from Argos drifting buoys and ship-

measured wind on (a) 19 Sep, (b) 27 Sep, (c) 28 Sep, and (d) 29 Sep 1979 (from Johannessen

et al. 1983). The spatial variation of the sea ice drift velocity in (a) and (b) is well correlatedwith

the sea ice drift jet formation modeled in this paper.
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Velocity perturbations to the shallow layer aremodeled

by applying the momentum balance for velocity pertur-

bations to the OML. Expressions for pressure (P 1 p),

layer thickness perturbation h 5 ht 1 hb, and body

forces (F, G) are obtained. The perturbation velocity w0

at the top and bottom of the OML is equated to the

change in layer thickness Dh with Dht 5w0jz5ht
and

Dhb 52w0jz52(hM1hb)
. The overall change in layer

thickness is the sum of theseDh5Dht 1Dhb, which can

be approximated by the velocity perturbation by in-

tegrating the continuity equation over the mixed layer

giving

Dh5wjz5h
t
2wjz52(h

M
1h

b
)

5

ðh
t

2(h
M
1h

b
)

wz dz’2(ux1 yy)hM , (1)

where (u, y) are the perturbation velocities (u0, y0) av-

eraged across the OML.

Pressure perturbations for the OML are as follows

(illustrated in Fig. 3). For the OML at position (x, z)

(with invariance in the y direction) the total pressure

(P 1 p)(x, z) is

(P1p)5 (P1 p)jz5h
t
1 g(12 dDrO)(ht 2 z),

where

(P1p)jx/2‘ 5 (P1 p)jx/2‘
z50 1 g(12 dDrO)z ,

in the open ocean away from the influence of any ocean

jet. The sea surface pressure Ps is taken to be in-

dependent of position with

(P1p)jz5h
t
5 (P1 p)jx/2‘

z50 5Ps .

Furthermore, pressure at equal depths below the OML

is assumed to be equal throughout the model with

(P1 p)jx/2‘
z52(h

M
1h

b
) 5 (P1 p)jz52(h

M
1h

b
)
,

Ps 1 g(12 dDrO)hM 1 ghb

5Ps 1 g(12 dDrO)(ht 1 hM 1hb),

which gives dDrOhb5 (12 dDrO)ht . (2)

Thus, the thickness of the OML is linked to the raised

sea surface with h5 ht/dDrO. As the density inversion is

of order 1023 and the mixed layer is of order 10m thick,

the change in sea surface level htwill be of order 10
22m.

This change happens over a Rossby radius (104m) and

will be almost undetectable. See section 2b for deriva-

tion of numerical values.

The pressure perturbation can now be given by

(P1 p)2 (P1 p)jx/2‘ 5p(z)5 g(12 dDrO)ht ’DgOh

to leading order. The horizontal pressure gradients are

px5DgOhx and

py5DgOhy , (3)

FIG. 3. Vertical profile of velocity [U(x),u] anddensity r0 of theOMLmodel described in section

2a. The presence of the sea ice edge perturbs the thickness of the OML by amount h 5 ht 1 hb,

resulting in perturbation to ocean velocity of magnitude u. The x axis is aligned with the far-field

ocean current.
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which are analogous to the pressure gradients in the ABL.

Combining the pressure perturbations andbody forces and

averaging over the mixed layer [2(hM 1 hb) , z , ht]

we get Eq. (A2) with the substitution DgA / DgO with

the full derivative D 5 ›/›t 1 UO›/›x. The scaling

values for the OML flow are the oceanic Froude number

FO 5UO/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DgOhM

p
and the oceanic Rossby radius

LRO 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DgOhM

p
/fc, where fc is the Coriolis parameter.

For the OML, the converse to the drag-dependent

body forces F [x, y, t], G[x, y, t] is the drag experienced

by sea ice from the ocean that is given as

~tO 5 rOCOjU
O2 uj[(UO2 u) cosu1k3 (UO2 u) sinu]

(4)

(e.g., Feltham 2005), whereUO is the ocean velocity, u is

the ice velocity, u is a turning angle, ro is the density of

seawater, and CO is a constant associated with the drag

between the ocean and ice. The turning angle is used to

parameterize the Ekman turning of the water column

underneath the ice. As the turning angle f is typically

small and neglected in models, here we simplify the

consideration of the OML by setting u to zero. For the

ABL, the stress applied to the ice from the atmosphere is

calculated from the wind speed (as used in the sea ice

models in sections 3 and 4) with

~t A 5 rACAjU
AjUA , (5)

where ra is the air density,U
A is the wind speed, and CA

is a drag coefficient (Csanady 2001). The terms CA and

UA refer to winds at a certain height. For this study

a height of 10m is used. Typical surface wind speeds

over sea ice (of order 10m s21; Vihma and Brummer

2002) are two orders of magnitude greater than typical

sea ice drift speeds (of order 0.1m s21; King et al. 2010),

allowing Eq. (5) to be dependent upon the wind speed

only. Because typical ocean current speeds are of the

same order of magnitude as sea ice drift speeds (Fer and

Sundfjord 2007), Eq. (4) has to consider the difference

between the ocean current and sea ice drift velocities to

give the correct magnitude and direction of applied

stress. For example, when the ocean current and sea ice

drift have equal velocity there is no applied stress from

ocean to sea ice and vice versa. Therefore, Eqs. (A7)

cannot be used for the body forces in the OML shallow

layer model. The flow velocity term in these equations

needs to be replaced with the relative difference in ve-

locity between the ocean and ice. This is done by in-

troducing

u2diff 5 jÛO 2 ÛI j
2 , (6)

where ÛO,I are the typical nondimensional velocities of

the ocean and sea ice at the sea ice edge. The selection of

values for ÛO,I requires the coupling of the ocean jet

calculation to a sea ice model as described in section 3b.

The OML body forces are

F52
DCFU

2
Ou

2
diff

hM
and

G52
DCGU

2
Ou

2
diff

hM
, (7)

selecting appropriate forms for the functions DCF and

DCG that parameterize the drag strength and direction

due to surface characteristics as described in Eq. (A8)

and onward. The ocean jet model is created analogously

to the atmospheric jet model in Eqs. (A2)–(A14) by

replacing Eq. (A7) with Eq. (7) and scaling over the

OML. This adaptation of the forcing functions only

alters the magnitude of the drag and whether the drag

is acting with or against the current. The velocity-

dependent body force Du, which is neglected from

Eq. (A8) onward, could play a greater role in this for-

mulation of the OML than it does for the ABL. This

could be considered in further study.

b. Application of the jet formation theory to the sea
ice edge

To calculate the size and strength of the jets over the

sea ice edge, numerical values are needed. For the at-

mosphere the Froude number and Rossby radius are

dependent upon the thickness of the ABL and the

strength of the inversion at the top of it. There are ob-

servations of atmospheric processes over sea ice from

which these values can be taken.

The ABL height over the MIZ is widely docu-

mented. The inversion height is low, varying from 200

(Vihma et al. 2003; Brümmer et al. 1994) to 500m

(Guest et al. 1995; Andreas et al. 1984). Considering

the modification to the inversion height due to jet

formation (Fig. 4) and observations of the ABL height

over the ocean near the sea ice edge (500m; Fairall and

Markson 1987), a value of hA 5 400m is used in our

calculations.

The inversion strength at the top of the ABL is less

widely documented. This is due to the difficulty in ob-

serving such a change. The most common observations

are in the form of a step change in potential tempera-

ture. This change ranges from 58 (Guest et al. 1995;

Kantha and Mellor 1989) to 108C (Tjernström 2005;
Andreas et al. 1984). The change in potential tempera-

ture can be equated to the inversion layer strength

defined by dDrA 5DT/TA (Garratt 1992), where DT is

SEPTEMBER 2014 HEORTON ET AL . 2297



the change in potential temperature and TA is the at-

mospheric potential temperature in degrees Kelvin. The

range of observed values give 0:18, dDrA , 0:35.A typical

value of 0.3 is used here. The selected values of dDrA andhA
result in the wave speed along the top of the ABL asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DgAhA
p

’ 10:9m s21. The atmospheric Rossby radius is

calculated as LRA 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DgAhA

p
/fc ’ 75 km. The condition

for low Froude number flows (FA , 1) is that UA ,
10.9ms21.

The surface roughness length of sea ice is often given

a value of zA 5 0.001m in atmospheric models (Vihma

et al. 2003), though this value is a product of sensitivity

studies (Csanady 2001). The value associated with the

sea ice pack is too low for the broken MIZ. Tisler et al.

(2008) investigates this parameter and uses a value of

zA 5 0.01m for rougher ice. The thickness of the shear

layer hs is an observed and modeled value for the

MIZ. It is consistent over several studies at approxi-

mately 20m (Tisler et al. 2008; Kantha and Mellor

1989). These values give DCF’ 33 1023 [Eq. (A8)]. This

value is comparable to drag coefficients that have

been measured over the MIZ. Anderson (1987) measured

C10 ’ 3.5 3 1023 (10-m drag coefficient) using direct

eddy flux measurements. This is also in agreement with

Bennett and Hunkins (1986) who analyzed the expedi-

tion of Andreas et al. (1984), the review of Guest et al.

(1995), and the drag modeling of Birnbaum and Lupkes

(2002). The studies of Birnbaum and Lupkes (2002) and

Lüpkes and Birnbaum (2005) analyze various drag laws

including form drag (the drag from floes edges) against

ice concentration with a maximum 10-m drag given at

80% ice concentration that fits with the more detailed

formulation of Lüpkes et al. (2012) and our chosen value
of DCF ’ 3 3 1023 for the MIZ.

Using the values derived above, the size and strength

of the atmospheric jets can be calculated from Eqs.

(A11)–(A14). First, we seek a solution for the per-

turbation to the ABL thickness. For the Northern

Hemisphere, solutions give an increasing on-ice ABL

thickness over the scale of LRA for 0 , f , p/2, as

shown in Fig. 4, and decreasingmixed layer thickness for

p/2 , f , p. This is reversed for the Southern

FIG. 4. Atmospheric flow of speedUA over a sharp change in surface roughness at angle f to

the flow viewed from above. The ABL thickness h and flow velocity parallel to the sea ice edge

[ ~V in Eq. (8b)] for wind speedUA5 5m s21 at anglef5 458with a Froude number ofFA’ 0.5

in the Northern Hemisphere is plotted. The plotted perturbations to the flow are over an order

of Rossby radius LRA either side of the change in surface roughness, resulting in a modified

angle of incidence f0 for the perturbed flow. The plotted profiles are for the first order (~y5~y(0),

solid lines) and second order (~y5~y(0) 1FA~y
(1), dashed lines).
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Hemisphere. The leading-order term ĥ(0) gives a mono-

tonic solution across the roughness change. The first-

order correction ĥ(1) adds a localized peak centered over

the roughness change. The shape of the change in ABL

thickness is that of the functions J(1,2) as described in Eq.

(A12b). The ABL perturbation ĥ5 ĥ(0) 1FAĥ
(1) can

now be used in Eq. (A13) to give velocity perturbations

aligned to the unperturbed flow given in Eq. (A14).

Adding the original flow and rotating the components

gives the dimensional values for the wind velocity

components perpendicular ~UA and parallel ~VA to the ice

edge (see Fig. 4) as

~UA5UA sinf and (8a)

~VA5UA cosf1UA

DCFLRA

hA tanf

"
J(0)

0
(n̂)1FA

J(1)
0
(n̂)

cosf

#
,

(8b)

with the functions J(0;1)
0
as defined in the appendix.

Note that the velocity perturbation perpendicular to the

sea ice edge ~u52û sinf1 ŷ cosf is always zero as

û cosf[ ŷ sinf5 dDCF /FA cos2f(⋯), leaving the com-

ponent of the total wind velocity perpendicular to the

sea ice edge unchanged by the jet formation.

The jet formed is approximately 200 km wide, with

smaller perturbations covering 600km. The jet is more

intense for the ocean side of the roughness change seen in

the dashed second-order correction plotted in Fig. 4. This

is reversed for 908 , f, 1808 due to the antisymmetrical

first-order correction [J(1)
0
(n̂)] in Eq. (8b), which also

depends upon the sign of the Coriolis acceleration re-

sulting in a reversed angular dependence for the

Southern Hemisphere. The wind speed increases about

the sea ice edge, causing a change in wind direction f0.

The change in wind direction turns the wind more

parallel to the ice edge for all values of f and in both

hemispheres. For faster wind speeds, the Froude

number increases, creating a larger antisymmetry in the

jet and faster peak wind speeds (as seen in the results

discussed in section 5a).

The parallel component of the wind velocity increases

rapidly as the upstream flow becomes parallel to the ice

edge (f / 0 or f / 180) that can be seen in the at-

mospheric velocity enhancement shown below in Fig.

8a. This increase is due to the inverse tan f relationship

in Eq. (8b) and is not realistic as a flow parallel to the ice

edge requires a different mathematical analysis, as de-

scribed by Hunt et al. (2004). Parallel flows are contin-

ually accelerated as they flow along the edge. The

maximum perturbation to the flow depends on the

length of the ice edge. For parallel flows, Hunt et al.

(2004) give the relationship between the maximum di-

mensional parallel perturbation and edge length as

y5UA

DCFl

2hM
, (9)

where l is the dimensional length of the ice edge. A length

of l5 250km is used in these calculations to represent the

persistence of winds that form parallel to the ice edge.

This is in accordance with the winds and ice edge state

observed during on-ice winds (Massom et al. 2006, 2008;

King et al. 2010). Another limiting factor is the straight-

ness of the ice edge. The edge of the ice pack is unlikely to

form a straight edge and is more likely to meander and

appear rough. A purely parallel flow is unlikely to persist

for longer than a Rossby radius. An angle limit of 58 will
be used in these calculations, limiting the size of the per-

turbation for angles of 08 # f # 58 and 1758 # f # 1808.
The characteristic scales associated with the OML

(LRO,FO) are calculated from the density inversion and

mixed layer thickness. These two values can be taken

from observations of ocean salinity. We use a linearized

equation of state for seawater:

r5 r0(12aT1bS) (10)

(e.g., Thorpe 2005), where r0 is a reference ocean den-

sity, T is the temperature, and S is the salinity. The terms

a and b are constants based on the expansion of water

and are specified at reference values for S andT and vary

with depth. For the mixed layer at the sea ice edge, we

use Eq. (10) to calculate dDrO from changes in salinity DS
and temperature DT, giving dDrO 52aDT1bDS. The
parameters a and b are taken as 523 1026 degK21 and

0.82 psu21, respectively, for seawater near its freezing

temperature of 21.88C. For the OML in polar regions,

the change in salinity contributes most to the change in

ocean density, although the characteristics of the OML

vary with location and season, which could be consid-

ered in a larger study.

Measurements of mixed layer depth vary by some

degree. For the sea ice pack over 100 km away from the

open ocean, the mixed layer is typically 20–30m deep

and rarely exceeds 50m (Toole et al. 2010; McPhee et al.

2005). By contrast, in theMIZ themixed layer depth can

vary from 25m (Fer and Sundfjord 2007; Williams et al.

2008; Quadfasel et al. 1987) to as high as 150m (Markus

1999; Padman and Dillon 1991). This variability in the

mixed layer depth makes the selection of a value for hM
challenging. There is often a seasonal variation in the

depth (Markus 1999), which could be included in cou-

pled models with a time series over several years.

There is a good correlation between the depth of the

mixed layer and the change in salinity. For a shallow
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mixed layer, the salinity change was between 1.5 and

3 psu (Quadfasel et al. 1987; Toole et al. 2010; McPhee

et al. 2005), whereas for a deeper mixed layer, it was

lower at 1 psu (Padman and Dillon 1991). Average

values of hM5 40m and S5 2.5 psu are taken. This gives

a density change of rO
dDrO ’ 2 kgm22 that correlates

well with values given byMcPhee et al. (1987) and Toole

et al. (2010). These values give
ffiffiffiffiffiffiffiffiffiffiffiffi
DghM

p
’ 0:9m s21,

which results in a Rossby radius of ’6 km. The value offfiffiffiffiffiffiffiffiffiffiffiffi
DghM

p
is high enough for low Froude number condi-

tions for U0 , 0.9m s21. This is true for all but the most

extreme ocean currents.

There has been little study into the surface roughness

of the underside of the MIZ. Shaw et al. (2008) con-

ducted a study of roughness length measurements under

the central Arctic pack ice: the typical roughness lengths

were of 0.005m, zIb, 0.03mm.A value of zIb5 0.02m

and a shear layer depth of lS 5 4.5m give a value of

DCF ’ 0.0055. This is equal to the value of CO [see

Eq. (4)] used by Feltham (2005). Shaw et al. (2008)

also recorded roughness lengths of up to zIb5 0.15m for

rougher sea ice due to the presence of pressure ridges.

As the broken floes of theMIZ suggest a rougher surface

than that of the sea ice pack, a value of zIb 5 0.1m shall

be used, giving DCF ’ 0.011.

The dimensional perturbations can now be calculated

from Eq. (A14), giving the dimensional ocean current

velocity components perpendicular ~UO, and parallel
~VO, to the sea ice edge as

~UO 5UO sinf and (11a)

~VO 5UO cosf

1UO

DCFLROu
2
diff

hM tanf

"
J(0)

0
(n̂)1FO

J(1)
0
(n̂)

cosf

#
. (11b)

They are of a similar form to the atmospheric jet solu-

tion in Eq. (8) with one major difference in the addition

of the u2diff term. The ocean jet is approximately 20 km

wide. Knowledge of the sign and size of u2diff is essential

to modeling the ocean jets. If the ice is moving at the

same velocity as the ocean, the ocean will experience no

relative velocity to the change in surface roughness and

no jet will form. The jet formation is best modeled by

coupling the ocean jet formation to a dynamic sea ice

model.

3. Analytical sea ice model

To model the response of sea ice drift to the atmo-

spheric and oceanic jet formation presented in section 2a,

a simplified model of sea ice drift is derived. The model

uses the momentum balance of Gray and Morland

(1994) along with the sea ice rheology of Hibler (1979)

and is simplified to give one-dimensional solutions.

The model equations used are similar to the ice edge

model of Lepparanta and Hibler (1985), where a two-

dimensional numerical grid was used to seek solutions.

Our model finds analytical solutions to the equations

using a methodology similar to Feltham (2005), al-

though granular dynamics have not been considered in

this study.

Coordinate and velocity notation for this section

is given in Fig. 5, with notation from section 2 no lon-

ger used. To model the movement of sea ice dur-

ing the formation of oceanic and atmospheric jets,

the momentum balance of Gray and Morland (1994)

is used, giving solutions for a dynamically chang-

ing ice drift velocity and ice concentration. This mo-

mentum balance considers the sea ice ocean mixture

layer containing the ice floes and the ocean between

them down to the depth of the floes. The interactions

between the ice floes and the ocean between them

are described as a continuum, over a length scale

greater than individual floe dimensions. The momen-

tum balance for the mixture layer is constructed

by considering momentum balances for both the

ice and ocean and integrating vertically over the

layer. The rate of change of momentum of the layer is

given by

FIG. 5. Coordinate and ice drift velocity notation for the analytical

model. This notation is true for the results in section 5.
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m

�
›u

›t
1 u � $u

�
52mfck3 u1A~ta1A~to

1 S1$ � s , (12)

where m is the mass of sea ice, u is the velocity of the

mixture layer, fc is the Coriolis parameter, A is the ice

concentration (A5 0 is for open ocean, andA5 1 is for

a complete ice cover), ~ta and ~to are the applied atmo-

spheric and oceanic stresses, S is the ocean surface tilt

force (neglected for this study), and s is the ice stress

tensor. The applied stresses are calculated from Eqs. (5)

and (4), and their role in the balance depends upon the

ice concentration, applying the external stresses to only

the ice in the layer.

For a continuum sea ice model at a length scale

greater than individual sea ice floes, the dynamics of the

sea ice can be assumed to be isotropic at the sea ice edge

[but see Feltham (2008) for a fuller discussion of the

issues]. Here we assume that the rheology of the sea ice

may be described using the viscous plastic (VP) rheol-

ogy of Hibler (1979). For typical stress levels in the VP

rheology, the ice deforms as a plastic. In plastic de-

formation, energy is lost in deforming the ice. This lost

energy creates features such as ridges or leads (cracks

that can extend for many kilometers). For low stresses

the sea ice is taken as a viscous fluid. The transition from

viscous to plastic deformation happens at the yield

stress. This yield stress is expressed as a curve in prin-

ciple stress space.

The ice stress tensor sij is related to the strain rate of

the sea ice, defined by

_«ij 5
1

2

 
›ui
›xj

1
›uj

›xi

!
, (13)

where (i, j) 5 (x, y) are directional indices. The stress

invariants of negative pressure sI and maximum shear

rate sII are related to the principle stresses s1, s2 by

sI 5 0:5(s11s2) and sII 5 0:5(2s11s2) .

The VP stress tensor is calculated from

sij 5 2h _«ij 1 (z2h) _«kkdij 2 0:5pdij , (14)

where h and z are the shear and bulk viscosities, and p is

the ice pressure. The shear andbulk viscosities are given by

h5
z

e2
, (15a)

z5
p

2D
, and (15b)

D5 [( _«211 1 _«222)(11 e22)1 4e22 _«212

1 2 _«11 _«22(12 e22)]1/2 , (15c)

where e defines the yield curve’s aspect ratio. Hibler

(1979) gives

p5 p*hg(A) with g(A)5 e2c(12A) , (16)

where p* is a constant, and h is the ice thickness. The

function g(A) is used to represent the amount of floe

contact in the ice pack (Gray and Morland 1994) with

g(A5 0)5 0 and g(A5 1) 5 1. This parameterization

of the ice strength gives a linear relationship between

the strength and thickness for high concentrations. As

the concentration decreases the ice strength falls sig-

nificantly. A numerically efficient version of the VP

rheology has been implemented in the CICE model

(Hunke and Dukowicz 1997).

a. Model equations

Themomentumbalance of Eq. (12) is solved in order to

model the changing sea ice drift velocity (u, y) and con-

centration A during on-ice winds and currents that give

a stable sea ice edge. The coordinate system is alignedwith

the ice edge, with x normal and y parallel to the edge. We

consider an infinite, laterally invariant ice edge in a steady

state so that ›/›t 5 0 and ›/›y5 0. The MIZ is viewed as

a region of constant ice thickness with h 5 1m. These

simplifications are similar to those used byLepparanta and

Hibler (1985) in their study of MIZ dynamics. As the sea

ice edge is compacted to form a steady state, the ice drift

normal to the sea ice edge u is taken as small and positive

for x increasing into the pack. This value is taken to be

constant throughout the solution (›u/›x 5 0), and the

constraint is enough to ensure that the solution for the sea

ice concentration increases to near 90% a short distance

(x, LR,X, 1) from the sea ice edge. The components of

Eq. (12) under these simplifications become

05 rhy1A(ta11 to1)1s11x, and

uyx 52rhu1A(ta21 to2)1s12x , (17)

withm5 rh, where r is the density of sea ice. The values

of s11 and s12 can be calculated from Eq. (14). The only

nonzero components of the strain rate tensor in Eq. (13)

are _«12 5 _«21 5 yx/2 (15), so that the desired components

of the stress tensor are

s11 52
p

2
, and (18a)

s125
p

2

e22yx

(2e22y2x)
1/2

5
p

2
ffiffiffi
2

p
e
sgn(yx) . (18b)
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The ice pressure p is given as a function of ice concen-

tration as in Eq. (16).

The model is applied to a region of ice that is under

the influence of jet formation, with a length scale of

LRA for the atmospheric jet andLRO for the oceanic jet.

The model is nondimensionalized over these length

scales. For experiments with both jets, the atmospheric

Rossby radius will be used as it is an order greater than

the oceanic. The applied stresses are also scaled. We

substitute Eq. (18) into Eq. (17) and nondimension-

alize in velocity u/UI û, where UI is the typical ice

speed, position (x, y) / LR(X, Y), derivatives ›/›x /
(1/LR)(›/›X), and applied stress ~ta/T at̂

a, ~to/T ot̂
o

(T terms are typical stress values defined below)

to yield

05 fcLRUI ŷ1
LR

rh
(T at̂

a
11 T ot̂

o
1)A2

p*

2r

›g

›A

›A

›X
, and

(19a)

U2
I û

›ŷ

›X
52fcLRUIû1

LR

rh
(T at̂

a
2 1T ot̂

o
2)A

1
p*

2
ffiffiffi
2

p
er

sgn(ŷX)
›g

›A

›A

›X
. (19b)

These two equations can be combined to give a system

of two ordinary differential equations to solve for ŷ and

A with

gAAX 2a1(X , ŷ)A2a2ŷ5 0 and (20a)

ŷX 2b1sgn(ŷX)ŷ2b2[X, ŷ, sgn(ŷX)]A1b35 0, (20b)

where

a1(X, ŷ)5 2
LR

p*h
T1(X, û, ŷ), a25 2

rfcLRUI

p*
,

b1 5
fcLR

UIû
ffiffiffi
2

p
e
, b3 5

fcLR

UI

and

b2[X, ŷ, sgn(ŷX)]

5 2
LR

rhU2
I û

"
T1(X , û, ŷ)1

sgn(ŷX)ffiffiffi
2

p
e

T2(X, û, ŷ)

#
.

The functions T1(X , û, ŷ)5 T at̂
a
1(X)1 T ot̂

o
1(X, û, ŷ)

and T2(X, û, ŷ)5 T at̂
a
2(X)1 T ot̂

o
2(X, û, ŷ) are de-

rived from the applied stresses with the scaling terms

T a 5U2
AraCa and T o 5U2

OroCo. The components of

the applied stress terms are calculated from Eqs. (4)

and (5).

b. Boundary conditions

Boundary conditions are needed to find a solution for

the ice pack. These conditions are derived from the

momentum balance of free-drifting sea ice with

m

�
›u

›t
1u � $u

�
52mfck3 u1 ~ta1 ~to , (21)

along with an imposed low ice concentration ofA5 0.1.

This nonzero value of A is chosen to represent the sea

ice edge. A value of A 5 0, which would represent the

open ocean, results in the solution A 5 0 for the whole

domain. The same simplifications used for the ice pack

are applied to the free-drift momentum balance. This

models the ice movement at the ice edge where the ice

concentration is low, allowing the normal velocity u to

be unconstrained. In this model, the region is thin and

the solution can be taken as constant throughout, re-

moving all spatial derivatives. The peak values of at-

mosphere and ocean velocity (atX5Xpeak) are used for

the applied stresses. The ice velocities (û, ŷ) can be

calculated from the components of Eq. (21) with all

spatial and time derivatives set to zero. These are a set of

simultaneous equations with

05 fcŷ1
1

rhUI

T1(Xpeak, û, ŷ) and

052fcû1
1

rhUI

T2(Xpeak, û, ŷ) . (22)

To calculate the stress terms (T1, T2), typical ice and

ocean velocities are needed to calculate u2diff . The typical

ocean velocity ~uO 5 (sinf, cosf) is taken as the non-

dimensional far-field ocean velocity; the typical ice ve-

locity ~uI 5 (û, ŷ) is equated to the ice velocity to be

solved for. For the case of an ocean jet, the u2diff relation

is considered. For matching to the ice pack model

[Eq. (12)], the parallel component of the velocity ŷ is

consistent though the normal component û is too high to

match to the low normal velocity used. A discontinuity

in the normal velocity is required. A lower value for û

can be calculated from Eq. (20b) to maintain continuity

in the y direction. Prescribed values of A 5 0.1, ŷ, and

the forcing functions T1, T2 are used as in the free-drift

solution. The derivative ŷX is set to zero, to maintain

continuity, and the derivative AX is set to be high, an-

ticipating a sharp increase in ice concentration. The term

û is calculated from

052fcLRUIû1
LR

rh
AT2(Xpeak, û, ŷ)A

1
p*

2
ffiffiffi
2

p
er

sgn(ŷX)gAAX , (23)
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with T1 calculated as for the free drift in Eq. (22), that

is, u2diff is a function of û. For the pack solution, ŷ is

expected to be at its highest at the sea ice pack–ocean

interface. This gives ŷX , 0 with sgn(ŷX)521 for

all X.

The coefficient of the highest-order derivative (AX) in

Eq. (20a) is a nonlinear function of A and makes the

system of equations difficult to solve using simple ana-

lytical methods. Approximating g(A) by a piecewise

continuous set of lines over a set of domains Di causes

the derivative ›g/›A in Eq. (20a) to be constant in each

domain (100 domains were chosen to keep the g(A)

approximation error less than 1% of the original mag-

nitude). The system can now be solved in each domain,

matching the boundary conditions of each domain to its

neighbors to create a complete solution. This method is

fully described in Heorton (2013).

The solution is started at X 5 0. Boundary condi-

tions are taken for A and ŷ, and Eqs. (20) are solved

over D1 until A 5 A1. Values for A, ŷ, and X at this

point are used as boundary conditions to solve over D2.

This process is repeated to give a complete solution for

the ice edge. Results from this model are presented in

section 5.

4. CICE model configuration

In the analytical model described previously, only

the component of the ice velocity parallel to the ice

edge is able to vary. The normal component is held

constant, restricting the direction in which the ice can

deform. The sea ice edge is assumed to be laterally

invariant and in steady state, removing all variations

along the ice edge. To model an unconstrained sea ice

edge with a varying sea ice state CICE is used. This

model is widely used in global climate models (GCMs)

including the Hadley Centre Global Environmental

Model (HadGEM; U.K. Met Office Hadley Centre)

and U.S. National Center for Atmospheric Research

(NCAR) models. It is designed to work on a grid

covering the entire globe. The model calculates the

state of the sea ice from atmospheric and oceanic forc-

ing, considering the thermodynamics and momentum

of the sea ice (see Hunke and Lipscomb 2010). The dy-

namics of sea ice drift are modeled similarly to Hibler

(1979), using a numerical implementation of the viscous

plastic rheology.

To focus the model upon the sea ice edge, idealized

land-free domains with a cyclic east–west boundary

were created. These domains give a long straight ice

edge at 708N in the open ocean. The response of the

CICE model changes for different model resolutions, as

discussed in section 4b. The CICE model was initially

run for a period of 2–10 days of model time with a still

ocean and atmosphere to calculate the initial conditions

with a stable sea ice edge and sharply increasing sea ice

concentration. Model runs were then performed with an

idealized forcing dataset with uniform on-ice winds or

ocean currents, both with and without atmospheric and

oceanic jets. Model runs were over 6 h in model time,

with a steady state reached within 2 h and remaining

constant over the rest of the run.

a. Adding jets to the forcing data

To develop the forcing data to include atmospheric

and oceanic jets, individual data points have to be per-

turbed. The atmosphere and ocean velocity fields are

stored in two arrays, the x and y components. To add jets

to these fields, two values need to be known for each

point in the array: the distance from the point to the ice

edge and the angle of the ice edge, which represent f

and n̂ in Eqs. (8b) and (11b). These values can be cal-

culated by analyzing the ice concentration, which is

calculated by the model, and taking values from the grid

file.

To find the ice edge, two fields are created. These are

areas of ice coverA. 60% and areas of open oceanA,
15%. Grid cells at the sea ice edge are defined as points

of ice cover that are within a certain distance of points of

open ocean [the edge search distance (ESD) in Table 2].

TABLE 2. Dimensions and lengths of the domains used in the CICE model experiments. The width is in the east–west direction and

height the north–south direction. ESD is used to find the sea ice edge in each domain. The sea ice edge in each domain lies approximately

on the line of 708N.

Domain Resolution Width (km) Height (km) ESD (km) Grid points

Atmosphere 50 km 1000 1500 75 20 3 30

10 km 400 800 20 40 3 80

5 km 200 800 20 40 3 160

2 km 200 800 5 100 3 400

1 km 200 800 3 200 3 800

Ocean 1 km 200 400 3 200 3 400

500m 100 200 2 200 3 400

250m 50 150 1 200 3 600
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This distance varies depending upon the grid resolution

and how quickly the ice concentration increases. In the

domains used for this study, the ice concentration in-

creases from 0% to near 100% within a few grid cells

from the sea ice edge and is not expected to change

significantly during the 6 h model time scale used. The

edge search distances selected represent the dimen-

sional width of these grid cells.

From the ice edge points the ice edge angle can be

calculated. A box of width 2LR(A,O) (for an atmo-

spheric or oceanic Rossby radius, respectively) is drawn

around each point. Starting at the edge of each box,

a search is performed for other edge points. When an-

other point is found, the geodesic angle between this

point and the original point is calculated. During this

calculation a check is performed to keep the ice upon

the right-hand side (to keep all the ice edge angles

consistent). This calculation is repeated several times

(we found five calculations were sufficient to give

a consistent angle across the ice edge in the grids shown

in Table 2) and averaged. If no other ice edge points are

found within the box, the original edge point is dis-

counted. This process calculates the direction of the ice

edge over a Rossby radius. Wobbles and deviations

of a length scale shorter than this are ignored. Also ice

edge points that are not part of a continuous edge are

discounted.

The thin band of ice edge grid cells is now defined

along with the ice edge direction. As the jets cover

a distance ’ 3LR(A,O) away from the ice edge, a thicker

band of cells is needed. Setting the distance from the ice

edge in the thin band of edge cells as d 5 0, the band of

cells can be thickened by considering each cell and

adding all unselected neighboring cells. The distance

from the ice edge is increased by considering the grid cell

size at this point. The ice edge angle is also passed on to

the new points. This process is iterated until a band of

width ’ 6LR(A,O) is created. This distance contains all

significant perturbations to the wind or ocean current in

both directions from the ice edge.

The jets can now be added to the wind and ocean

velocity components of the forcing data. The values

needed in Eqs. (8b) and (11b) are U(A,O) taken from

the original velocity arrays, n̂ calculated by scaling

d over a Rossby radius, and f the difference between

the ice edge angle and bearing angle of the wind or

ocean current (see Fig. 4). This bearing angle can be

calculated from the components of the forcing data

and the geodesic angle of the grid. For the oceanic jets,

the u2diff term needs to be considered. The coupled

method of calculating this term used in section 3b

cannot be used. As the relationship between the ocean

current and ice drift velocity and jet formation in the

CICE model is unknown, a parameterization is used

to prescribe the expected ocean jet strength. Ex-

periments using the analytical model were used to

create a parameterization of u2diff from f with

u2diff(f)5K sin2f, where K 5 1.1 is a constant. The UO

dependency is not conclusive from the analytical model

and so is not considered in calculating u2diff for the CICE

experiments.

b. Model response at different resolutions

The response of the sea ice to the jets is not the same

for all the domains used (Table 2). The same jet exper-

iment was repeated on each domain in order to find at

which resolution the response of the sea ice converges to

the same solution. For the atmosphere, a wind of 5m s21

at an angle of f5 1358 to the ice edge was used. For the

ocean a current of 0.2m s21 at an angle off5 1508 to the
ice edge was used. The process described in section 4a

was used to add the jet to the forcing. The coarsest

resolution used was 50 km to represent the resolution

commonly used by the sea ice component in global cli-

mate models. Higher-resolution domains at 10, 5, 2, and

1 km were also used. The ocean jet was tested at 1-km,

500-m, and 250-m resolution. For detailed plots of the

CICE runs at different resolutions, see Heorton (2013,

section 6.1.3).

The results for the atmospheric jet approach conver-

gence for the 2- and 1-km resolutions as shown in Fig. 6.

FIG. 6. Parallel velocity enhancement of sea ice drift due to at-

mospheric jet formation with wind of 5m s21 at an angle of f 5
1358 to the sea ice edge in the CICE model at different model

resolutions. The enhancement of the atmospheric jet (dark blue)

and CICE model sea ice drift jet at 1-km resolution (red line) are

identical to those presented in Fig. 7b, (dotted–dashed and solid

lines, respectively). The model response to jet formation was

consistent for resolution of at most 2 km.
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The ice response at these resolutions correlates well with

the results from the analytical model. The parallel

component of the sea ice velocity from the jet and no jet

runs using the 1- and 2-km resolutions, although not

identical, has a similar profile that is not matched by the

lower-resolution runs. From this, it is concluded that to

accurately test the effects of the atmospheric jet upon

the sea ice edge, a grid size of at most 2 kmmust be used.

In section 5, the 1-km resolution is used.

There is no clear transition to convergence for the

ocean jet. Ice jets form in all domains and have a similar

size and shape with similar ice drift speeds in both the jet

and no jet runs. As the resolution increases, the ice drift

jet approaches the shape of the ocean jet, though it does

not have the same correlation as seen with the atmo-

spheric jet on the 1-km grid. When at the high resolu-

tions used for the ocean jet, the ice thickness can alter

greatly over the width of the jet, whereas it is near

constant over the width of the atmospheric jet. A grid

resolution of 500m has been selected to give a well-

defined jet, while keeping a short model run time.

5. Results

Experiments with the analytical and CICE models

were performed in pairs, one with uniform forcing and

one with a jet perturbed into the forcing depending upon

the arrangement of wind, ocean current, and the sea ice

edge. For experiments with the atmospheric jet, the

ocean was kept still and the atmospheric jet was calcu-

lated using Eq. (8). The experiments were repeated to

vary the unperturbed surface wind direction f and speed

UA, while keeping low Froude number conditionsFA, 1.

For the ocean jet experiments, the atmosphere was kept

still. The analytical model was used first as it couples the

ocean jet intensity with the sea ice drift solution (the u2diff
relation in section 4a). The results from the analytical

model enabled a parameterization to add the ocean jets

to the CICE model. Finally, experiments for specific

arrangements of oceanic and atmospheric jets were

performed, first with the analytical model to calculate

the correct ocean jet strength. The results from the

CICE model are averaged across the ice edge for com-

parison to the laterally invariant analytical model. There

is little variation along the ice edge in the CICE model,

and the standard deviations to the plotted results are

small at ,5% of the mean.

a. Atmospheric jets

Demonstration experiments for a far-field wind speed

of UA 5 5m s21 at an angle of f 5 1358 and f 5 458
to the sea ice edge are shown in Fig. 7. These angles

are chosen to show both the positive and negative

contribution of the second-order correction to the jet

shape as shown by the dashed lines in Fig. 4. The addi-

tion of the jet to the wind over the MIZ increases the

wind velocity in a direction parallel to the sea ice edge.

The increase is experienced by the sea ice through the

applied atmospheric stress. For the demonstration ex-

periments, the momentum of the sea ice [Eq. (12)] is

dominated by the atmospheric and oceanic stresses that

oppose each other due to the still ocean [for a detailed

description see Heorton (2013)]. The ice drift parallel to

the sea ice edge increases from near constant through

the MIZ (gray lines in Figs. 7a,b) to a faster drift in the

direction of the jet formation. The increase is at its

greatest at the sea ice edge and decays away to the no jet

velocity over 300 km. The increase in velocity com-

ponent parallel to the sea ice edge is an enhancement

yjet/yno-jet (where an enhancement of 1 is for no change),

which is used to compare the ice drift jet and atmo-

spheric jet strength.

The ice drift jet calculated analytically is shown with

a dashed line, the ice drift jet calculated numerically

(section 4) is shown with a solid line, and the atmo-

spheric jet enhancement is shown with a dotted–dashed

line in Fig. 7. The jets are approximately equal in size

and strength (Figs. 7b,d) with the ice drift jet from the

analytical model having a greater correlation to the at-

mospheric jet enhancement. For the analytical model,

the atmospheric jet was aligned with the ice edge, with

the step change between the positive and negative

second-order correction not interacting with the sea ice.

In the CICE model, the center of the atmospheric jet

cannot be exactly aligned with the ice edge due to the

sea ice edge occurring over 10 km of increasing ice

concentration. This results in the step change in wind

speed occurring over the outer 10–20 km of the sea ice.

This results in a step change in ice drift speed and the

formation of a ‘‘thin atmospheric ice drift jet’’ over the

outer 5–10 km of the MIZ (see solid lines in Figs. 7c,d).

For the jet at f 5 458 to the sea ice edge, there is a sig-

nificant difference between the CICE and analytical

models. This is due to the Coriolis acceleration in the

CICE model causing a greater on-ice drift and thus

lower parallel drift. The analytical model is unable to

give such a relationship as the normal component of ice

motion is calculated in the boundary conditions and then

held constant. The ice concentration in both models was

not imposed and was able to develop in accordance with

the model equations. However, the boundary and initial

conditions imposed on the models resulted in an in-

crease from 0% to 90% ice concentration over approx-

imately 20 km for all experiments. It then slowly

increases to approach 100% over 100–200 km from the

sea ice edge. The ice concentration and thickness
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distribution in the CICE model runs remain similar to

the initial conditions described in section 4. We found

that changing ice concentration had a limited role in

the relationship between the atmospheric, oceanic, and

sea ice drift jets and further discussion is not included in

this paper. A detailed description can be found in

Heorton (2013, sections 5.2.4 and 6.2). The non-

dimensional atmospheric and oceanic drag coefficients

in the CICE and analytical model were not of the same

magnitude, with the analytical model having values

approximately twice those of the CICE model to rep-

resent the MIZ (1.2 3 1023 vs 3 3 1023 for the atmo-

spheric drag and 0.0055 vs 0.011 for the oceanic drag).

As both the atmospheric and oceanic drags were in-

creased (due to the increased form drag from floe

edges) by a similar magnitude, the ice drift velocity was

little altered. A sensitivity study was performed using

the analytical model with little variation in ice drift

velocity over a range of drag coefficients.

The increased lateral ice drift caused by the formation

of the atmospheric jet increases the ice transport parallel

to the ice edge. This can be measured by integrating the

dimensional ice velocity parallel to the ice edge over

the region of the jet, that is, for 0 km # x # 3LRA km.

The velocity is multiplied by the ice concentration to

give the sea ice fraction of the mixture layer. The

transport is given as the horizontal area of sea ice per

unit time Atransport with

Atransport5

ð3L
RA

0
Ayh dxð3L

RA

0
h dx

, (24)

where h is the ice thickness, and y is the component of

the ice drift velocity parallel to the sea ice edge as il-

lustrated in Fig. 5. The case of no jet has a parallel drift

of 1.4 3 1022 km2 s21 for the outer 3LRA of the sea ice

FIG. 7. Ice jet formation due to an atmospheric jet in the Northern Hemisphere with a far-field wind speed ofUA5
5m s21. Solid lines for the CICEmodel results, dashed for analytical model. (a),(b) For the positive second-order jet

over the MIZ (f5 1358) and (c),(d) the negative (f5 458). (a) and (c) show the component of the ice drift velocity

parallel to the ice edge during jet (black) and no jet (gray) experiments. (b) and (d) show parallel velocity en-

hancement where the dotted–dashed lines are the atmospheric jet enhancement.
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edge for all demonstration calculations except for the

f 5 458 experiment in the CICE model that has

a transport of 7.8 3 1023 km2 s21. The atmospheric jet

formation increases this drift by 5.6 3 1023 km2 s21

for the f 5 1358 experiments (a 40% increase) and

1.3 3 1023 km2 s21 for the f5 458 experiments (a 17%

increase).

To view the variations in jet strength due to varying

f and UA, the parallel velocity enhancement at 20 km

(so to avoid the thin atmospheric ice drift jet) from the

sea ice edge is plotted in Fig. 8. For varying f, the ice

drift jet enhancement closely follows the atmospheric

jet for both the CICE and analytical models. The only

areas of discontinuity are at near-parallel angles where

the jet strength plateaus [due to the relation in Eq. (9)]

with a lower enhancement for the ice drift jet in the

CICE model and near f 5 1008 where there is in-

creased ice drift jet strength in the analytical model.

There is less correlation between the atmospheric and

ice drift jets in their UA dependence. The different

signs of second-order correction at f 5 1358 and f 5
458 diverge for increasing wind speed and thus the

Froude number (dotted–dashed lines in Fig. 8). The ice

drift jet in the analytical model matches the atmo-

spheric jet for speeds of UA . 2m s21 and in the CICE

model forUA . 5m s21 in the case of f5 458. The case
of f 5 1358 has an increasing jet strength but less cor-

relation to the atmospheric jet. Below these speeds, the

applied stresses no longer dominate the sea ice mo-

mentum balance and are comparable to the Coriolis

acceleration and internal ice stresses, which is the cause

of the discontinuity at near f 5 1008 in the analytical

model. The threshold is lower in the analytical model

due to the increased applied stress used to represent

the MIZ and the restrictions applied to the ice drift

velocity normal to the ice edge.

b. Ocean jets

Demonstration experiments for a far-field ocean

current speed of UO 5 0.2m s21 at an angle of f 5 1508
andf5 308 to the sea ice edge are shown in Fig. 9. These
angles are chosen as they give near-maximal jet en-

hancement. The addition of the jet to the ocean current

causes an increase in velocity parallel to the ice edge

FIG. 8. Atmospheric and ice drift jet strength for varying far-field wind (a) direction and

(b) speed. The parallel velocity enhancement is taken at a point 20 km from the sea ice edge.

The far-field wind speed in (a) is constant atUA5 5m s21; the wind directions in (b) atf5 1358
(black lines) and at f5 458 (gray lines). There is a strong correlation between the atmospheric

and sea ice drift jets for changing f in (a), though less correlation for changing UA in (b).
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extending over 10–20 km (see dotted–dashed lines in

Figs. 9a,c) in the direction of the jet formation. The

CICE model predicts a parallel ice drift that is near

equal to the ocean current for both the jet and no jet

cases, whereas the analytical model has a difference of

approximately 0.05m s21. The ice drift jets in the ana-

lytical model (dashed lines) have an enhancement that is

closely correlated with the ocean jet (Figs. 9b,d), though

the ice drift in the CICE model (dotted–dashed lines)

has less correlation primarily due to the variable ice

thickness over the outer 10 km.

The ocean jet formation also increases the ice trans-

port parallel to the ice edge. The transport can be cal-

culated as with the atmospheric jet case using Eq. (24)

and integrating over the distance 0 km # x # 3LRO km.

As the ocean jet covers a smaller distance into the sea ice

pack, the ice transport associated with it is less. For no

jet in both cases the ice transport is 0.19 3 1023 km2 s21

with an increase of 3.6 3 1024 km2 s21 for the f 5 1508
experiments (a 19% increase) and 1.7 3 1024 km2 s21

for the f 5 308 experiments (a 9% increase).

The relationship between the ocean and ice drift jet

strength and the angle of incidence f is shown in Fig. 10.

Despite the results from the analytical model being used

to parameterize the jet strength applied in the CICE

model, there is a difference between the ocean en-

hancements between the two models. This is due to the

u2diff relation being dependent upon the velocity differ-

ence both normal and parallel to the sea ice edge. The

normal component is held small and constant in the

analytical model due to the assumption that the internal

stresses are able to restrict the movement in this di-

rection. The results from the CICEmodel contradict the

assumption of the analytical model. The dimensional ice

drift and ocean current speed (for both the jet and no jet

runs) are similar for all angles in the CICE model (solid

FIG. 9. Ice jet formation due to an oceanic jet in the Northern Hemisphere with a far-field current speed of UO 5
0.2m s21. (a),(b) The positive second-order jet under the MIZ (f5 1508) and (c),(d) the negative (f5 308). (a) and
(c) show the component of the ice drift or ocean velocity parallel to the ice edge during jet (black) and no jet (gray)

experiments. (b) and (d) show parallel velocity enhancement. Solid lines for the CICE model results, dashed for

analytical model, and dotted–dashed for the ocean speeds or enhancement.
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and dotted–dashed lines in Fig. 10b), whereas the ana-

lytical model has a greater difference for angles near

normal to the ice edge. The analytical model gives in-

creased u2diff and jet strength for near-normal angles,

resulting in the bell curves in Fig. 10a. The CICEmodel,

however, has small u2diff over all angles, which should

give little or no ocean jet formation for all cases where

the ice drift is forced by only ocean currents and internal

ice stresses.

c. Combined jets

It is possible that atmospheric and oceanic jet formation

can occur simultaneously. This has been considered with

the modeling of two arrangements of winds and ocean

currents, the first with them aligned in the far field and

with fa 5 fo 5 458 (as shown in Fig. 11a) and the second

with a separation of 908 with fa5 1358 and fo5 458. The
sea ice response to the jets was first modeled using the

analyticalmodel in order to calculateu2diff and the strength

and direction of the ocean jet. This information was then

used to prescribe the jets into the CICE model.

For the arrangement of aligned wind and ocean cur-

rent, the ice drift is faster than the ocean current in the

direction parallel to the ice edge. This is required to give

the oceanic stress opposing the atmospheric stress. As

the ice is moving faster than the ocean, the ocean jet

perturbation is negative to the direction of the ocean

current, giving a slowing of ocean current at the ice edge

(see dotted–dashed lines in Fig. 11a decreasing at 10 km

from the sea ice edge). The negative ocean jet results in

a negative sea ice drift jet in the analytical model

(dashed line), but not in the CICE model (solid line)

shown in Fig. 11a. The ice drift over the whole domain in

the CICE model is faster and more on ice than the an-

alytical model, and the resulting value of u2diff is near

zero. This result shows that ocean jet formation due to

the ocean current experiencing a sharp change in surface

roughness is unlikely when ocean currents are aligned

with winds. In this case, as the oceanic stress is slowing

down the sea ice drift jet that has formed due to atmo-

spheric forcing, modification to the ocean current could

be possible.

For the case of opposing winds and currents with fa5
1358 and fo 5 458, the sea ice drift in the direction

parallel to the sea ice edge is near zero for both the jet

and no jet cases (see Fig. 11b), resulting in a value of

FIG. 10. Oceanic and ice drift jet strength for varying far-field wind direction. (a) Parallel

velocity enhancement and (b) the speed taken at a point 2 km from the sea ice edge. Solid lines

are for the sea ice in the CICE model, dashed lines for the sea ice in the analytical model, and

dotted–dashed lines are for the ocean. Gray lines in (a) are for the analytical model, and the

gray lines in (b) are for the no jet experiments. The far-field ocean speed is constant at UO 5
0.2m s21.
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u2diff ’ 1 in both the analytical and CICE models and

a large ocean jet in the direction of the ocean current.

This presents a realistic situation for ocean jet formation

at the sea ice edge. The analytical model in this situation

gives incorrect internal ice stresses. The ice drift shown

in Fig. 11a has a changing sgn(yx) (the gradient of the

dashed line changes sign at 20 km from the sea ice edge)

that is not consistent with assumptions of the model

where sgn(yx) is set as a constant throughout the do-

main. This is a feature intrinsic to the simplicity of the

analytical model and the reason for the difference

between the results from it and the CICE model in

Fig. 11b.

6. Discussion

a. Interpretation and validation of results

The response of the sea ice edge to atmospheric and

oceanic jet formation has been modeled. The atmo-

spheric jet formation is similar to coastal jets and is

driven by the sharp change in surface roughness at the

sea ice edge. There is little evidence to either validate or

disprove the formation of atmospheric jets as the jet

perturbations are over 100 km horizontally compared to

the point atmospheric observations that have beenmade

at the sea ice edge [see section 1, in particular Guest

et al. (1995) and Andreas et al. (1984)]. The ice drift jets

we attribute to the formation of atmospheric jets fit well

with those observed by Johannessen et al. (1983). The

observed jets have a lateral event of 250 km, typical ice

drift speed of 0.1–0.2m s21, and typical wind speed of

10m s21 with both the wind and ice drift perturbed in the

direction parallel to the sea ice edge. The observed

conditions in Fig. 2 can be recreated in the analytical

model with a unperturbed surface wind at an angle of

f5 58 to the sea ice edge and with a speed of 6m s21 for

19 September and 3m s21 for 27 September. The close

correlation between ice drift modeled in both the ana-

lytical and CICE models (see Fig. 8) and the observa-

tions discussed here supports the atmosphere–sea ice

interaction presented in this paper.

The oceanic jet formation is driven by a sharp change

in surface roughness beneath the ice, and the resulting

ice drift speed is similar to the ocean current speed. The

relative difference between the ocean and sea ice drift

velocity u2diff has to be considered in order to calculate

the jet intensity (see section 2b). The results from the

CICE model show that u2diff is very small unless there is

an opposing wind stress that holds the sea ice still (see

Fig. 10). This gives a very low ocean jet strength for most

cases and reduces the likelihood of observable ocean

jets. The assumption of a well-compacted sea ice edge

restricting the movement of the sea ice edge in the an-

alytical model appears to be invalid for strong ocean

currents. Further investigation into edge compaction

events in the Antarctic (Massom et al. 2006, 2008; King

et al. 2010) could give insight into this relationship.

When the sea ice edge is under the influence of both

on-ice winds and ocean currents the possible formation

of jets has to be carefully considered. Atmospheric jets

can be calculated as with a still ocean. As shown in

Fig. 11a, when surface winds and ocean currents are

aligned, the sea drift is expected to be faster than the

ocean current resulting in no ocean jet formation. The

Greenland Sea presents such an arrangement of surface

wind and ocean currents. The atmospheric Greenland

FIG. 11. Sea ice edge response to atmospheric and oceanic jet formation. (a) For aligned wind and ocean current at

f(a,o)5 458, and (b) for a separation of 908. The plots show the parallel velocity component for the ocean and sea ice in

the CICE and analytical models (see legend); gray lines are for the no jet experiments.
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Sea jet is often aligned with the oceanic East Greenland

Current (van Angelen et al. 2011) that interacts with the

sea ice edge in the Greenland Sea and Fram Strait. Point

observations of the relative velocity of winds, ocean

currents, and sea ice drift at the sea ice edge in the

Greenland Sea could be used for validation. The ar-

rangement of opposing winds and ocean currents can

result in ocean jet formation (see Fig. 11b), though the

likelihood of such an arrangement is inconclusive.

b. Areas of likely jet formation

To view possible areas for jet formation, 2 yr of global

data from the U.K. Met Office climate model

HadGEM3 are analyzed [see Hewitt et al. (2011) for the

model description]. Daily ice concentration data are

analyzed by the same method used to apply the jets into

the CICE model (section 4) to find areas where there is

a compact ice edge that is consistent with jet formation.

If the surface wind direction over these areas is on ice

and subcritical (UA , 10.9m s21), then an atmospheric

jet can form. There are no atmospheric jets apparent in

the data that formed due to either the physics repre-

sented within the model or a model parameterization.

For the Arctic, the model data give three main areas

where atmospheric jets can form: in the Fram Strait, the

Greenland Sea, and in the Labrador Sea west of

Greenland (see Fig. 12a). There is an ice edge allowing

for atmospheric jet formation in these areas for 90%–

100% of the data. When considering the winds, these

three areas have subcritical on-ice wind allowing for jet

formation for 40%–50% of the time or approximately

half of the time when there is an ice edge allowing for jet

formation (see Fig. 12b). There is another area of pos-

sible jet formation that only occurs during the summer.

The area of the Arctic Ocean north of the Bering Strait

between the Beaufort and East Siberian Seas has a long

ice edge that allows for atmospheric jet formation. The

interaction between the atmosphere and sea ice edge in

this area, in particular themovement of storms, has been

studied by Long and Perrie (2012).

For the Antarctic there are two main areas where

atmospheric jets can form. One is east of the Antarctic

Peninsula in the Weddell Sea. The other is off of East

Antarctica between Wilkes Land and the Ross Sea.

Both of these areas have an ice edge allowing for jet

formation 80%–100% of the time (Fig. 12c). When

considering the wind strength and direction, an atmo-

spheric jet would be expected to form around 40%–50%

of the time (Fig. 12d).

The Fram Strait Ice Drift (FSID) is given by

Kwok (2004) from synthetic aperture radar (SAR) im-

ages from 1978 to 2002. The average ice drift in

this period is 866 000 km2 yr21, which is equivalent to

’2.8 3 1022 km2 s21. When an atmospheric jet forms

over the sea edge, the ice drift beneath it is expected to

increase. This increase is calculated in section 5 to be

’1.4–5.6 3 1023 km2 s21, with greater values possible

for winds parallel to the ice edge. This increase is over

the outer 250 km of ice pack compared to the 780-km

width of the Fram Strait. The possible ice drift increase

due to the formation of an atmospheric jet is significant

at 5%–20% of the total ice drift through the Fram Strait.

The FSID has been shown to be forced by a wind feature

known as the Greenland Sea jet (van Angelen et al.

2011) along with the oceanic East Greenland Current.

This jet is driven by temperature and surface gradient

differences between the Greenland Ice Sheet and the

Greenland Sea. As the atmospheric jets presented in

this study are driven by changes in surface roughness

[a process not considered by van Angelen et al. (2011)],

they could play an additional role in the ice export

through the Fram Strait. The FSID is of particular im-

portance during the summer, with the low Arctic sea ice

extent of the summers of 2010 and 2011 being partially

attributed to the high summer FSID of these years (Ogi

and Wallace 2012). The environmental characteristics

that allow for atmospheric jet formation (as discussed in

section 1) are more likely to be present over the sea ice

edge during summer months, and ice drift jets have been

observed near the Fram Strait during the summer

(Johannessen et al. 1983). During the winter the south

Greenland Sea experiences barrier winds (van den

Broeke and Gallee 1996) that are southerly winds

flowing toward the Greenland Peninsula due to thermal

effects. These winds interact with the sea ice edge al-

lowing for jet formation.

The formation of atmospheric jets over the sea ice

edge could cause an increase in the formation of deep-

ocean water. Pickart et al. (2003) show that the Green-

land tip jet, which is of a similar size to the atmospheric

jets in this study (of order 100 km wide), makes a sig-

nificant contribution to open-ocean convection and the

formation of ocean deep water. This jet is formed by the

cold air mass over the Greenland ice pack flowing out

over the Atlantic Ocean. The Greenland tip jet has been

modeled by Orr et al. (2005a) and is of similar size and

strength to the atmospheric jets calculated in section 2.

7. Conclusions

The theory of Hunt et al. (2004) models the formation

of atmospheric jets due to a sharp change in surface

roughness. This theory has been applied to the sea ice

edge in this paper for the first time, and a new theory of

ocean jet formation has been developed (section 2). The

ocean jet model required the consideration of jet
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formation due to a fluid’s interaction with a moving

band of increased surface roughness. A review of ob-

servations and modeling of sea ice roughness in the

marginal ice zone has been performed to estimate the

increase in surface roughness. This has allowed for

the prediction of the size and strength of atmospheric

and oceanic jets.

An analytical model of sea ice drift at the sea ice edge

was developed (section 3). Most existing studies of sea

ice with realistic rheology use numerical models, whereas

this model uses several assumptions and novel methods

to achieve analytical solutions. Despite the simplifica-

tions and restrictions we have imposed, the analytical

model is able to produce realistic solutions for the ice drift

during the formation of an atmospheric jet. These results

are similar to those produced by the numerical sea ice

model CICE (Figs. 7, 8), which uses the same rheology

with no restrictions.

The CICE model was used to investigate the sea ice

edge. The model was set up at various resolutions to

investigate the model’s sensitivity to grid resolution (see

section 4), and we found that there was only reliable ice

FIG. 12. Areas of possible atmospheric jet formation in the HadGEM3model (2 yr of daily ice concentration and

wind data). (a),(c) Percentage of the data that could contain an atmospheric jet formed over a sea ice edge. (b),(d)

The percentage of the data in which the wind direction and strength allow for an atmospheric jet over a sea ice edge.

The red areas in (a) and (c) and green in (b) and (d) present conditions for atmospheric jet formation, for example, the

Fram Strait and Greenland Sea in (a) and (b).
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drift jet formation at a resolution of 2 km or higher. This

is the first study of its kind. The method of finding an ice

edge in amap of ice concentration data has been created

for this paper (section 4a). This has allowed for the ad-

dition of atmospheric and oceanic jets into forcing data

for the CICE model experiments and the analysis of ice

concentration data to find possible locations of atmo-

spheric jet formation (Fig. 12).

We have considered the formation of atmospheric jets

at the sea ice edge for on-ice surface winds. The shape of

the jets features a peak wind speed over the sea ice edge

that decays away over several atmospheric Rossby radii

(75 km). Oceanic jet formation has also been considered

over an oceanic Rossby radius (6 km). The strength of

the ocean jet depends upon the difference in speed be-

tween the ocean and sea ice edge. To accurately calcu-

late the ocean jet strength, the jet calculation needs to be

coupled to the analytical ice drift model as described in

section 3b. The results from the analytical model allow

the jets to be added to the CICE model as described in

section 4a. The results from the CICE model, however,

disagree with the analytical model and show that the

compaction of the sea ice edge is not sufficient to

stop the ice drift normal to the ice edge (Fig. 10). This

results in the relative difference between the sea ice and

ocean velocities being small, and ocean jet formation is

unlikely.

The formation of atmospheric and oceanic jets over

the sea ice edge has been shown to result in the forma-

tion of a sea ice drift jet. The sea ice drift jet that forms

under an atmospheric jet has a similar velocity en-

hancement to the atmospheric jet (Fig. 8); for example,

a wind speed increase of 100% results in an ice drift

speed increase of 100%. The sea ice drift jet that results

from an atmospheric jet matches an observed sea ice

drift jet north of Svalbard (Johannessen et al. 1983),

though more detailed observations are needed for vali-

dation. The sea ice drift jet is shown to significantly in-

crease the transport of sea ice along the sea ice edge by

40% over the outer 250 km of the sea ice pack. This

increase in sea ice transport could be a significant factor

in the Fram Strait ice export, an area where atmospheric

jet formation is likely to occur over the sea ice edge

(Fig. 12). The use of the edge finding and jet applying

methods we have developed allow for the consideration

of jet formation in a global sea ice model.
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APPENDIX

Theory of Atmospheric Jet Formation

Hunt et al. (2004) describe and illustrate an atmo-

spheric flow of speedUAwithin the ABL of thickness hA
approaching a change in surface roughness length from

zO to zIt, (O is ocean and It is ice top). The ABL has

density rA, and a step change in the air density of mag-

nitude rA
dDrA exists between theABL and the less dense

inversion layer above it. Here the notation D signifies

a step change, and ^ denotes nondimensional. The

equation DgA 5 gdDrA is the reduced gravitational ac-

celeration at the surface of the ABL.

Mean horizontal wind velocity profiles are given as

[U(z), V(z), W(z) 5 0], and perturbations to the flow

(u0, y0, w0) are calculated. The pressure profile and its

perturbation are given as P(z) and p. Upflow conditions

at x/2‘ are assumed to be steady and uniform in the

horizontal plane. The change in surface roughness per-

turbs the surface shear layer of thickness hs. The per-

turbation propagates to the top of the ABL, causing

a change in thickness h, giving the inversion layer height

as hA1 h. The changing turbulent stresses in the shallow

layer are represented by the body forces F(x, y, t) and

G(x, y, t) in the x and y directions, respectively.

Hunt et al. (2004) model velocity perturbations to the

shallow layer using a linearized momentum balance for

the perturbations to the flow field. Expressions for

pressure (P 1 p), layer thickness perturbation h, and

body forces (F, G) are obtained. The change in ABL

thickness is linked to the flow perturbation from the

continuity equation

Dh52(ux1 yy)hA , (A1)

where (u, y) are the horizontal velocity perturbations

(u0, y0) averaged over the ABL. Horizontal pressure

gradients are given as px 5 DgAhx, py 5 DgAhy. Com-

bining the pressure perturbations and momentum balance

and averaging over the mixed layer (0 , z , hA 1 h),

Hunt et al. (2004) give

Du52DgOhx 1 fcy1F and

Dy52DgOhy2 fcu1G , (A2)

where D is the total derivative; (F, G) are the body

forces (F,G) averaged over the ABL; the suffix notation

for differentiation is used, for example, ( )x 5 ›/›x; and

D 5 ›/›t 1 UA›/›x is the full derivative. The scaling

values for the ABL flow are the atmospheric Froude

numberFA 5UA/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DgAhA

p
and the atmospheric Rossby

radius LRA 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DgAhA

p
/fc. Equations (A1) and (A2) can

be combined to give an equation to be solved for h with
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D

 
=2h2

h

L2
RA

2
F 2

A

U2
A

D2h

!

5FA

hM
UA

�
1

LRA

(Gx2Fy)1
FA

UA

D(Fx1Gy)

�
. (A3)

For the steady state (›/›t 5 0), this equation can be in-

tegrated in the x direction and scaled to give

=̂2ĥ2F 2
OĥXX 2 ĥ5 R̂(X,Y) , (A4)

where

R̂(X,Y)5 (6Þ
ðX
7‘

(ĜX 2 F̂Y)(X
0) dX 0

1FA(F̂X 1 ĜY)5 R̂(0) 1FAR̂
(1) , (A5)

with (F̂, Ĝ)5 (LRAFA/UA)(F, G). The scaling is done

horizontally over the atmospheric Rossby radius

(X, Y) 5 (x, y)/LRA, =̂
2 5L2

RA=
2 and vertically over

the ABL ĥ5 h/hA. The forcing function R̂(X, Y) is

split into a series in the Froude number. This allows

the system to be solved for the leading-order R̂(0) and

first-order R̂(1) forcing functions. Equations (A1) and

(A2) can also be combined to give (û, ŷ)5 (u, y)/UA in

terms of ĥ with

ûXY 1
ûX
FA

52

�
›

›Y
1FA

�
ĥX
F 2

A

1
F̂Y

FA

and

ŷXX 2
ŷY
FA

52

�
›

›Y
2FA

�
ĥX
F 2

A

1
ĜX

FA

, (A6)

where (û, ŷ)5 (u, y)/UA and (F̂, Ĝ)5 (LRAFA/UA)

(F, G).

The body forces (F, G) and the averaged and scaled

functions (F̂, Ĝ) are dependent upon the stress applied

to the flow through surface drag. The magnitude of the

body forces is the vertical gradients of the perturbation

shear stress terms ›(2u0w0)/›z and ›(2u0y0)/›z. For the

atmospheric jets the body forces are parameterized us-

ing the perturbation functions DCF and DCG with

F52
DCFU

2
A

hA
and

G52
DCGU

2
A

hA
. (A7)

In the along-wind direction the perturbation DCF is

given as

DCF 5D0(z0)1Du(u) , (A8)

where D0 ’ k2[1/ln2(hS/zIt) 2 1/ln2(hS/zO)] is dependent

upon the change in roughness length. For large changes in

surface roughness, where zIt � zO, D0 ’ k2/ln2(hS/zIt),

where k(’0.4) is von Kármán’s constant. The equation

Du 5CF(2u/UA 2 h/hA) is dependent upon the velocity

perturbation, with CF 5 k2/ln2(hS/zO). Through scaling,

Hunt et al. (2004) show how the velocity-dependent

component Du and the parameter DCG ’CFy/UA can

be neglected.

Tomodel the interaction between the atmospheric flow

and the sea ice edge, the forcing functions (DCF,DCG) are

given as step functions using the Heaviside step function

H(n̂) and its derivative the Dirac delta function d(n̂).

These step functions depend on the angle (f) between

the ice edge and the ocean current, see Fig. 4, giving

DCF 5 jDCF jH(n̂) , (A9)

where n̂5 (x sinf2 y cosf)/LRA is the nondimensional

distance normal to the ice edge, and jDCFj is the mag-

nitude of DCF. To solve Eq. (A4), Eqs. (A7) and (A9)

are combined. As the forcing components R̂(0,1) both

experience a step change at the same location, the cal-

culations can be simplified through their relation to the

same function F(X, Y), where

DCF 5 jDCF jFX(X,Y),

F̂52dDCFFX(X,Y),

R̂(0) 5 dDCFFY(X,Y) and

R̂(1) 52dDCFFXX(X,Y) , (A10)

with dDCF 5 jDCF jLRAFA/hA. SettingFX(X, Y)5H(n̂),

the forcing functions become

R̂(0) 52dDCF

H(n̂)

tanf
and R̂(1) 52dDCF

d(n̂)

sinf
. (A11)

Substituting Eqs. (A11) and (A5) into Eq. (A4) gives

an equation for ĥ that can be solved in the form

ĥ5 ĥ(0) 1FAĥ
(1), where

ĥ(0) 5 dDCF

J(0)(n̂)

tanf
and

ĥ(1) 5 dDCF

J(1)(n̂)

sinf
, with (A12a)

J(0)(n̂)5 0:5[en̂H(2n̂)1 (22 e2n̂)H(n̂)] and

J(1)(n̂)5 0:5e2jn̂j . (A12b)

From the solutions for the ABL thickness, Eqs. (A6)

give a solution for the velocity perturbations. Because
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of the low Froude number conditionsFA, 1 assumed in

the formulation of the model, Hunt et al. (2004) reduces

the Eqs. (A6) to leading order in FA, giving

û52
ĥY
FA

and ŷ5
ĥX
FA

, (A13)

which gives û and ŷ (in the form û5 û(0) 1FAû
(1), see

Fig. 4) as

û5
dDCF

FA

cosf

2664J(0)0(n̂)1FA

J(1)
0
(n̂)

cosf

3775 and

ŷ5
dDCF

FA

cos2f

sinf

2664J(0)0(n̂)1FA

J(1)
0
(n̂)

cosf

3775 , (A14)

where J(0)
0
(n̂)5 ›/›n̂[J(0)]5 0:5e2jn̂j and J(1)

0
(n̂)5

›/›n̂[J(1)]520:5e2jn̂jsgn(n̂) are derivatives of Eqs.

(A12b).
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