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[1] The instability leading to the formation of rip currents in the nearshore for normal
waves on a nonbarred, nonerodible beach is examined with a comprehensive linear
stability numerical model. In contrast to previous studies, the hypothesis of regular waves
has been relaxed. The results obtained here point to the existence of a purely
hydrodynamical positive feedback mechanism that can drive rip cells, which is consistent
with previous studies. This mechanism is physically interpreted and is due to refraction
and shoaling. However, this mechanism does not exist when the surf zone is not saturated
because negative feedback provided by increased (decreased) breaking for positive
(negative) wave energy perturbations overwhelms the shoaling/refraction mechanism.
Moreover, turbulent Reynolds stress and bottom friction also cause damping of the rip
current growth. All the nonregular wave dissipations examined give rise to these
hydrodynamical instabilities when feedback onto dissipation is neglected. When this
feedback is included, the dominant effect that destroys these hydrodynamical instabilities
is the feedback of the wave energy onto the dissipation. It turns out that this effect is
strong and does not allow hydrodynamical instabilities on a planar beach to grow for
random seas.
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1. Introduction

[2] Normally incident waves approaching a straight
shoreline shoal and eventually break. This generates set-up
(increased elevation in mean free surface), through radiation
stresses [Longuet-Higgins and Stewart, 1962, 1964], and
therefore also offshore directed horizontal pressure gradients.
In theory this dynamical balance can pertain along an
alongshore uniform shore with correspondingly uniform
wave conditions. In reality water is often seen to recirculate
back to sea at certain locations, in rip currents, which are, in
turn, fed by alongshore flowing currents on either side.
[3] Studies have shown that rip currents may approach

speeds of up to 2 m s�1 [see MacMahan et al., 2006],
although the average strength is often less than that. These
circulations therefore can become an issue for beach safety
[see Short and Hogan, 1994]. Nearshore circulation also
results in the circulation of cleaner water from the offshore
into the nearshore region [see Inman et al., 1971]. Impor-
tantly, nearshore circulation together with waves also trans-
port beach sediment, and indeed the rips themselves
apparently erode rip channels. Hence it is vital to understand

the physical mechanisms of the generation of rip currents if
we are to understand the nearshore sediment budget. It should
be noted, however, that it is not clear whether these channels
are passively eroded by the currents, or if the channels appear
in combination with the currents as part of a dynamical
interaction. We return to this point later.
[4] On a long straight coast, rip currents can occur at

quite regular intervals so one can often assign an alongshore
spacing to these features, which ranges from 50 to 1000 m
[Short, 1999], and as reported by Short [1999], rip currents
are most readily formed on intermediate energetic beaches
characterized by slopes of 1:30 to 1:10. This quasi-regularity
in spacing of rip currents is intriguing, and has received some
attention in previous studies.
[5] Early observational studies of rip currents in the field

such as that made by Shepard et al. [1941] and Shepard and
Inman [1950], and more recent ones by Brander and Short
[2000] andMacMahan et al. [2005], have found rip currents
to occur where there are alongshore variations in the
bathymetry with rip channels cut through the alongshore
bar. This alongshore variation in the bathymetry results in an
accompanying variation in wave height. These wave height
variations generate alongshore variable pressure gradients
that drive nearshore circulation cells. Experimental studies in
laboratories have also supported this idea where measure-
ments were conducted for a barred beach profile with incised
rip channels [see Haller et al., 2002; Haas and Svendsen,
2002]. Using the concept of radiation stresses, Bowen [1969]
showed that nearshore circulation cells, including rips, can be
forced by imposing alongshore variations in wave height on a
plane sloping beach for waves normal to the shoreline. The
alongshore variation in wave height results in corresponding
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variations in radiation stresses, thus driving the circulation
cells as areas of large set-up (large wave height) drive a
current alongshore into the rips.
[6] The model of Bowen [1969], however, does not

explain the quasiperiodicity itself, and nor does it consider
an erodible beach. Attention has therefore subsequently
been focused on examining the stability to periodic pertur-
bations of alongshore uniform setup on an erodible beach,
namely, the morphodynamical stability. The pioneering
study of Hino [1974] identified such an instability, and,
for normal incident waves, rip currents/channels were formed
together with cuspate morphological features when an along-
shore periodic perturbation was imposed. This theory was
substantially progressed by Deigaard et al. [1999] and an
instability mechanism identified by Falqués et al. [2000],
who noted that the potential stirring (depth-averaged con-
centration) gradient governed the positive feedback mech-
anism by which the rips and their associated morphology
evolve. Thus, for an offshore flowing current (the rip), any
negative perturbation (the incipient rip channel) will be
enhanced (positive feedback, and therefore instability)
where the concentration is increasing offshore, because
the current flows from regions of lower to greater concen-
tration, so that erosion must take place for the concentration
profile to be maintained. Studies with more comprehensive
models have been presented by Damgaard et al. [2002],
Caballeria et al. [2002], Calvete et al. [2005], and Garnier
et al. [2006].
[7] These explanations have focused onmorphodynamical

instability. However, it has also been suggested that along-
shore variations in wave height may arise as a result of wave -
current interaction, which poses the question about the
formation of rip channels alluded to earlier: do channels
and currents form together as a morphodynamical instabil-
ity, or do rip currents form as a hydrodynamical instability
and then erode the channels. The episodic nature of rip
currents observed by Smith and Largier [1995] at Scripps
beach possibly indicates that rip currents are a result of a
hydrodynamic instability, but these events could also be
due to temporal variations in the incoming wavefield
[Reniers et al., 2004]. Field evidence of rip currents without
channels is hard to find. MacMahan et al. [2006] note that
all currents are accompanied by perturbations in the bed
level, albeit small ones at some locations. The laboratory
investigation by Bowen and Inman [1969] on a plane sloping
beach found rip currents generated as a result of the interac-
tion between edge waves and incoming incident waves, with
rip spacing equal to (and therefore dictated by) the alongshore
wavelength of the edge wave. Nevertheless, some other
studies have continued to consider the purely hydrodynam-
ical instability (or something akin to this) to investigate
whether rip currents can be formed without perturbations in
the bed.
[8] The analytical study of Dalrymple and Lozano [1978],

who extended the work of LeBlond and Tang [1974],
suggested that wave refraction and shoaling (as opposed to
shoaling alone) was responsible for the existence of rip
currents. The authors considered normally incident waves
on a planar foreshore of constant slope and a flat offshore
bathymetry, on which they imposed an alongshore periodic
perturbation (neither growing nor decaying), and noted that

the interaction of the wavefield with the offshore currents acts
to intensify them.
[9] For incoming waves normal to the shoreline, Falqués

et al. [1999] examined the growth of nearshore circulation
cells (rip cells) using linear stability analysis (thus allowing
growing modes) on a non-erodible, plane beach. Two cases
were considered. The first was set-up in isolation; that is,
waves were normally incident on a monotonic beach and
wave refraction because of current neglected. An analytical
analysis showed that the set-up did not induce instability.
The subsequent inclusion of wave refraction on current, the
second case, led to instability. Here Falqués et al. [1999]
considered a simplistic situation in which waves approached
over a flat bathymetry, and perturbations in wave energy
dissipation due to wave breaking were neglected. The flat
bed was chosen so as to avoid dealing with wave breaking
and the discontinuities at the breaking line, and to allow the
application of shallow water theory throughout.
[10] An alternative hydrodynamical rip current study was

made by Murray and Reydellet [2001]. The focus of their
study was on self-organized rip currents driven by a feedback
involving a newly hypothesized interaction between waves
and currents, in which the rip current causes a diminution in
wave height, through turbulence generated by shears in
orbital velocities. This would then lead to reduced shoreline
set-up, now no longer balanced because of decrease in wave
height, which then leads to alongshore flows into the rip. A
simple model with effects of currents on wave number field
not included was developed on the basis of cellular automata
where each variable defined in a particular cell in a grid of
cells interacted according to rules encapsulating the above
physics, which then indeed led to a positive feedback that
intensified the current [see Murray and Reydellet, 2001].
[11] Yu [2006] examined the growth of rip current cells

due to the inclusion of wave-current interactions. This was
motivated by the uncertainties in the results obtained by
Dalrymple and Lozano [1978].
[12] Assuming monochromatic waves, Yu [2006] split the

cross-shore domain into an offshore part (prior to breaking)

Figure 1. Sketch of the nearshore coordinate system and
the general bathymetry.
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mostly on constant depth and therefore allowing shallow
water theory to be used in the offshore portion of the
domain, and a part in the surf zone (plane beach). Before
breaking a wave energy equation is implemented to trans-
form wave height; within the surf zone the wave height is
controlled by the local water depth. The break point occurs
on the slope, and a moving shoreline is implemented.
[13] For an offshore wave height H1 of 1.88 m and

period T = 8.17 s Yu [2006] predicts a growing ‘‘rip cell’’
mode with e-folding time 14.83 s. This increased rapidly for
smaller wave heights: H1 = 1.12 m possessed an e-folding
time of 97.20 s. The comparison of predicted rip-spacing
with field observations showed fairly good agreement for
large wave breaker heights. However, for smaller breaker
heights the agreement was poor. For more details, see Yu
[2006].
[14] The idealized nature of the study of Falqués et al.

[1999] and the more sophisticated but still restricted (e.g.,
shallow water theory and the use of regular waves) study of

Yu [2006], thus leads us to re-examine the hydrodynamical
instability to alongshore periodic disturbances of normally
incident waves on a plane beach, but this time using a
comprehensive model incorporating finite depth wave
propagation and random waves. To this end we investigate
the possible formation of rip cells under more realistic
conditions (random waves) using the model of Calvete et
al. [2005], which also includes other effects (e.g., turbu-
lent Reynolds stresses) not considered by the earlier
authors.
[15] In section 2, we describe the model used in the

present study. In section 3, we show results for the numer-
ical investigations. Thereafter we draw some conclusions.

2. Model Description

[16] The model used here is described in detail by Calvete
et al. [2005]. It is based on the depth and time averaged
mass (1) and momentum (2) equations and wave energy (3),

Figure 2. Basic state cross-shore profiles for different types of waves, i.e., intermediate and random
(both Thornton and Guza [1983] (TG) and Church and Thornton [1993] (CT)) on a plane sloping beach
profile with beach slope b = 0.07, Hrmso1 = 1.5 m, and T = 10 s: (a) mean surface elevation, (b) bed level,
(c) root mean square wave height, (d) wave energy dissipation, and (e) wave number.
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wave phase (4), and sediment conservation equations. Since
we are examining hydrodynamical instabilities we do not
consider the sediment conservation equation here. The
governing equations are

@D

@t
þ @Dvi

@xi
¼ 0; ð1Þ

@vi
@t

þ vj
@vi
@xj

¼ �g
@zs
@xi

� 1

rD
@

@xj
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� �
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rD

; ð2Þ

@E
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þ @
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� �
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� �
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@vj
@xi

¼ �D; ð3Þ
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@t
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@F
@xi

¼ 0; ð4Þ

where i, j = 1, 2, so xi = (x1, x2) = (x, y), where x and y are
cross-shore and alongshore coordinates. Horizontal veloci-
ties are vi = (v1, v2) = (u, v), g is acceleration due to gravity and
r is water density. Total water depth is denoted D = zs � zb,
where zs is the mean surface elevation and zb is the (fixed)
bed level: see Figure 1. Further, E = 1

8
rgHrms

2 is wave energy
density, where Hrms is root mean squared wave height, F is
the wave phase, S0ij are the components of the radiation
stress tensor, S00ij are the Reynolds stress tensor compo-
nents, tbi is the ith component of the bottom friction, D is
the dissipation due to wave breaking, and cgi are the group

velocity vector components. s is the intrinsic frequency
given by

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gK tanh KDð Þ

p
; ð5Þ

whereK is the wave number (K = j~Kj). The wave vector~K is
given by ~K = ~rF.
[17] The expression for the Reynolds’ stresses applied

here is [see, e.g., Svendsen, 2006]

S00ij ¼ rntD
@vi
@xj

þ @vj
@xi

� �
; ð6Þ

where the Battjes [1975] parameterization for horizontal
eddy viscosity has been implemented

nt ¼ M
D
r

� �1
3

Hrms; ð7Þ

where M is a parameter that characterizes turbulence and is
of O(1). Calvete et al. [2005] choose M = 1 [Battjes, 1975].
However, Svendsen et al. [2002] recommended 0.05 < M <
0.1. Here we take a default value M = 0.5. Bed shear stress
is parameterized using a linear friction law:

tbi ¼ r
2

p

� �
CDurmsvi; ð8Þ

Figure 3. Rip current growth rate curves for different wave types, i.e., intermediate and random (both
Thornton and Guza [1983] (TG) and Church and Thornton [1993] (CT) cases) with no feedback of
perturbations on D for Hrmso1 = 1.5 m, T = 10 s, b = 0.07, and zo = 0.001 m and when Reynolds Stress
terms are turned on and off, i.e., M = 0 and M = 0.5.
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where CD is the drag coefficient and is given as

CD ¼ 0:40

ln D=zoð Þ � 1

� �2

; ð9Þ

where zo is the bed roughness length (default value taken as
zo = 0.001 m), and urms, wave orbital velocity at the sub-
stitute for the boundary layer edge, is determined using linear
theory:

urms ¼
Hrms

2

gK

s
coshKzo

coshKD
: ð10Þ

2.1. Wave Energy Dissipation

[18] In real seas waves are random and so will not break
at one point. As a result, the surf zone can be quite extensive
compared to that for quasi-regular waves. For random
waves, breaking can be a result of short wave interaction,
the interaction of waves with the bottom, current or wind
[Roelvink, 1993]. Here the interaction of current and wind
are neglected, and wave transformation is linear. Therefore,
wave breaking is dictated by the effect of changes in the
seabed (for energy dissipation due to current-limited wave
breaking, see Chawla and Kirby [2002]). Apart from these
simplifications, which were also imposed by Yu [2006] and
Falqués et al. [1999], the effects of different types of
random wave breaking are here examined in detail. This
is motivated both by the consideration of regular waves in
previous studies, and by related work [see Van Leeuwen et
al., 2006] that showed the importance of the type of wave
breaking on the evolution of bed forms.
[19] Three types of random waves are considered here.

They are distinguished by the extent of the surf zone and the
size and shape of the dissipation profile, and are imple-
mented by changing the energy dissipation term D in (3), so
that they describe transition between random and quasi-
regular (intermediate) waves. We use the models of Thornton
and Guza [1983] and Church and Thornton [1993], the first
because it is standard in the literature and the second because
it allows for somewhat more concentrated breaking at the
shore. The model of Church and Thornton [1993] is

D ¼ 3
ffiffiffi
p

p

16
rgB3fp

H3
rms

D
1þ tanh 8

Hrms

gbD
� 1

� �	 
� �

� 1� 1þ Hrms

gbD

� �2
 !�5=2

2
4

3
5; ð11Þ

where B = 1.3 (describes the type of breaking) and gb = 0.42
are used, and where fp = s/2p is the intrinsic peak frequency
(for Thornton and Guza [1983], B = 1 and gb = 0.42).
[20] The model of Van Leeuwen et al. [2006], which is

based on that of Roelvink [1993], and which allows for
regular, depth-limited regular and random waves, is used
here for what we term ‘‘intermediate’’ waves, to provide the
link between regular and fully random waves. This thus
allows us to suggest trends as wemove toward regular waves,
the situation examined by earlier authors. For intermediate

waves B = 1 and gb = 0.55. See Appendix A for these
dissipation expressions.

2.2. Linear Stability Analysis

[21] The standard practice of linear stability analysis is to
first define a basic state, which is a time-invariant solution
to the equations. The stability of this basic state is then
analyzed by superimposing periodic perturbations and then
linearizing with respect to the perturbations. In the basic
state an alongshore uniform beach, zb = �bx is assumed,
with the basic state variables uo = 0, vo = 0 (since we are
considering normal incidence), zs = zso(x), E = Eo(x) and
F = Fo(x) (the subscript o denotes basic state terms; note
that we do not use it for zb, which is kept fixed throughout).
[22] The basic state variables are found by integrating

onshore the basic state equations (1), (2), (3), and (4), thus
determining the shoreline position with a prescribed
tolerance depth of Do(0) = 15 cm, which is used through-
out this study to avoid numerical problems. Hrmso and
the wave period, T are prescribed in deep water (offshore)
conditions.

Figure 4. Rip current growth rate curves for different
wave types, i.e., intermediate and random (both Thornton
and Guza [1983] (TG) and Church and Thornton [1993]
(CT) cases) with no feedback of perturbations on D for
Hrmso1 = 1.5 m, T = 10 s, b = 0.07, and M = 0.5 and for bed
roughness lengths zo = 0.001 m and zo = 0.01 m.
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[23] The basic state variables plus perturbations are

zs ¼ zso xð Þ þ z0s xð Þ exp i ky� Wtð Þ½ �;
u ¼ u0 xð Þ exp i ky� Wtð Þ½ �;
v ¼ v0 xð Þ exp i ky� Wtð Þ½ �;
E ¼ Eo xð Þ þ e0 xð Þ exp i ky� Wtð Þ½ �;
F ¼ Fo xð Þ þ f0 xð Þ exp i ky� Wtð Þ½ �; ð12Þ

where the eigenvalue W = Wr + iWi and k is the radian wave
number, indicating the spatial periodicity in the alongshore
direction. Thus, for a given spacing (wavelength) L= 2p/k, the
growth (or decay) rate of the resulting eigenfunction [z0s, u

0,
v0, e0, f0]T is given by Wi, with corresponding e-folding
time Te = Wi

�1, and the (alongshore) propagation velocity is
given by Wr/k. The eigenfunction (mode) with the largest
growth rate is considered to be the one that will be seen in
nature: the fastest growing mode or FGM. The resulting
linear stability equations thus define an eigenvalue problem,

which is solved using collocation methods, with the pertur-
bations decaying to zero far offshore [see Calvete et al.,
2005]. The shoreline is taken to be fixed at x = 0, with a basic
state shoreline depth of 15 cm. The amplitude of all per-
turbed variables is arbitrary. When M 6¼ 0 (Reynolds stress
terms included) u0 = v0 = 0 at x = 0; when M = 0 (Reynolds
stress terms excluded) u0(x = 0) = 0. Numerical experi-
ments here were performed for 250 grid points with half
the grid points within 300 m of the shoreline, for which
settings numerical convergence was achieved.

3. Generation of Rip Currents

[24] We examine a plane sloping beach with beach slope
b = 0.07, chosen because it was used by Yu [2006]. The
beach profile here extends to 4 km offshore (where D0 =
280 m, so that deep water conditions pertain and we can
expect perturbations to be negligible), after which a constant
depth is assumed. The beach is thus, for practical purposes,
plane. A similar profile was taken by Yu [2006]; however,
the constant depth section began after 45.76 m (D0 = 3.2 m),
so shallow water conditions were assumed everywhere.
[25] The default value for offshoreHrmso isHrmso1 = 1.5 m,

with period T = 10s following Yu [2006]; this was also the
approximate observed period on Narrabeen beach, Australia
[see Short, 1985]. Unlike previous studies, where Reynolds
stress was neglected, we include these terms, although,
because we consider normal incidence, turbulent diffusivity
and bottom friction are not present in the basic state. The
basic states for the different wave dissipations can be seen in
Figure 2.
[26] Results are roughly as expected. There is increased

set-up for intermediate waves, which break later, therefore

Figure 5. (left) Growth rate curves for edge wave and rip current modes. (right) Frequency versus
growth rate curves for edge wave and rip current modes. Both are for Thornton and Guza [1983]
waves with no feedback of perturbations on D for Hrmso1 = 1.5 m, T = 10 s, b = 0.07, zo = 0.001 m,
and M = 0.5.

Table 1. Rip Spacing L, e-Folding Time Te, and Maximum

Growth Rate Wi for FGM for Different Wave Types,

With No Perturbation on Da

L (m) Te (min) Wi (10
�3 s�1)

Intermediate 138 158 124 6.17 12.93 87 2.7 1.3 0.19
Random TG 115 137 124 6.22 11.1 34 2.7 1.5 0.49
Random CT 130 147 138 8.77 13.37 28 1.9 1.2 0.61

M 0 0.5 0.5 0 0.5 0.5 0 0.5 0.5
zo (cm) 0.1 0.1 1 0.1 0.1 1 0.1 0.1 1

aHrmso1 = 1.5 m, T = 10 s, b = 0.07, Reynolds stresses turned on and off
through M, and bottom friction increased through the increase in zo.
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allowing more shoaling prior to breaking and therefore
larger set-down. The maximum breaker height decreases
and moves offshore as waves become more random, thus
resulting in the reduction in set-up. Note also in Figure 2
the differences in the dissipation: with delayed breaking
the dissipation in the inner surf zone is higher because the
same offshore wave energy density must be dissipated in a
shorter distance.
[27] An integration from the shore to deep water shows

that the quantity�
R1
0

Ddx + EcgjD=D(shore) must be equal for
all formulas (in the basic state), and this provides a useful
check on the model. It turns out that D plays a crucial role in
determining whether or not instabilities develop, and for this
reason, in sections 3.1 and 3.2 we isolate this physics by first
excluding it in the perturbation equations (i.e., we neglect the
feedback of the perturbations on this term), consistent with
Falqués et al. [1999] and Yu [2006], and then reincorporate it
into the full equations (1)–(4).

3.1. No Feedback of Perturbations Onto Dissipation

[28] Figures 3 and 4 show the growth rate curves for
different basic state D terms (excluding feedback, as previ-
ously mentioned) when turbulent Reynolds stresses are
turned off and on, and when bottom friction is increased
through the increase in bed roughness length, zo. The pre-
dicted rip spacing and the FGM e-folding time (Te = 1/Wi) (the
time taken for the rip currents to grow a factor of e) are shown
in Table 1. Figure 3 shows the reduction in growth rates when
the turbulent Reynolds stress term is included. Figure 3 (left)
also shows the detailed structure of the growth rate curves. It
can be seen that two imaginary modes (for instance, mode 1a
and mode 1b) merge to form a complex conjugate solution
(mode 1), the solutions to which have equal growth and
migration rate magnitudes but are migrating in opposite
directions. The bifurcation behavior seen here is similar to
that given by Van Leeuwen et al. [2006], who investigated
morphodynamical instabilities on a plane sloping beach.
Here, we only consider the fastest growing imaginary mode,
i.e., mode 1a. The alongshore propagating complex conju-
gate modes, by themselves, are not expected to correspond to
physical rip currents (because of the migration). Note that if
these two modes were to possess equal amplitudes, however,
the result is a standing wave solution. We nevertheless
exclude this solution, because it would comprise a reversing
onshore and offshore propagating rip current mode, which is
also nonphysical. Note also that the inclusion of the Reynolds
stresses minimizes the range of wave numbers over which
these complex conjugate solutions exist, and also reduces
their growth rates. Furthermore, the unstable complex con-
jugate solutions are no longer present for increased bottom
friction. Similarly, when bed friction is increased, growth
rates are reduced: see Figure 4. The observed damping effect
of Reynolds stress and bed friction terms on growth rates of
rip currents is consistent with other kinds of instability studies
(e.g., the shear wave studies by Dodd et al. [1992] and
Falqués and Iranzo [1994]).
[29] When Reynolds stress terms are included, the peak of

the growth rate curve shifts toward larger rip spacing,
consistent with greater diffusion; the opposite is true for
increased bottom friction. Figures 3 and 4 also indicate that
rip spacings are slightly higher for intermediate waves, which
have a higher shoreline basic state setup (see Figure 2a).

[30] It is instructive to examine the position of these
growing modes in relation to other hydrodynamical complex
conjugate modes, in particular edge waves. Figure 5 shows
the growth rate curves for growing rip and edge wave modes,
which emerge from the same conditions, and the real and
imaginary parts of the these eigenvalues. Figure 5 clearly
shows the larger growth rates for the edge wave modes, and
the mainly non-propagating nature of the rip current mode.
We remark on this in the discussion. Previous studies [e.g.,
Howd et al., 1992; Falqués et al., 2000], who examine edge
waves in the presence of an alongshore current) typically
assume a real phase speed, thus ruling out the possibility of
growth.
[31] Figure 6 shows a growing rip cell for the FGM (for

Church and Thornton [1993] dissipation) and is typical of
those for the other dissipations: see Figures 7 and 8. Two
circulation cells can be seen in Figures 6–8, one very close
to the shore (and small in extent): the ‘‘shoreline cell’’, and
the other farther offshore and larger, spanning the surf zone
(and therefore being more characteristic of rip-current
circulations): the ‘‘surf zone cell’’. The shoreline cell has
the opposite circulation to that that might be expected: i.e.,
flow from regions of lower setup to regions of higher setup in
the alongshore direction as shown byCalvete et al. [2005]. Yu

Figure 6. Flow pattern and structure of FGM in Figure 3
for Church and Thornton [1993] dissipation and when
turbulent Reynolds stress is included. No feedback is shown of
perturbation onto dissipation. (a) Mean free surface elevation
(z0s) and flow perturbation (~u0). Elevation (depression) is
denoted by light (dark) colors and flow pattern shown by
arrows. (b)Wave energy perturbations (e0). High (low) energy
is denoted by light (dark) areas. (c) Perturbed wavefronts
(f0, lines of equal phase). The thin solid black line in
Figures 6a and 6b is the zero contour; the thick black
horizontal dashed line shows the maximum basic state
wave energy dissipation.
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and Slinn [2003] also observe these circulations, although it
is not clear which are regions of high or low setup in their
study. Note, however, that for Calvete et al. [2005], both for
fixed and mobile beds, the set-up at the shore is opposite to
that observed here; that is, it is negative where there is
offshore flow in the shoreline cell, although the set-up
quickly reverses sign at these locations just a little further
offshore. There are, however, significant differences between
the present study and that of Calvete et al. [2005], who
examined a barred beach with mean slope less than b = 0.07
with an alongshore bar. Moreover, the shoreline cells they
observe are less energetic compared to the surf zone cells they
observe. Further, it must be remembered that here we exclude
feedback onto wave dissipation. Thus, the rip currents here
do not induce further breaking, as they did for Calvete et al.
[2005], but only shoaling and refraction. Thus, for Calvete et
al. [2005], where wave heights are larger in the rip channels
because of the larger depth there, there is intense breaking at
the corresponding shoreline position of the channel locations,
and therefore a large set-up there. In contrast, offshore flows
in the cells considered here also lead to increased wave
heights, because of shoaling, but there is no associated
breaking, so set-up decreases. Shoreline cells have also been
observed in laboratory experiments by Haller et al. [2002]
and Haas and Svendsen [2002].

[32] Within the larger rip current cell the water flows
alongshore from regions of higher setup (where wave height
is lowest) to regions of lower setup characteristic of the
classical rip cell. The major difference observed regarding
the shoreline cells for the different dissipations is their
strength relative to the surf zone circulation, which is largest
for intermediate waves. This suggests that as waves become
more regular shoreline cells extend further offshore and
become more dominant. This is a result of the increased
wave energy dissipation over a shorter distance.
[33] The wave energy perturbation (see Figures 6, 7, and 8),

like setup, retains the same sign in shoreline and surf zone cells
and reaches a peak at the shoreline, contrary to the cells of Yu
[2006], which reach a peak at the breaker line. The physics of
patterns shown here can be understood by noting that the
increase (decrease) in wave energy toward the shore with
respect to the basic state results in an overall diminution
(increase) of the force (

@S0
11

@x ) driving the setup, which therefore
amounts to an offshore (onshore) directed force, resulting in
offshore (onshore) current and a decrease (increase) in set-up,
as is observed.
[34] Considering now a region of shoreward decreasing,

negative e0, the extra onshore force thus drives a current

Figure 8. Flow pattern and structure of FGM in Figure 3
for intermediate waves and when turbulent Reynolds stress
is included. No feedback is shown of perturbation onto
dissipation. (a) Mean free surface elevation (zs

0) and flow
perturbation (~u0). Elevation (depression) is denoted by light

(dark) colors, and flow pattern is shown by arrows. (b)
Wave energy perturbations (e0). High (low) energy is

denoted by light (dark) areas. (c) Perturbed wave-
fronts (f0, lines of equal phase). The thin solid black line in
Figures 8a and 8b is the zero contour; the thick black
horizontal dashed line shows the maximum basic state wave
energy dissipation.

Figure 7. Flow pattern and structure of FGM in Figure 3
for Thornton and Guza [1983] dissipation and when tur-
bulent Reynolds stress is included. No feedback is shown of
perturbation onto dissipation. (a) Mean free surface ele-
vation (z0s) and flow perturbation (~u0). Elevation (depression)
is denoted by light (dark) colors, and flow pattern is shown
by arrows. (b) Wave energy perturbations (e0). High (low)
energy is denoted by light (dark) areas. (c) Perturbed
wavefronts (f0, lines of equal phase). The thin solid black
line in Figures 7a and 7b is the zero contour; the thick black
horizontal dashed line shows the maximum basic state
wave energy dissipation.
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onshore. This onshore current is opposed by the increased
set-up gradient at the shore that accompanies the increased
wave energy dissipation; this comprises a negative feed-
back. To understand the positive feedback necessary for the
instability we must consider the shoaling and refraction.
This onshore current will effectively increase cg (because
cg + U > cg) and so deshoal the wave, thus further
decreasing e0 and moving the break point onshore. Further-
more, the onshore current de-focuses the waves, thus also
providing a positive feedback; this effect can be seen in the
lines of equal phase in Figure 6, 7, and 8). In the surf zone this
effect will be felt as (1) a decrease in e0 due to the deshoaling,
which provides a positive feedback, and (2) a decrease in
breaking (because of decreased wave height), thus providing
a negative feedback because reduced breaking will increase
wave heights. This is the very term that we omit here, and we
know its effect to be strong because it ‘‘kills’’ the growing cell
(i.e., renders it stable): see section 3.2.
[35] The rest of the two cell dynamics can be understood

from Figures 9 and 10 (which are for Church and Thornton
[1993] dissipation and are similar for those for other dis-
sipations). Consider first the surf zone cells: we can see that
(see also Figure 6) where wave height is increased, forcing
is indeed offshore, because of S11,x. S12,y is positive in
regions of offshore current, therefore providing an onshore
force due to pure focusing of wave direction by refraction
on the current. Note that the local increase in wave energy
that accompanies this focusing, and which provides a
positive feedback, occurs at second order, and so is absent
here. However, jS12,yj � jS11,xj everywhere, so the cross-

shore positive feedback mechanism prevails. In contrast, the
dominant alongshore radiation stresses oppose this circula-
tion pattern, because the increased wave heights lead to
larger S22,y either side of these regions, which would drive
opposing currents (jS12,xj � jS22,yj everywhere). However,
in these regions alongshore gradients in set-up overcome
these opposing forces and so drive the feeder currents
alongshore in the region approximately 10 m < x < 65 m.
Seaward of 65 m radiation stresses prevail and the water is
recirculated in the surf zone cells. Although small, S12,x is
important in reinforcing S22,y offshore.
[36] At the shore, jS22,y/rDj > gj@zs/@yj, and so water is

driven against the alongshore set-up gradient and driven
offshore by the cross-shore set-up gradient, which locally
exceeds the onshore force because of the cross-shore radia-
tion stress gradients, which drive the surf zone cell onshore in
regions of diminished wave height, in the region approxi-
mately x < 30 m. This water then recirculates alongshore
because of the same radiation stress gradients that drive the
nearshore alongshore part of the surf zone cell and then return
shoreward because of diminished set-up gradient.
[37] So, the positive feedback appears to stem from the

surf zone cell circulation, which therefore is a free instabil-
ity. The shoreline circulation therefore appears as a forced
circulation, consistent with the conclusion of Calvete et al.
[2005]. Note also that the feedback mechanism requires
refraction and shoaling and, moreover, that these effects be
operational in the surf zone. For purely depth-limited waves
this will not happen, so we may expect a weaker feedback
for the intermediate waves, compared to the forced shore-

Figure 10. (a) S12,x, (b) S22,y, (c) gzs,y, and (d) gzs,y + S12,x/
rD + S22,y/rD for Church and Thornton [1993] results as
seen in Figure 6. Thin lines are the zero contour. Thick solid
lines are the 1% and 10% of maximum contours. Broken
lines are the equivalent contours for negative values.

Figure 9. (a) S11,x, (b) S12,y, (c) gzs,x, and (d) gzs,x + S11,x/
rD + S12,y/rD for Church and Thornton [1993] results as
seen in Figure 6. Thin lines are the zero contour. Thick solid
lines are the 1% and 10% of maximum contours. Broken
lines are the equivalent contours for negative values.
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line cells, which are directly driven by gradients in wave
height and set-up.
[38] In the study of Yu [2006], the maximum wave energy

was concentrated around the breaker line, but the surf zone
was depth controlled, which also has implications for the
feedback onto the dissipation, which we ignore in this
section: see section 3.2.
[39] Finally, Figures 6, 7, and 8 also show the perturbed

wavefronts. They show similar characteristics to the per-
turbed wavefronts found by Falqués et al. [1999]. Where
the rips exists there is a retarding of the wavefront, with the
opposite effect where there is an onshore flow; that is, the
waves shoal and refract on the currents. The aforementioned
additional forcing due to refraction is therefore clearly
evident [see Falqués et al., 1999].

3.2. Feedback of Perturbations Onto Dissipation

[40] In section 3.1, we did not include perturbations in the
wave energy dissipation due to wave breaking when ana-

lyzing the formation of circulation cells. So, the growing
cells are influenced by refraction and shoaling only, and
have no direct feedback on to wave breaking. The pertur-
bation expansion with respect to depth, energy and phase of
the wave energy dissipation can be written like:

@e0

@t
þ . . . ¼ �D ¼ �D z0s

� �
z0s �D e0f ge0 � D f0

;l

n o
f0
;l ð13Þ

where the terms D{} indicate basic state terms, whose
form depends on the dissipation used, l = 1, 2, and
D{f0

,l}f
0
,l = D{@xf

0}@xf
0 + D{@yf

0}@yf
0. The details on

the derivation of D{} for the three dissipation formula are
given in Appendix A.
[41] All the terms in (13) provide negative feedback for

the incipient cells: see Figure 11. It is clear from Figure 11
(and (13)) that the feedback of the wave height onto the
growing circulation cells is negative. In fact, this feedback
is dominant, as seen in Figure 12, in which we see growth

Figure 11. Cross-shore structure of D{z0s}, D{e0}, and D{f0
,l} for intermediate and random (both

Thornton and Guza [1983] (TG) and Church and Thornton [1993] (CT) cases).
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rate curves without any dissipation feedback (cf. Figure 3),
and including D{z0s} and D{f0

,l} only, in which case the
growth rate is reduced but the cells still are unstable.
Including D{e0}, with or without the other dissipation
terms, leads to stability.

4. Discussion and Conclusions

[42] The results obtained here point to the existence of a
positive feedback mechanism that is purely hydrodynamical
that can drive rip cells; this is consistent with previous
studies. This mechanism, however, does not exist when the
surf zone is not saturated, because negative feedback provided
by increased (decreased) breaking for positive (negative) wave
energy perturbations overwhelms the shoaling/refraction
mechanism. This is true regardless of what kind of random
wave dissipation is considered or if intermediate waves are
considered.
[43] All the non-regular wave dissipations examined here

give rise to these hydrodynamical instabilities when feed-
back onto dissipation is neglected, and all also give rise to
two cells, surf zone and shoreline, which have opposing
circulations. The positive feedback mechanism is due to
(de)shoaling on the (onshore) offshore current and is there-
fore more dominant further offshore, in the surf zone cell;
alongshore, in the surf zone, set-up gradients drive them.
The shoreline cells are driven by alongshore wave-generated
forces because of the wave height field induced by the
positive feedback mechanism, and offshore/onshore by large

cross-shore set-up gradients at the shore, again induced by the
positive feedbackmechanism further offshore. These rip cells
occupy a distinct region of frequency/wave number space,
and are easily distinguished from edge waves, and indeed
shear waves.
[44] Results show that the dominant effect that destroys

these hydrodynamical instabilities is the feedback of the
wave energy onto the dissipation (as opposed to the lesser
effects of feedback of mean free surface and phase, which are
also negative). The conclusion is that the effect is a strong
one–indeed, the corresponding term (see (13)) must be
reduced by a factor of the order of 0.01 to allow the instability
mechanism to prevail. The implication of this is that the effect
is strong and will not allow hydrodynamical instabilities to
grow for random seas.
[45] This does not, however, preclude the possibility of a

hydrodynamical instability, like that of Yu [2006], develop-
ing on a beach where wave heights are truly saturated. As
noted earlier [MacMahan et al., 2006], field data does not at
present help to resolve this issue. The growing cells of Yu
[2006] also show some qualitative differences from those
we observe, in particular the peak in the wave height, which
appears to be at the breaker line, in contrast to ours, which is at
the shoreline. Note, however, that Yu [2006] considers strictly
regular, depth-limited waves, imposes a moving shoreline and
also has strictly shallow water wave transformation, all of
which leads to significant differences with the study we pre-
sent. There is evidence, however, of a shoreline cell in the
results of Yu [2006, Figure 10]. Note also that the imposition
of strictly depth-limited regular waves means that the wave
energy is slaved to the local depth, i.e., e0 = (g/4)rgD0z

0
s,

where g is the breaker index, which means that the time
development of wave energy perturbations is controlled
through the continuity equation. There is thus no possibility
of negative (or positive) feedback through the energy
equation (13) (i.e., (3)), although the positive feedback
we observe would still be possible in the shoaling zone.
Finally, note that it is possible to construct a basic state
dissipation function (D0), which imposes strict depth lim-
itation at leading order. Perturbations in the resulting
energy equation then may allow deviations from strict
depth limitation. Studies based on this approach could
prove fruitful in examining beaches close to having a
saturated surf zone.
[46] Our results also indicate that edge waves may grow

faster than the rip modes (when feedback onto dissipation is
ignored). However, for edge waves to be responsible for rip
currents two propagating modes of equal amplitude are
required (i.e., a standing mode). Even then, rip growth is
only a second-order effect because of interaction with the
incoming wavefield and therefore not directly related to
growth rate, unlike the rip modes. Furthermore, inclusion of
feedback onto dissipation also damps edge modes.
[47] The stabilizing effect of random waves on rip cur-

rents found here for a non-erodible beach suggests that rip
channels are more likely to appear in the field as a morpho-
dynamical instability rather than to be driven by a hydro-
dynamical instability. This does not preclude the possibility
that a hydrodynamical instability might develop and create
rip-like features in the absence (initially at least) of a channel.

Figure 12. Circulation cell growth rate curves for Church
and Thornton [1993] (CT) random wave dissipation (black
line) with no feedback of perturbation onto D (i.e., D{e0} =
D{z0s} = D{f0

,l} = 0) and (grey line) excluding only D{e0}
(i.e., D{e0} = 0).
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For this to happen, however, our results indicate that a
saturated surf zone would be required.

Appendix A: Perturbation Terms for Different
Wave Energy Dissipation DDDD Models

[48] The linearization of D (in equation (3)) is made by
using the decomposition (12); that is, each variable f is
decomposed into the basic state (denoted by subscript o)
and the perturbation (denoted by 0) parts, i.e., f = fo(x) +
f 0(x) exp[i(ky � Wt)]. Apart from the decompositions of
variables defined in (12), we also introduce the following
decompositions:

D ¼ Do xð Þ þ z0s xð Þ exp i ky� Wtð Þ½ �;

with Do(x) = zso(x) � zb(x), and,

~K ¼ ~Ko xð Þ þ~k
0
xð Þ exp i ky� Wtð Þ½ �;

where ~Ko = (Ko1, Ko2) = (Ko, 0), with Ko, the wave number

at the basic state. Each component of ~K can be written as
(l = 1, 2):

Kl ¼ Kol xð Þ þ f0 xð Þ exp i ky� Wtð Þ½ �f g;l:

Thus for each of the three dissipation formula used, we
can write the linearized form of D as

D ¼ D 0f g þ D z0s
� �

z0s þD e0f ge0 þ D f0
;l

n o
f0
;l; ðA1Þ

where D{0} is the basic state term for the wave energy
dissipation. D{z0s}, D{e0}, and D{f0

,l} include the
collected terms that are coefficients of z0s, e0, and f0

,l,
respectively, and are computed from the Taylor expansion
ofD around the basic state. The derivations of these generic
basic state terms D{} for each formula are described in
sections A1–A3. Moreover, we introduce Go defined as

Go ¼
8Eo

rg

� �1
2 1

Do

;

and

s 0f g ¼ gKo tanh KoDoð Þ
1
2:

A1. Church and Thornton [1993] Dissipation Model

[49] The formula (11) developed by Church and Thornton
[1993] for random waves is repeated here:

D ¼ 3
ffiffiffi
p

p

16
rgB3fp

H3
rms

D
1þ tanh 8

Hrms

gbD
� 1

� �	 
� �

� 1� 1þ Hrms

gbD

� �2
 !�5=2

2
4

3
5: ðA2Þ

[50] The generic basic state terms for the Church and
Thornton [1993] formula are

D 0f g ¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEoGo 1þ tanh 8

Go

gb
� 1

� �	 
� �

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA ðA3Þ

D z0s
� �

¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEoGo 1þ tanh 8

Go

gb
� 1

� �	 
� �

�
(

KoDo cosech 2KoDoð Þ � 1ð Þ

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA� 5

Go=gbð Þ2

1þ Go=gbð Þ2
� �7=2

� 8
Go

gb

� �
1� tanh 8

Go

gb
� 1

� �	 
� �

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA
)

1

Do

ðA4Þ

D e0f g ¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEoGo 1þ tanh 8

Go

gb
� 1

� �	 
� �

�
(
1:5 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA

þ 2:5
Go=gbð Þ2

1þ Go=gbð Þ2
� �7=2

þ 4
Go

gb

� �
1� tanh 8

Go

gb
� 1

� �	 
� �

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA
)

1

Eo

ðA5Þ

D f0
;l

n o
¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEoGo 1þ tanh 8

Go

gb
� 1

� �	 
� �

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA 0:5þ KoDo cosech 2KoDoð Þð Þ

2
64

3
75Kol

K2
o

ðA6Þ

A2. Thornton and Guza [1983] Dissipation Model

[51] The formula developed by Thornton and Guza [1983]
is also valid for random waves, it reads

D ¼ 3
ffiffiffi
p

p

16
B3fprg

H5
rms

gb2D3
1� 1

1þ Hrms=gbDð Þ2
� �5=2

0
B@

1
CA: ðA7Þ

The generic basic state terms for Thornton and Guza [1983]
formula are

D 0f g ¼ 3

4

ffiffiffi
p

p
pB3s 0f gEo

G3
o

gb2
1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA; ðA8Þ
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D z0s
� �

¼� 3

4

ffiffiffi
p

p

p
B3s 0f gEo

G3
o

gb2

�
 

3� KoDo cosech 2KoDoð Þð
!

� 1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA

þ 5
Go=gbð Þ2

1þ Go=gbð Þ2
� �7=2

!
1

Do

; ðA9Þ

D e0f g ¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEo

G3
o

gb2
5

2
1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA

0
B@

þ 5

2

Go=gbð Þ2

1þ Go=gbð Þ2
� �7=2

1
CA 1

Eo

; ðA10Þ

D f0
;l

n o
¼ 3

4

ffiffiffi
p

p

p
B3s 0f gEo

G3
o

gb2
1� 1

1þ Go=gbð Þ2
� �5=2

0
B@

1
CA

� 0:5þ KoDo cosech 2KoDoð Þð ÞKol

K2
o

: ðA11Þ

A3. Van Leeuwen et al. [2006] Dissipation Model

[52] The formula developed by Van Leeuwen et al. [2006]
can be used for depth-limited regular, regular and interme-
diate waves, depending on the value chosen for m and n. It
reads

D ¼ rgfpB3H3
rms

4D

Hrms

gbD

� �m

1� exp � Hrms

gbD

� �n	 
� �
: ðA12Þ

In the paper we set m = 0 and n = 10, which represent
intermediate waves [Van Leeuwen et al., 2006]. The generic
basic state terms for the Van Leeuwen et al. [2006] formula
are

D 0f g ¼ B3s 0f gEoGo

p
Go

gb

� �m

1� exp � Go

gb

� �n	 
	 

; ðA13Þ

D z0s
� �

¼� B3s 0f gEoGo

p
Go

gb

� �m

n
Go

gb

� �n

exp � Go

gb

� �n	 
	

� 1� exp � Go

gb

� �n	 
� �

� KoDo cosech 2KoDoð Þ � mþ 1ð Þð Þ� 1
Do

; ðA14Þ

D e0f g ¼B3s 0f gEoGo

p
Go

gb

� �m

0:5n
Go

gb

� �n

exp � Go

gb

� �n	 
	

þ 1� exp � Go

gb

� �n	 
� �
1:5þ 0:5mð Þ



1

Eo

; ðA15Þ

D f0
;l

n o
¼ B3s 0f gEoGo

p
Go

gb

� �m

1� exp � Go

gb

� �n	 
� �	

� 0:5þ KoDo cosech 2KoDoð Þð Þ�Kol

K2
o

: ðA16Þ
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