
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 100, NO. C6, PAGES 10,887-10,904, JUNE 15, 1995 

An observational and numerical study of wind stress variations 
within marginal ice zones 
Peter S. Guest 

Department of Meteorology, Naval Postgraduate School, Monterey, California 

John W. Glendening 
Marine Meteorology Division, Naval Research Laboratory, Monterey, California 

Kenneth L. Davidson 

Department of Meteorology, Naval Postgraduate School, Monterey, California 

Abstract. Published studies of ocean mesoscale processes in marginal ice zones 
(MIZs) using numerical coupled ice-ocean models usually assume that the surface wind 
speed is constant over the model domain and that wind stress variations are simply 
proportional to surface roughness variations. We show that this assumption is not 
realistic in most situations because the surface wind stress is also significantly affected 
by mesoscale pressure variations, by changes in the surface wind vector, and by 
changes in surface layer stability. Two numerical case studies, utilizing detailed surface 
and atmospheric measurements, examine the factors affecting small-scale (<5 km) 
variations in wind stress within MIZs. These case studies and surveyed observational 
and modeling results demonstrate that wind stress fields are qualitatively different from 
the surface roughness fields. A realistic wind stress scenario consists of a maximum 
just inside the ice edge and another maximum in the open ocean. Stress minima occur 
within the pack ice region away from the MIZ and over grease ice, if present. The 
effect of the rougher MIZ ice is counteracted when wind stresses over the open ocean 
are enhanced by large surface heat fluxes over the ocean, by a strong low level 
inversion over the ice, or by a sharp atmospheric front with surface winds paralleling 
the ice edge. Such situations are common in MIZ regions. Some simple methods for 
including first-order atmospheric effects on wind stress variations, which could be 
incorporated into current ice-ocean mesoscale models of MIZ regions, are suggested. 

Introduction 

The transfer of momentum from the atmosphere to the 
surface (wind stress) is one of the most important air-ice-sea 
interactions that occurs in high-latitude marine regions. 
Wind stress transfers momentum directly to sea ice. Wind 
stress also affects upper ocean currents and turbulence, sea 
surface tilt, and physical characteristics of the ice pack, all of 
which are important to ice dynamics. Wind stress can move 
sea ice over warm water, causing rapid melting and destruc- 
tion of the pack ice [e.g., McPhee et al., 1987]. Freezing may 
occur when open water is exposed due to wind-stress- 
induced divergent ice motion, as in latent heat polynyas. 
Wind stress can cause formation of leads or ridging and 
deformation of sea ice. Therefore the validity of any dy- 
namic or thermodynamic sea ice-ocean model depends on 
the validity of the wind stress field used to force the model. 

Air-ice-sea interaction processes are particularly intense 
in marginal ice zones (MIZs), which are the transition 
regions between pack ice and open ocean. The concentra- 
tion, roughness, thickness, floe diameter, temperature, and 
other characteristics of the sea ice in MIZs are highly 
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variable in space and time. This variability results in com- 
plicated air-ice-sea interactions in MIZs. 

Several previous modeling studies of sea ice and upper 
ocean phenomena in MIZs have used wind stress as a crucial 
input parameter. ROed and O'Brien [1983] developed a 
coupled ice-ocean model which predicted upwelling associ- 
ated with wind stress variations. ROed [1983] used an ana- 
lytical model to examine upwelling dynamics as a function of 
stress direction and air-ice, air-water, and ice-water drag 
coeflScient values. ROed [1984] developed a thermodynamic 
model to examine the growth of sea ice in MIZs using 
constant transfer coefficients. Smedstad and ROed [1985] 
demonstrated that wind stress can cause ice edge banding 
and other mesoscale ice variations. Leppiiranta and Hibler 
[1985] modeled the role of ice interactions in MIZ dynamics. 
Hiikkinen [1986a, b] used a coupled ice-ocean model to 
examine upwelling-downwelling dynamics, eddy generation, 
and ice banding as a result of a temporally varying wind 
stress field. Hiikkinen [ 1987] included thermodynamics into a 
dynamical model in order to model ice melting and freezing 
and entrainment into the ocean mixed layer. Smith et al. 
[1988] examined how sea ice in MIZs interacts with previ- 
ously existing ocean eddies for cases with and without wind 
stress. Kantha and Melior [1989a] used a dynamic- 
thermodynamic multilevel ice-ocean model to model the 
Bering Sea MIZ and to examine the sensitivity of density 
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structure, ocean circulations, and the ice edge position to 
changes in various input parameters. Ikeda's [1991] ice- 
ocean model simulated dipole eddies and mesoscale ice 
features such as "hammers" and "arches" by subjecting 
initial ice anomalies to various wind conditions. Hgikkinen et 

al. [1992] modeled deep convection forced by strong winds 
near an ice edge. All these studies assumed that the wind 
speed and direction at the 10-m elevation were constant 
throughout the model domain, i.e., throughout the MIZ, so 
the wind stress magnitude varied only with the surface drag 
coefficient and the wind stress direction was everywhere the 
same. One sea-ice model that did include a variable wind 

forcing was that of Chu [1987], but his analytic approach 
ignored surface roughness changes in the MIZ, so only wind 
speed variations contributed to the surface stress variations. 

In this paper we examine the validity of assuming a 
constant wind vector when estimating wind stress values in 
MIZs. First, the surface momentum transfer will be parti- 
tioned into five basic factors. The relative importance of 
these factors will be examined using previously reported and 
new results from observational and modeling studies of wind 
stress in MIZs. Some generalizations regarding wind stress 
in MIZs will be given. Finally, a method for implementing 
wind stress forcing conditions for use in sea ice and upper 
ocean models will be provided. 

Factors Affecting Wind Stress 

The magnitude of the kinematic surface wind stress, •'sfc/P, 
where rsfc is surface wind stress and p is surface air density, 
can be written as the product of five factors: 

7sfc/P = Gt2op (Gsfc/Gtop) 2 (Ulo/Gsfc) 2 (CD/CDN)CDN (la) 
or 

ß sfc/P = GBWSR (lb) 

These factors are (1) factor G, the squared synoptic geo- 
strophic wind Gt2op, where Gto p represents the synoptic-scale 
or upper level geostrophic wind speed, (2) factor B, a 
baroclinic factor (Gsfc/Gtop) 2, where Gsf• represents the 
surface geostrophic wind speed, i.e., the surface pressure 
gradient, (3) factor W, a wind speed reduction factor (U•o/ 
Gsfc) 2, where U•0 is the wind speed 10 m above the surface, 
(4) factor S, a surface layer stability factor (Co/Co2v), 
where Co is the actual surface drag coefficient and C o2v is 
the neutral surface drag coefficient, both referenced to 10-m 
elevation, and (5) factor R, a surface roughness factor Co2v. 

Directional expressions analogous to the magnitude fac- 
tors G, B, W, and $ can also be formed, as indicated by the 
primes below. (The wind directions here are defined in the 

downwind sense.) Factor G' is GDto p, the upper level or 
synoptic geostrophic wind direction. Factor B' is (GDsfc - 
GDtop), the angular difference between the surface geo- 
strophic wind direction GDs•c and GDtop. Factor W' is 
(UD•o - GDs•c), the difference between the surface wind 
vector UD•o and GDs•c, also called the "turning angle." 
Factor $' is (TDs•c - UD•o), the difference between the 
surface stress direction TD sfc and UD •o, which is nonzero if 
v'w' does not equal 0. The surface stress direction is equal 
to the sum of factors G', B', W', and $'. For simplicity, 
discussion and figures in this paper will consider primarily 
the magnitude of changes in wind stress. However, the 

reader should be aware that the effects of factors B and W 

upon wind stress magnitude are associated with correspond- 
ing effects of factors B' and W' effects upon the wind stress 
direction. For example, a large wind speed reduction effect, 
i.e., a relatively small factor W, is usually associated with a 
large turning angle, i.e., a relatively large factor W'. 

Factor G represents the upper level pressure gradient 
forcing G t2op. Factor G is the most important factor in (1) 
because it can vary by orders of magnitude and the corre- 
sponding factor G' can be any azimuthal direction. In 
observational studies, G to p is usually defined as the geo- 
strophic wind speed at a level just above surface-induced 
thermal or dynamic effects. For atmospheric boundary layer 
(ABL) numerical modeling studies, Gto p equals the pressure 
gradient at the top of the model domain; the new and 
previous numerical studies to be presented in this paper 
assume that this term is horizontally constant throughout the 
model domains. The term "geostrophic wind" in this paper 
refers more precisely to the "gradient wind"; if air parcel 
trajectory curvature is present, a correction to the geo- 
strophic wind should be applied [e.g., Holton, 1972, p. 44]. 

The strong mesoscale (2-200 km) low level temperature 
gradients that occur in MIZ atmospheres allow the assump- 
tion that mesoscale horizontal pressure variations result 
primarily from low level temperature gradients and the 
synoptic-scale (greater .than 200 km) pressure variations 
result from mass distribution in the rest of the atmosphere. 
Therefore the upper level pressure forcing and the synoptic 
scale forcing are essentially the same quantity, and the 
symbol Gto p will refer to either. Direct measurements of 
G to p require aircraft, rawinsondes, or remote sounders that 
can measure the wind vector U above the ABL and capping 
inversion, where winds are quasi-geostrophic. Synoptic- 
scale pressure fields determined from the existing buoy and 
land station network can be used to estimate G top, although 
large errors are possible. However, even when good esti- 
mates of Gto p are available, horizontal wind stress can have 
considerable variability with respect to the geostrophic wind 
vector due to factors B, W, S, and R. These factors will be 
the subject of this study. 

Factor B, the baroclinic effect (Gsfc/Gtop) 2, represents the 
effect of horizontal thermal gradients in the lower atmo- 
sphere on the surface pressure gradient. Pressure variations 
induced by low level mesoscale structure of the atmosphere 
are small, O(1 mbar), compared with synoptic variations but 
can strongly affect the MIZ surface wind because they occur 
over short distances so gradients are large. The baroclinic 
factor can be determined from numerical models because the 

pressure field (or geopotential height) is a prognostic vari- 
able. In two-dimensional models the baroclinic factor affects 

only the along-ice-edge component of the geostrophic wind. 
For observational interpretations, the baroclinic factor 

represents mesoscale pressure variations that cannot be 
resolved from the routine surface pressure analyses. How- 
ever, if the mesoscale low level three-dimensional tempera- 
ture structure can be measured or inferred, then the ba- 
roclinic factor can be determined from the thermal wind 

equation. In the central Arctic, low level mesoscale pressure 
variations usually are insignificant because surface condi- 
tions are generally uniform, although exceptions occur when 
atmospheric fronts are present. In MIZs, however, strong 
baroclinic effects are common owing to horizontal changes 
in ABL temperature and to sloping inversions. This effect is 
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particularly strong if the horizontal temperature variation 
extends through a deep layer. 

Factor W, the wind speed reduction effect (Uio/Gstc) 2, 
represents the relation between the surface geostrophic wind 
speed and the actual surface wind speed U10. A typical 
central Arctic value for neutral conditions is about 0.4, but 
this value can vary by a factor of 3 or more across MIZs. 
Unlike the other factors, this relationship cannot be ex- 
pressed simply, since it depends upon the terms of the 
horizontal momentum equation. The wind speed reduction 
factor is therefore influenced by many significant effects, 
including surface friction, surface heat flux, thermal wind, 
advection, and Coriolis turning. It is beyond the scope of this 
study to analyze all these effects separately. The focus will 
be on how their net effect changes factor W spatially in MIZs 
and on its importance relative to other factors. 

Factor S, the surface layer stability effect Co/CoN, 
represents the effects of virtual temperature flux on wind 
stress in the surface layer. This relationship is described for 
horizontally-homogeneous situations by Monin-Obukhov 
(MO) similarity theory and the Businger-Dyer relationships 
[e.g., Stull, 1988]. Measurements have shown that MO 
theory can also be used to approximate surface fluxes in 
some locations where strict horizontal homogeneity is not 
present, including the MIZ [Guest and Davidson, 1991]. 
Surface layer stability is especially important when surface 
wind speeds are low and vertical temperature gradients are 
large. 

Factor R, the roughness effect, represented by the neutral 
drag coefficient CON, describes the effect of surface rough- 
ness on wind stress. The neutral drag coefficient at a 
reference height of 10 m can be expressed as 

k 

CON = In (10/Z0) (2) 
where k is von Kfirmfin's constant, assumed equal to 0.4, 
and z0 is the roughness parameter. Factor R varies consid- 
erably within MIZs. Values range from an average of 0.7 x 
10 -3 for 100% grease ice coverage to an average of 5.5 x 
10 -3 for rough, compacted, multiyear ice, with occasional 
observations outside this range [Guest and Davidson, 1991]. 

We express wind stress in (1) as the product of five factors 
primarily for illustrative purposes; although four of the 
factors are composed of dimensionless groups of variables, 
(1) is not a similarity theory for wind stress because the 
factors are not all independent. For example, whenever 
factor R (surface roughness) increases, there will be a 
counteracting decrease in factor W (wind speed reduction), 
assuming otherwise constant conditions. 

Wind Stress Measurements in MIZs 

Background 

Previous investigations have studied horizontal wind 
stress variations in an MIZ, but these have not been evalu- 
ated systematically as a group. In this section, wind stress 
and wind speed measurements taken under a variety of 
conditions will be compared. 

We define a coordinate system relative to a linear ice edge 
with x representing distance from the ice edge, with negative 
x used for over-ice locations. Wind direction is defined in the 

upwind sense so that a relative wind direction of 90 ø repre- 

sents on-ice winds (parcels moving at right angles to the ice 
edge from the open ocean to the ice). A wind direction of 
180 ø represents parallel-left winds (the ice is to left and the 
open ocean is to the right when looking downwind). Relative 
wind directions of 270 ø and 360 ø represent off-ice and paral- 
lel-right winds, respectively. 

The product of factors B, W, S, and R equals rsfc/PSt2op. 
This measure of momentum transfer efficiency could be 
called a "synoptic-scale quadratic geostrophic drag coeffi- 
cient," or C a . The average value of C a for three ranges of x 
locations and other information obtained from aircraft and 

modeling studies of wind stress across MIZs are shown in 
Table 1. 

Aircraft Measurements 

Aircraft are ideal platforms for quickly obtaining detailed 
spatial information on atmospheric structure and dynamics. 
However, since the covariance technique to determine wind 
stress usually requires averaging over a path length of at 
least 30 km [e.g., Walter et al., 1984; Fairall and Markson, 
1987; Walter and Overland, 1991], the effect of the smallest 
MIZ mesoscale features on wind stress cannot be resolved. 

Shaw et al. [1991] described the ABL structure and wind 
stress (covariance method) across an MIZ for a case having 
parallel-right winds with a small off-ice component. Their 
aircraft measurements occurred on March 24, 1989, at an 
elevation of 40-45 m over the Barents Sea MIZ near Bear 

Island. In general, the wind stress was highest just inside the 
ice edge and lowest over the pack ice, with intermediate 
values over the open ocean (Figure 1). There was consider- 
able variation between adjacent points (Figure 1, curve 1). 
Shaw et al. reported significant baroclinic effects over the ice 
due to a sloping inversion layer; factor B was equal to 0.17. 
Over open ocean there was also a sloping inversion, but a 
horizontal temperature gradient within the ABL counter- 
acted the baroclinic effect at the surface, resulting in a factor 
B value of 1.00. 

Kellner et al. [1987] found that the wind stress in the 
region just inside the ice edge over was about 40% lower 
than the open ocean (Table 1 and Figure 1, curve 2), based 
on an aircraft flight during slightly off-ice winds in the Fram 
Strait MIZ on July 7, 1984. Although the ABL temperature 
gradient was small (less than 4øC across the MIZ), there was 
a change from stable to unstable conditions across the ice 
edge which apparently had a large influence on wind stress. 
The lack of a wind stress peak where the ice is probably 
roughest, i.e., just inside the ice edge, suggests a relatively 
minor roughness (factor R) effect compared to the combined 
effects of factors B, W, and S. Kellner et al.'s results were 
determined by extrapolating wind stress measurements at an 
elevation of 100 m to the surface; the extrapolation proce- 
dure may have caused errors over the ice, since the stable 
surface conditions could have inhibited mixing within the 
ABL. 

Fairall and Markson [ 1987] measured turbulence and ABL 
structure in the Fram Strait on five low level (15-m elevation) 
aircraft flights during various wind direction regimes in July 
1983 using the inertial dissipation method (Table 1 and 
Figure 1, curves 3-7). The geostrophic winds were not 
known; therefore only the surface layer wind vector is 
indicated in Table 1. The light winds, below 6 m s -• for all 
cases, resulted in quite low wind stress values compared 
with the other studies (Figure 1). The authors report that in 
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Table 1. Summary of MIZ Wind Stress Results 

O-sfc/pGt•op) x 1000 (Mean) 
-100 <x < -30<x< 

Case Reference Gtop (m s -1) GDtop a -30 km 0 km x > 0 km 
Aircraft Measurements 

1 Shaw et al. [1991] b 12.0 345 1.22 1.82 1.37 
2 Kellner et al. [1987] ½ 14.0 345 NA 0.81 1.38 
3 Fairall and Markson [1987] cl 4.4 e 350 e NA NA NA 
4 Fairall and Markson [1987] r 3.5 e 180 e NA NA NA 
5 Fairall and Markson [1987] g 5.8 e 125 e NA NA NA 
6 Fairall and Markson [1987]. h 3.2 e 130 e NA NA NA 
7 Fairall and Markson [1987] • 4.4 e 290 e NA NA N A 

Model Results 

1 Kantha and Melior [1989b] j 13.0 90 0.89 2.00 1.60 
2 Brown [1986] k 10.0 90 0.70 1.85 1.26 
3 Brown [ 1986] k 10.0 270 0.70 2.40 1.26 
4 Kantha and Melior [1989b] l 13.0 270 0.18 1.11 0.87 
5 Bennett and Hunkins [1986] m 13.0 270 0.94 0.87 NA 
6 Glendening [1994] n 5.0 20 1.38 1.62 0.97 
7 Glendening [ 1994] n 5.0 180 0.49 0.40 0.85 

NA, not available. 
aRelative to ice edge orientation. 
bStress measured at 40-m elevation. 
½Legs V and VI of July 7, 1984, flight. Gtop and GDto • based on upper level winds from rawinsonde soundings. 
dFlight 2, July 15, 1983. 
eGto,, was not available, so 15-m wind speed and direction are shown instead. 
fFli•t 4, July 25, 1983. 
gFlight 6, July 27, 1983. 
.hFlight 8, July 29, 1983. 
•.Flight 9, July 30, 1983. 
JThe most realistic case (case 3) is shown. This same case was also simulated by Overland et al. [1983], Reynolds [1984], and Wefelmeier 

and Etling [1991]. The latter three studies gave results similar to those of Kantha and Melior [1989b] and are not shown. 
kIncludes the speculated changes from equilibrium values shown in Figure 21 of Brown [1986]. 
IBased on their case 3 on-ice wind simulation. 
mBased on their "rough" ice case. 
nBased on a 40-km transition region in surface roughness. 

general, the surface layer stability effects (factor S) were 
the same order of magnitude as the surface roughness effects 
(factor R) and that the baroclinic effects produced changes 
that were as large as 6 m s-1, a magnitude comparable to the 
surface winds. Both the Fairall and Markson [1987] and the 
Kellner et al. [1987] studies showed that effects of stability 
and baroclinic and ABL structure on wind stress can be 

substantial during the summer, despite modest horizontal 
surface temperature gradients (less than 5øC across the 
MIZ). 

Surface Platform Measurements 

Buoy and ship measurements cannot provide the spatial 
resolution of aircraft measurements, and direct stress mea- 
surements are difficult. For these reasons we cannot show 

high-resolution wind stress variations such as in Figure 1. 
However, surface platforms do provide relatively long time 
series of wind speed values that can be used to analyze 
variations across MIZs. 

During the Marginal Ice Zone Experiment (MIZEX) and 
Coordinated Eastern Arctic Experiment (CEAREX), hun- 
dreds of surface wind measurements were performed by the 
authors and associates from several ship and ice floe plat- 
forms in various locations and seasons within the MIZ region 
of the East Greenland Sea and Fram Strait regions. By 
calculating the median wind speed in 50-km bins of distance 
from the ice edge, a composite cross section of wind speed in 
the MIZ is constructed (Figure 2). Smaller-scale binning is 

not justified because of uncertainties in exact ice edge 
location, defined here as the 50% concentration isopleth, and 
differences in ice conditions between observations. There is 

a significant trend of increasing wind speed from the ice 
region to the open ocean when all data are considered, 
although there are some statistically significant differences 
between different seasons and wind direction regimes. The 
nonsummer, on-ice wind category has the largest difference 
in median wind speed across the MIZ (a factor of 2.5); this 
category is most favorable for the formation of a shallow 
internal ABL over the ice with consequent reduction in wind 
speed. The composite wind speed variations across the MIZ 
represent changes in wind stress by factors ranging from 2 to 
12, which are comparable to or greater than those due to 
surface roughness variations. 

During a 3-day period, off-ice surface winds were mea- 
sured with ship, buoy, and ice tower platforms along a 
190-km line across an ice edge in the Bering Sea during 
March 1981 [Lindsay and Comiskey, 1982; Reynolds, 1984]. 
The wind speed was 10-350% higher over the open ocean 
(x = 100 km) than over the ice (x = - 90); the average 
increase was 20%. 

Andreas et al. [1984] describe measurements from a ship 
transect across the Antarctic MIZ in October 1981 during 
on-ice wind conditions. The wind speed increased from 8 m 
S -1 to 10 m s -1 from an ice-covered to an open-ocean region 
150 km upwind. 
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Figure 1. MIZ surface wind stress as a function of distance 
from ice edge, based on aircraft measurements. The ice edge 
(x = 0) is defined as the 5% ice concentration isopleth. The 
line numbers represent the seven cases listed in the top 
section of Table 1. 

Guest et al. [1995] describe a 6-day period of remarkably 
constant parallel-right winds in the Fram Strait MIZ during 
March 1989. Several ship transects with rawinsonde profiles 
revealed a large contrast in conditions across the ice edge 
with a 200-m-thick, -20øC ABL over the ice and a 1000-m- 
thick, -4øC ABL over the open ocean. The average wind 
speed varied from 4 m s -• to 12 m s -• between x = - 30 km 
and x = 30 kin, indicating that factor W changed by a factor 
of 9 across the ice edge region. 

The observations cited in this section provide quantitative 
observational evidence that significant systematic variations 
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Figure 2. Median wind speed as a function of distance x 
from the ice edge, for the East Greenland Sea and Fram 
Strait MIZ using data collected by the authors. The symbols 
represent these different cases: off-ice wind, summer (solid 
squares), on-ice wind, summer (solid circles), off-ice wind, 
nonsummer (open squares) and on-ice wind, nonsummer 
(open circles). There are no data available for the on-ice, 
nonsummer category in the bin centered at -125 kin. The 
average standard deviation within each distance bin for each 
category is 4.7 m s -1 , and the average standard error is 0.8 
ms -1 ' 

in wind speed exist in MIZ regions. With the exception of 
some of Fairall and Markson's [1987] light wind cases, the 
average wind speed over ice-covered regions was lower than 
that over open ocean regions. 

Models of Wind Stress in MIZs 

Numerical models of the ABL enable one to make con- 

trolled studies of wind stress variations in MIZ regions. 
Before some new modeling results are presented in the next 
section, some previous studies will be briefly summarized 
(Table 1, bottom section). 

Overland et al. [1983], Reynolds [1984], Kantha and 
Mellor [1989b], and Wefelrneier and Etling [1991] modeled 
off-ice wind cases using the Lindsay and Comiskey [1982] 
observations for initialization and boundary conditions. Vir- 
tually the same results were obtained by these studies; here 
we present the Kantha and Mellor [ 1989b] results (Figure 3, 
curve 1). ACt> of 3.8 x 10 -3 was used for a rough ice region, 
-30 km < x < 0 km, while a Co of 2.0 x 10 -3 was used 
elsewhere. The highest wind stress values occurred in the 
rough ice region, with the lowest values occurring over the 

pack ice and moderate values over the open ocean. Brown 
[1986] modeled an ice edge representative of the Bering Sea 
during off-ice winds and obtained a similar wind stress 
pattern (Table 1 and Figure 3, curve 2). 

Brown [1986] and Kantha and Mellor [1989b] also modeled 
on-ice wind cases (Table 1 and Figure 3, curves 3 and 4, 
respectively). Again, both studies found that the highest 
wind stress occurred just inside the ice edge, the lowest 
values occurred over the pack ice, and intermediate values 
over the open ocean. The Kantha and Mellor [1989b] simu- 
lation produced a very stable and shallow ABL over the ice 
which greatly reduced the wind speed and wind stress (Table 
1). Bennett and Hunkins [1986] modeled the on-ice wind case 
described by Andreas et al. [1984] (see above). Unlike the 
previous cases, the characteristics of the ABL were only 
slightly modified across the MIZ; therefore surface rough- 
ness variations (factor R) were more important to the wind 

ß . 
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Figure 3, MIZ surface wind stress as a function of distance 
from ice edge for the first five modeling studies listed in the 
bottom section of Table ]. 
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stress variations than the wind speed variation (factor W). 
Wind stress increased sharply at the ice edge and did not 
decrease deep within the MIZ like the other model studies. 

The most dramatic variability in ABL structure and asso- 
ciated wind stress effects occurs during periods when sur- 
face winds are parallel to the ice edge. Surface thermal fronts 
and discontinuities in ABL depth often occur during parallel 
wind situations. These features are associated with large 
variations in wind speed and direction over small horizontal 
distances. Glendening [1994] modeled the effect of wind 
direction relative to an ice edge. Across the ice edge, from 
ice to open ocean, his surface temperature increased by 4øC, 
and factor R (surface roughness) decreased by a factor of 3. 
Strong ABL frontal structures, with large vertical velocities, 
occurred near the ice edge for relative geostrophic wind 
directions near 25 ø and near 175 ø , the latter being slightly 
weaker. The frontal characteristics were sensitive to small 

changes in the wind direction for these near-parallel wind 
cases. For other wind directions the frontal features were 

advected away from the edge, and sharp thermal gradients 
could not be maintained at the ice edge. Kantha and Mellor's 
[ 1989b] numerical model also produced a sharp surface front 
for winds nearly parallel to the ice edge. 

Glendening [1994] analyzed MIZ variations of similar 
surface stress factors for two sharp frontal cases, having 
oppositely directed geostrophic winds with surface winds 
nearly paralleling the ice edge (Table 1). The weak geo- 
strophic forcing (Gto p = 5 m s -1) created wind stress 
magnitudes that were too low to show in Figure 3. Overall, 
the effects on wind stress of surface wind speed variations 
(product of factors B and W) was comparable to the surface 
roughness effect (factor R). For parallel-right surface winds 
the wind speed variations more than counteracted the 
change in roughness near the ice edge. For parallel-left 
winds the wind speed had three maximums, one near the ice 
edge, one over the pack ice, and another in the open ocean. 
This produced wind stress curl reversals near the edge and 
approximately equal wind stress over the interior pack ice 
and open ocean regions. Variations of the surface stability 
effect (factor $) were comparable to those of the roughness 
factor for parallel-right winds but were relatively minor for 
parallel-left winds. 

Such frontal structures are especially important to wind 
stress variations for two general reasons. First, the ba- 
roclinic effect (factor B) is strongest within a frontal region 
with large temperature gradients. The effect can either 
decrease or increase the surface wind depending on the 
orientation between the vertically integrated thermal gradi- 
ent vector and the geostrophic wind vector. Second, the 
surface front is often the transition region between the 
relatively low wind speed regime associated with shallow 
central Arctic ABLs and the relatively high wind speed 
regime associated with deep marine ABLs. This difference, 
resulting from the low level inversion over the pack ice, 
gives a large speed reduction effect (factor W). 

Case Study Modeling 
Background 

Mesoscale (2-200 km) variations in factors B, W, S, and 
R and the resulting wind stress fields will be analyzed in 
detail for two case studies by incorporating surface and 
upper level meteorological measurements into a two- 

dimensional numerical model of the MIZ ABL. Although 
each case study represents a unique situation, many of the 
results will be applicable to understanding MIZ wind stress 
variations in general. 

These case studies differ from previously published MIZ 
ABL studies in that they are designed specifically to analyze 
the relative effect of factors B, W, $, and R on wind stress. 
This study also includes a more detailed treatment of surface 
forcing conditions (temperature and roughness) than did 
previous studies. 

Resolution of the small-scale variations in atmospheric 
forcing input into ice-ocean models is important because 
wind stress variations at these small scales may generate 
mesoscale ocean features. For example, Johannessen et al. 
[ 1985] report values of the internal Rossby deformation radii 
of the upper ocean of 3-5 km and ocean eddy radii of 5-15 
km in the Fram Strait MIZ; these values are smaller than 
those for most other ocean regions. 

ABL Model Description 

The two-dimensional hydrostatic model uses a turbulent 
kinetic energy (TKE) equation to predict turbulence and 
mixing and employs a finite-element technique to better 
resolve ABL gradients. MO similarity scaling is employed 
for the surface layer. The horizontal resolution varies from 3 
km near the ice edge to several tens of kilometers near the 
lateral boundaries. The model does not contain moisture, 
cloud physics, or radiation physics, but radiation effects on 
the surface temperature are included in the surface boundary 
condition formulation. The model is run for a 24-hour 

simulation, by which time a quasi-steady state is reached. 
For details on the ABL model, see Glendening [1994]. 

Surface Model Description 

Surface roughness. Surface roughness and heat flux are 
crucial parameters that need to be accurately specified to 
produce realistic wind stress fields in MIZs. The key param- 
eters for determining the surface fluxes of momentum and 
heat are wind speed U•0, air temperature Tair, roughness 
length z0, temperature roughness length Zot, and surface 
temperature, Tsfc. The ABL model provides the value of U•0 
and Tai r at a reference level (10 m) within the surface layer. 
The surface temperature Tsf c is defined as the temperature at 
the atmosphere-ice or atmosphere-water interface. The 
methods for determining the three parameters z0, Zot, and 
Tsfc are now described. 

The surface roughness is determined by first identifying 
the types and concentrations of ice present in a grid point 
area and then determining the roughness corresponding to 
those ice conditions. Synthetic aperture radar (SAR) pro- 
vides high-resolution images of radar backscatter which can 
be used to identify ice type. 

For the first case study, ice types were classified based on 
mosaics of SAR images produced by R. Shuchman and 
associates at the Environmental Research Institute of Mich- 

igan as part of the 1987 Marginal Ice Zone MIZ Experiment 
(MIZEX-87). The authors gained experience at identifying 
ice types from the SAR images by comparing the SAR 
images of the area around research ships with the ice 
characteristics as observed from the ships for several differ- 
ent periods during MIZEX-87 and other Arctic programs. 
Once the ice type had been classified, it was assigned a z0 
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value based on Guest and Davidson's [1991] results of ice 
type versus z0. 

Surface heat flux. The surface heat flux parameterization 
depends upon the temperature roughness scale Zot, and the 
surface temperature Tsfc. The method suggested by Andreas 
[1987] is used to determine the temperature roughness scale, 
Zot, based on the value of z0 and a roughness Reynolds 
number. The turbulent heat flux calculations assume that the 

temperature at Zot m above the surface interface is equal to 
the surface temperature Tsfc. 

The numerical ABL studies models previously discussed 
either fixed Tsfc or assumed heat flux over ice to be zero. To 
determine the sensible heat flux more realistically over sea 
ice, Tsfc is determined at each time step by using a linearized 
analytical formula that includes the effects of atmospheric 
radiational, turbulent heat fluxes, and conductive heat flux 
through the ice [Guest and Davidson, 1992], similar to the 
methods used by Parkinson and Washington [1979] and 
Maykut [1982]. Over the open ocean, Tsfc is specified based 
on observations and does not change with time. 

Case Study 1: ABL Front Near Ice Edge 
Measurements 

The first case study demonstrates the effects of an atmo- 
spheric ice edge front on the wind stress vector. The model 
simulates conditions on April 1, 1987 (all times are UT), in 
the Fram Strait MIZ during the MIZEX-87 project (Figure 
4). The R/V Polar Circle and R/V Haakon Mosby are located 
inside and outside, respectively, a compact ice edge which is 
approximately linear for 200 km upwind. (For the case 
studies the ice edge is defined as the 50% ice concentration 
isopleth.) Standard surface and upper air meteorological 

Figure 4. Map of case study 1 simulation showing location 
of R/V Polar Circle (circle), R/V Haakon Mosby (square) 
and ice edge (solid line) for 1800 April 1, 1987. The thick 
dashed line represents an air parcel trajectory above the 
boundary layer (ENE to WSW downwind). The model 
domain represents a section at right angles to the ice edge in 
the region between 78øN and 80øN. 
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Figure 5. Profiles of potential temperature for the R/V 
Polar Circle (dashed line) and R/V Haakon Mosby (solid 
line) at 1655 and 1745 UT, respectively, on April 1, 1987. 
Locations are shown in Figure 4. 

measurements, surface radiation measurements, wind stress 
measurements, surface characteristics observations, and 
cloud observations were taken on both ships. The wind at 
the Polar Circle location is backed approximately 40 ø from 
the Haakon Mosby winds. Mesoscale pressure fields cannot 
be determined directly, but the analyzed synoptic geo- 
strophic wind is from an ENE direction, or 35 ø relative. 
Similar winds above the ABL at both ships (not shown) 
support the evident lack of strong variations in the back- 
ground pressure gradient. 

The air in the lower 2 km of the atmosphere in the vicinity 
of the ships was originally part of a cold Arctic air mass 
located north and east of Svalbard. As the air moves over the 

open ocean west of Svalbard, large surface heat fluxes 
deepen the mixed layer to 825 m at the Haakon Mosby 
(Figure 5). The mixed layer is relatively cold at -5.0øC, 
compared with the warm surface temperature of-1.7øC, 
indicating that the ABL is unstable and still deepening at the 
Haakon Mosby. The potential temperature profile at the 
Polar Circle location is nearly identical to that at the Haakon 
Mosby, except for a 200-m-deep cold layer at the surface, 
created by contact with the ice. Above the shallow ABL 
over the ice, and everywhere over the ocean, the wind 
direction is 35 ø relative, indicating an on-ice component. But 
in the cold over-ice ABL layer, the wind direction is 340 ø 
relative, indicating a small off-ice component. These condi- 
tions persist from 0000 to 1800 on April 1, approximating a 
steady state condition. 

The entire region is covered by a low stratocumulus deck 
capped by the marine inversion, i.e., the upper inversion 
over the ice. Some broken midlevel (2000-5000 m) cloud 
layers are present at the Haakon Mosby location. 

Wind stress at the ships was periodically measured on 
April 1 with hot film anemometers using the turbulent kinetic 
energy method [Guest and Davidson, 1987, 1991]. Wind 
stress measurements at the Polar Circle indicate that the 

average value of the 10-m neutral drag coefficient Co2v, is 4.2 
x 10 -3. At the Haakon Mosby the average neutral drag 
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Table 2. Surface Conditions for Case Study 1 

Surface Type x, km CDN X 1000 

Pack ice <- 100 2.2 
Inner MIZ - 100 to - 12 2.2-4.0 

Compact outer MIZ -12 to -1 4.1-4.3 
Compact brash/rubble -1 to 0 5.6 
Ice edge 0 
Grease/pancakes 0 to 10 1.4-0.9 
Open/grease 10 to 160 0.8-1.8 
Open > 160 1.8 

coefficient is 0.9 x 10 -3, considerably less than a typical 
open ocean value of 1.2 x 10 -3 [Smith, 1988] or a Greenland 
Sea ice-free value of 1.8 x 10 -3 [Guest and Davidson, 1991]. 
This low C z•v is due to the presence of grease ice, which 
reduces surface aerodynamic roughness by damping capil- 
lary and gravity waves. This grease ice effect was measured 
several times during MIZEX-87. During the case study 
period, winds on April 1 and previous days had moved the 
ice edge to the northwest, toward the ice interior. The ice 
movement left behind surface water with a temperature of 
-1.7øC, extending about 100 km from the 1700 April 1 ice 
edge location. When exposed to the Arctic air mass and 
moderate wind speeds, this cold water formed grease ice 
with a surface area coverage of greater than 80% from the 
Haakon Mosby to the ice edge. The effects of grease ice are 
included in our case study simulation. 

Model Initialization and Boundary Conditions 

Domain. The model represents a vertical slice perpen- 
dicular to the ice edge (xz plane). An upper level geostrophic 
wind G to p of 9 m s -• is assumed at all grid points with a 
direction of 35 ø relative. The initial temperature profile 
above 1000 m is set to the Haakon Mosby values. Below 
1000 m the initial potential temperature linearly decreases to 
-19.1øC at the surface, representing the Arctic air mass 
located north of Svalbard. The model domain, from left to 
right, includes a 205-km region of pack ice and MIZ repre- 
senting the ice region east of Greenland, a 230-km stretch of 
open water representing the ice-free region west of Svalbard, 
and a 130-km ice region on the right representing the ice area 
north of Svalbard (Figure 4). The model surface conditions 
are based on conditions along the upwind trajectory shown 
in Figure 4, rather than exactly perpendicular to the ice edge. 
The right side ice edge and ice region are included in the 
domain to produce the unstable surface conditions observed 
at the Haakon Mosby location. Because the area where x is 
greater than 230 km is not part of the area of interest, it will 
not be discussed further. 

lee conditions. Ice types and concentrations are esti- 
mated from the SAR images and ship observations along a 
transect perpendicular to the ice edge, which is defined as 
the $0% ice concentration isopleth. The different surface 
regions and their Cz)•v values are summarized in Table 2 and 
Figure 6. A wide inner MIZ represents the transition be- 
tween undeformed pack ice and a relatively narrow outer 
MIZ representing swell-affected broken floes. The large 
roughness created by a thin strip of rubble along the compact 
ice edge contrasts greatly with the adjacent open ocean 
damped by grease ice. Farther off-ice, grease ice concentra- 

tions gradually decrease so the roughness increases to open 
ocean values. 

Surface temperature. The surface temperature Tsf½ is a 
predicted variable, based upon a surface energy balance. 
Our method requires specification of downward longwave 
radiation, net shortwave radiation, turbulent fluxes, an ef- 
fective conductivity, and an internal ice temperature. The 
ice is compacted within the ice edge, so little heat comes 
from leads. The downward longwave radiation QLDow• 
measured at the Polar Circle location is 259 W m -2. The 
average net shortwave radiation Q s•ET measured is 7 W 
m -2. Farther into the ice the cloud bottoms are colder, and 
QLDow• is estimated to be 253 W m -•. The snow and ice 
densities, thicknesses, and salinity required to estimate 
conductive heat flux are based on a few direct measurements 

by scientists aboard the Polar Circle and observations from 
the bridge. An important factor is the presence of a 2-cm 
layer of insulating dry new snow in the MIZ. Based on a time 
period of 24 hours and the thermal diffusivity of the snow-ice 
surface, an effective depth dee is defined for each x location 
[Guest and Davidson, 1992]. The effective depth represents 
the deepest location within the snow or ice which has a 
thermal influence on the surface. For snow or ice thinner 

than def t the surface is influenced by the ocean temperature 
of -1.7øC. For thicker snow or ice the temperature at def t is 
specified as calculated from a multilevel snow-ice thermo- 
dynamic model [Guest, 1992]. The resulting surface temper- 
ature field (Figure 6) is dominated by radiation over the 
interior ice and most of the MIZ. Only within 3 km of the 
edge, where new snow is moist or washed away, does 
conduction become more important than radiation in deter- 
mining surface temperature. Note that in the region between 
x = -15 km and x = -5 the surface temperature is 
relatively low while the roughness is relatively high (Figure 
6). This will be shown to have important implications for the 
resulting wind stress field. In the grease ice and open ocean 
regions, surface temperature is -1.7øC, constant with time. 
The sensible heat flux was small and downward over the ice 

and moderately upward over the open ocean (Figure 6). 

Results 

Temperature structure. The model produces an inver- 
sion based at a height of approximately 1000 m over the open 
ocean with a low level inversion creating a shallow ABL 
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Figure 6. Surface boundary conditions for case study 1. 
The average surface temperature (dotted line) and heat flux 
(dashed line) at the end of the model run and the neutral drag 
coefficient Cz•N (solid line) throughout the run are shown as 
a function of distance from the ice edge, x. 
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Figure 7. Isotherms of potential air temperature generated by the model simulation for case study 1 in 
increments of 0.5øC, with every fifth isotherm solid. The solid thick line represents the top of the ABL, 
defined as the location where the turbulent kinetic energy is 20% of its maximum value. The surface air 
temperature over the ice at x = -50 km is -9øC. 

over the ice (Figure 7). This corresponds to the observed 
conditions at the location of the Polar Circle (x = - 15 km) 
and the Haakon Mosby (x = 100 km). The wind vector 
below the low inversion over the ice has a small off-ice 

(positive x) component, while everywhere else the compo- 
nent is on-ice (not shown). This off-ice wind component over 
the ice prevented warm advection from destroying the 
shallow cold wedge at the surface. The converging low level 
air maintains a stationary frontal zone just iceward of the ice 
edge. 

Wind stress. The dominant total wind stress feature is a 

positive spike just inside the ice edge (Figure 8). The pack 
ice •x values indicate a small off-ice forcing, whereas the 
open ocean forcing is on-ice. Gradients of •y, O•-y/Ox, 
generate vertical motions in the upper ocean [e.g., Pond and 
Pickard, 1983]. A large O•-y/Ox occurs at the ice edge, 
associated with the roughness change, but an equally large 
O•-y/Ox of opposite sign occurs just iceward of the edge due 
to a change in wind speed, as in Glendening's [1994] model. 
Note that the region of high wind stress (Figure 8) is 
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Figure 8. Model-predicted wind stress magnitude (solid line), negative x component of wind stress 
(dashed line) and negative y component (dotted line) for case study 1. The lower solid line indicates the 
zero value. Wind stress units are newtons per square meter. 
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Figure 9. Model-predicted surface wind speed U]0 (solid line) and relative surface wind direction WD, 
(dashed) for case study 1. The upper level geostrophic wind speed is 9 m s -] magnitude at 35 ø relative 
direction. 

narrower than the region of largest aerodynamic roughness 
(Figure 6). This occurs because the wind speed increases 
from 4.5ms -•forx = -7kmto8.7ms -•forx = 8km 
(Figure 9). The wind direction veers 50 ø across this region 
(Figure 9). The combined surface roughness and wind speed 
variations produce a wind stress curl reversal near the ice 
edge. Such a curl reversal could produce parallel bands of 
upwelling and downwelling in the ocean. 

Factors Affecting Wind Stress 

In this section we examine the role of factors B, W, S, and 
R in controlling wind stress variations for case study 1. The 
wind speed and direction changes noted above result from 
variations in factor B and factor W. The baroclinic effect 

(factor B) is relatively small because the strong changes in 
horizontal temperature differences over the ice are contained 
within a very shallow layer near the surface. Over the open 
ocean the ABL is deeper, but the temperature gradient is not 
large enough to make factor B significant. 

In contrast, the wind speed reduction effect (factor W) 
increases by a factor of 4 across the ice edge. Far from the 
ice edge, factor W shows little variation. The rougher ice and 
small negative heat flux at the surface (5-10 W m-2; see 
Figure 6) contribute to the small factor W over the ice. 
However, the primary influence is the presence of a shallow 
internal ABL. The internal ABL results from the contrast in 

temperature above the surface inversion, as maintained by 
advection of warm marine air, and the cold surface, as 
maintained primarily by radiational cooling. Downward tur- 
bulent heat flux into the surface initially create the internal 
ABL, but once formed, the internal ABL front continues to 
affect the wind stress even when the surface fluxes become 

small. The thermodynamics governing the interior ice ABL 
in this case study is analogous to the overall situation in the 
central Arctic, where warm advection above the ABL and 

more efficient radiational cooling of the surface than the air 
impose a stable thermal structure on the lower atmosphere 
[Overland and Guest, 1991]; this imposed background sta- 
bility is often more important to wind stress than is the 
stability associated with surface heat fluxes [Overland, 1985; 
Overland and Davidson, 1992]. 

Although horizontal surface temperature gradients are 
large over the ice, heat fluxes are small because the surface 
wind is nearly parallel to the surface temperature gradients, 
the ABL is shallow, and the surface is well insulated by new 
snow. Therefore there is little effect of surface layer stability 
(factor $) upon wind stress (Figure 10). Over the ocean the 
surface temperature is constant (-1.7øC), but moderate 
upward surface fluxes (80 W m -2) result from the recent 
over-ice history of the air parcels (Figure 4), and the rela- 
tively deep ABL prevents the air temperature from adjusting 
completely to the surface at the open ocean locations. These 
upward heat fluxes cause relatively little factor S enhance- 
ment of wind stress over the open ocean regions, the largest 
gradient occurring just inside the ice edge, where the surface 
temperature gradient is largest. 

As discussed previously, large variations in surface rough- 
ness (factor R) occur in the MIZ region (Table 2; Figures 6 
and 10). While the maximum variation of factor R is an order 
of magnitude greater than factor B or factor S effects, the 
factor R effects are of the same order as the factor W effects. 

Thus it would be incorrect to assume that the wind stress is 

proportional to factor R, even for small horizontal distances. 
Near the ice edge (-1 km < x < 8 km), for example, the 
roughness effect decreases by a factor of 7 but the wind 
stress decreases by only a factor of 2.7. In the outer MIZ 
(-12 km < x < -1 km), roughness does not change 
significantly, but the wind stress changes by a factor of 2 
owing to a reduction in wind speed. In the inner MIZ (-100 
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Figure 10. Model-predicted wind stress and factors B, W, S, and R for case study 1. The x scale is 
compressed by a factor of 3 for x < -50 km and x > 50 km. 

km < x < -11 km) the roughness decreases, but the wind 
stress remains constant because the wind speed increases. 

Which Creates the ABL Front: Surface Temperature 
or Roughness Gradients? 

As a separate experiment the model is run with surface 
roughness constant (CDN equals 1.5 x 10 -3) over the 
domain (results not shown). The resulting profiles of wind 
vector and temperature are qualitatively similar to the real- 
istic case. An internal ABL again forms over the ice and the 
wind vector increases in magnitude and direction across the 
frontal region. This experiment indicates that for this case, 
the change of surface temperature is the dominant feature 
controlling the overall thermal and dynamic structure of the 
lower atmosphere across the MIZ. This does not mean that 
roughness is not important to wind stress; the wind stress in 
the constant roughness case is quite different from the 
realistic case. For example, the wind stress in the rough 
brash zone at the ice edge was a factor of 3 less for the 
constant roughness case than for the realistic roughness 
case. However, this case does demonstrate that the large 
changes in wind speed, associated with the change from the 
shallow ABL over the ice to the deep marine ABL, result 
primarily from temperature gradients, not from roughness 
gradients. 

Summary of Case Study 1 

For this case, surface roughness variations across the ice 
edge region (varying by a factor of 7) are greater than they 
are in previously referenced studies of MIZs. The minimum 
roughness occurs just seaward of the ice edge, where grease 
ice concentrations are highest. The maximum roughness 
occurs in a narrow (1 km) band of very rough rubble ice just 
inside the ice edge. Iceward of the narrow band of very 
rough ice, a 10-km-wide outer MIZ of rough, compact ice is 
about 5 times rougher than the grease ice region. 

The low level air mass contrast resulting from converging 
surface winds nearly parallel to the ice edge creates a sharp, 
stationary ABL front just inside the ice edge. Changes in 

surface wind speed and direction across the ABL front 
greatly affect the wind stress field. The difference between 
the maximum and minimum wind stresses is a factor of 2.7, 
much less than the relative change in the roughness factor, 
as a result of compensating wind speed changes. The region 
of enhanced wind stress is concentrated in a region narrower 
than the region of rough MIZ ice, primarily owing to the 
presence of the ABL front. A significant wind stress curl 
reversal occurs near the ice edge. If grease ice had not been 
present, the wind stress over the ocean would have been 
about 50% higher and the relative importance of roughness 
variations would have been even smaller. Wind speed 
changes result primarily from surface thermal differences, 
not from surface roughness changes. 

Case Study 2: Moderate Off-Ice Winds 
Measurements 

During off-ice wind conditions, sharp ABL fronts will not 
persist over an ice edge as occurs for case study 1. However, 
changes in ABL structure and surface heat fluxes across an 
MIZ still significantly affect the wind stress, as will be shown 
in the following case study. 

The model simulates conditions on April 18, 1989 in the 
Fram Strait near the NW coast of Svalbard (Figure 11). 
During the CEAREX project, surface and upper air param- 
eters are measured at the "O" camp and R/V Polarbjoern 
locations [Lackmann et al., 1989; Guest and Davidson, 
1989]. During the period 2300 April 17 to 0600 April 19, the 
Polarbjoern makes several transects within the MIZ region. 
Five upper air soundings are obtained at relative locations 
between x = -5 km and x = 30 km (Figure 12). 

During this period the synoptic-scale geostrophic wind 
direction, GDtop, remains approximately constant from the 
north, or 315 ø relative to the SW-NE oriented ice edge. The 
magnitude of Gto p gradually decreases from about 8.5 m s- 1 
to 5.5 ms -1. 

The first and last temperature profiles (represented by 
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Figure 11. Map of case study 2 simulation showing the 
locations of R/V Polarbjoern during five rawinsonde sound- 
ings, numbered chronologically. The thick dashed line rep- 
resents an air parcel trajectory above the boundary layer 
(north to south downwind). The model domain represents a 
section at right angles to the ice edge in the vicinity of the 
rawinsonde soundings. 

solid and dotted lines in Figure 12), taken in roughly the 
same location, have a similar temperature structure despite 
the temporal separation of 31 hours and the decrease in Gtop, 
so the xz cross section of potential temperature assumes 
thermal quasi-stationarity. The lower atmospheric structure 
at the "O" camp (x = -120 km) at 2309 UT, April 18, is 
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Figure 12. Profiles of potential temperature from the R/V 
Polarbjoern at times 2240 UT, April 17 (solid line); 0637 UT, 
April 18 (short-dashed line); 1029 UT, April 18 (long-dashed 
line); 2316 UT, April 18 (short- and long-dashed line); and 
0621 UT, April 19, 1989 (dotted line). The relative locations 
x of these soundings are 6 km, 30 kin, 23 kin, -5 kin, and 5 
kin. The absolute locations are shown in Figure 11. 

characterized by a surface-based inversion extending to 
200-m elevation, a slightly stable layer between 200 and 700 
m, and another inversion layer between 700 and 900 m 
elevation (not shown). The temperature structure at the 
Polarbjoern location at x = -5 km at 2316 UT, April 18 is 
almost identical to the "O" camp sounding, except for the 
presence of a 170-m-thick well-mixed layer at the surface. 
The air mass over the MIZ at this time has previously been 
over an open ocean region south of Svalbard before moving 
to the north, moving cyclonically around the archipelago, 
then over the ice north of the Polarbjoern location, and 
finally moving south toward the MIZ (Figure 11). An upper 
level inversion is associated with a stratus cloud layer 
marking the top of the previous open ocean marine boundary 
layer. A new cold ABL forms in the lower 200 m as the air 
mass travels over ice and snow covered regions north and 
east of the MIZ region. This air mass is in approximate 
thermodynamic and dynamic equilibrium; surface turbulent 
fluxes are therefore small, and the temperature structure 
shows little horizontal variation in the region' 120 < x < 
--5. 

Over the open ocean, however, dramatic changes in the 
ABL structure occur. The depth of the low level mixed 
layer, h, rises from 170 m to 700 m between x = -5 km and 
x = 30 km and the ABL potential temperature increases 
from - 17.0øC to - 10.5øC. 

Model Initialization and Boundary Conditions 

Domain. As for case study 1, the model represents a 
vertical slice perpendicular to the ice edge. Gto p is kept 
constant at 6 m s -• at a direction of 315 ø relative to the ice 
edge, matching the estimated forcing at 2300 UT, April 18. 
The potential temperature profile from the 2316 UT, April 
18, rawinsonde sounding, at x = -5, specifies the initial, 
upwind, conditions for the model. This initial stratification 
profile represents the air mass between the MIZ and the "O" 
camp location. 

Ice conditions. The surface roughness parameters z0 and 
Zot and the surface temperature To are specified as before, 
except satellite visible images replace aircraft SAR images. 
Ice type and concentrations are estimated using advanced 
very high resolution radiometer (AVHRR) channel 2 data 
downloaded by the Norwegian Meteorological Institute in 
TromsO and processed by R. Fett and associates at Naval 
Research Laboratory, Monterey, California. Although some 
cloudiness exists over the MIZ, a variable-concentration ice 
edge region, a small-floe inner MIZ region, and a large-floe 
pack ice region are distinguished on the 0919 UT April 19, 
AVHRR image. (On April 18 the entire MIZ is obscured by 
clouds.) This image and observations on board the Polarb- 

Table 3. Surface Conditions for Case Study 2 

Ice 

Surface Type x, km Concentration, % Co•v x 1000 

Pack ice <- 100 >98 2.0-2.2 
Inner MIZ -100 to -20 98 2.2-3.4 
Outer MIZ -20 to - 10 98-50 3.4-2.7 

Diffuse ice edge -10 to 5 50-0 2.7-2.0 
region 

Open >5 0 2.0-1.5 

Unlike case study 1 (Table 2), there is no distinct ice edge; hence 
the extra column for ice concentration. 
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Figure 13. Surface boundary conditions for case study 2. 
The area-weighted average surface temperature (dotted line) 
and heat flux (dashed line) at the end of the model run and 
the neutral drag coetficient C olv (solid line) throughout the 
run are shown as a function of distance from the ice edge, x. 

joern determine the location of the ice edge and the bound- 
ary between the MIZ and the pack ice. An earlier image 
during very clear conditions at 0919, April 10, provides more 
detailed spatial information on the types and concentrations 
of sea ice which likely exist during the model period a week 
later. 

The resulting surface types and CDev estimates are given in 
Table 3 and Figure 13. The inner MIZ transitions between 
the relatively smooth compact pack ice and the rough, 
swell-affected, outer MIZ. CDev is highest at high concentra- 
tions of rough ice. Unlike the previous case study, the ice 
edge is somewhat diffuse, so C•9•v is lower at the ice edge 
than further into the ice. Grease ice is not observed, the 
ocean being too warm near the ice edge. 

Surface temperature. The surface temperature Tsfc is 
again computed from net radiation, ice-snow thickness and 
conductivity, and turbulent fluxes (Figure 13). The down- 
ward longwave radiation, controlled by the stratus clouds, is 
assumed to be 240 W m -2 at all locations. Snow-ice thick- 
ness and conductivity specification are subjectively deter- 

mined on the basis of ship observations, satellite images, and 
previous studies such as that of Wettlaufer [1991]. The 
internal ice temperature at the effective depth is -16øC over 
the pack ice and increases rapidly to - 1.7øC in the inner MIZ 
(not shown). From the ice edge to x = 230 km, the ocean 
temperature increases from -1.7øC to 1.4øC. In regions with 
both ice and water, separate surface temperatures and heat 
fluxes are calculated for each surface, and an area-weighted 
average heat flux is determined for each surface grid point. 

Results 

Temperature structure. The model potential temperature 
field closely matches the observations (Figure 14). The air 
parcels have an off-ice component (left to fight), advecting 
cold Arctic air over the warm ocean. The surface sensible 

heat flux is small over the ice and increases rapidly over the 
open water (Figure 13). 

Wind stress. The maximum wind stress occurs just sea- 
ward of the ice edge, and unlike case study 1, the wind stress 
remains relatively high over the open ocean, being at least 
2.5 times higher than the pack ice values (Figure 15). This is 
caused by a much greater wind speed over the open ocean 
compared with the pack ice (Figure 16). Due to the relatively 
constant wind direction (Figure 16), variations in •x and •y 
are similar (Figure 15). 

Factors Affecting Wind Stress 

For this case, factors B, W, $, and R all have a significant 
effect on the wind stress field (Figure 17). The factor B and 
$ variations closely follow the surface heat flux variations, 
since the latter are largely responsible for both the horizontal 
temperature variations and the surface layer stability. 

Variations in the wind speed reduction (factor W) are also 
similar to the surface heat flux variations but more pro- 
nounced than those for factors B or S (Figure 17). Values 
greater than unity indicate supergeostrophic wind velocities 
at an elevation of 10 m. These supergeostrophic wind 
velocities are caused, in part, by the acceleration of air 
parcels toward the low-pressure areas created by warming 

500 

X (kin) 

Figure 14. Isotherms of potential air temperature generated by the model simulation for case study 2. 
The solid thick line represents the top of the ABL, defined as in Figure 7. 
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Figure 15. Model-predicted wind stress magnitude (solid line), negative x component of wind stress 
(dashed line) and negative y component (dotted line) for case study 2. Wind stress units are newtons per 
square meter. 

over the ocean. This "ice breeze" addition to the wind 

vector is imbedded within the larger-magnitude background 
flow. Other factors contributing to the supergeostrophic 
winds over the open ocean are a lower surface roughness, a 
deeper and more unstable ABL, and nonlinear advection of 
momentum. 

The surface roughness effect (factor R) is prescribed 
(Table 3; Figures 13 and 17). This effect dominates the wind 
stress field over the pack ice and the inner MIZ, where the 
surface heat flux is small. The maximum roughness effect 
occurs in the region of deformed and compact ice between 
the inner and outer MIZ, near x = -20 km. Between x = 
-20 km and x = 5 km, the roughness decreases to 60% of 
the maximum value, but the combination of factors B, W, 
and S more than counteracts this decrease, so the wind 
stress gradient increases. Over the open ocean, factor R 
variations are small and not important to wind stress varia- 
tions. 

Summary of Case Study 2 

For this case study, the off-ice wind stress magnitude 
increases downwind across the ice edge, unlike the off-ice 
studies referenced previously [Overland et al., 1983; Rey- 
nolds, 1984; Kantha and Mellor, 1989b; Wefelrneier and 
Etling, 1991], which experienced higher wind speeds (Gto p -- 
13 m s -]) than our case (Gto p equals 6 m s-I). At lower wind 
speeds, factors B, W, and S increase in importance relative 
to factor R effects. The lower wind speeds during our study 
are more typical of average conditions in the Fram Strait 
MIZ region, where wind speeds of 10 m s -] or greater occur 
less than 10% of the time, according to our observations. 
The zone of roughness change is relatively diffuse, compared 
with case study 1, and the stress gradients are smaller. 

The ratio of minimum to maximum values of factors B, W, 
S, and R are 1.35, 2.6, 1.3, and 2.3, respectively, indicating 

that factor W and factor R effects are the most important 
overall determinate of wind stress variations for case study 
2, as they were for case 1. Factors B and S are correlated 
with each other, and with factor W, so that the combined 
effect of factors B, W, and S dominates the wind stress field 
in the ice edge region. These factors shift the position of 
maximum surface stress away from the position of maximum 
surface roughness. 

A Simple Procedure for Specifying 
Wind Stress Within MIZs 

Detailed understanding of the physics related to wind 
stress in MIZs requires the use of numerical ABL models. 
However, often a simpler approach is more practical. For 
example, theoretical studies of mesoscale oceanographic 
processes in MIZs may require a realistic wind stress field as 
an upper boundary condition. One approach is the use of 
Rossby number similarity theory [e.g., Stull, 1988; Grant 
and Whiteford, 1987], which assumes that the turning angle 
and wind stress are a function of surface layer stability, as 
parameterized by the Obukhov length scale L. Brown [ 1990] 
added further similarity functions to account for thermal 
wind and secondary circulations and applied the resulting 
model to MIZs. Brown's wind stress results were signifi- 
cantly closer to observations than were wind stress esti- 
mates based on constant surface wind speeds. 

However, determining the Obukhov length scale L from 
the available observational data sets is often inaccurate as a 

result of uncertainties in the surface buoyancy flux. Another 
problem is that observations from sea ice regions show that 
the "external" stability, as represented by the overall static 
stability in the lower atmosphere, is also important to the 
surface wind stress vector, particularly when the ABL is 
shallow, which is common over sea ice [Overland and 
Davidson, 1992]. 
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Figure 16. Model-predicted results of surface wind speed U10 (solid line) and relative surface wind 
direction WD (dashed line) for case study 2. The upper level geostrophic wind vector is 6 m s- 1 magnitude 
at 315 ø relative direction. 

A parameter which is influenced by external stability, 
surface layer stability and secondary circulations is the 
depth of the ABL, h. By using h, instead of L, as an ABL 
length scale, these effects are implicitly included. The fol- 
lowing paragraphs describe a procedure which can be used 
to specify wind stress values which are generally consistent 
with measurements within or near MIZs. The procedure is 
most applicable for theoretical ice or ocean numerical mod- 
eling studies that require realistic but simple atmospheric 
forcing scenarios. Instead of assuming a constant surface 
wind vector, the approach is to assume a constant geo- 
strophic wind vector and determine the surface wind vector 

0.35 
0.30 
0.25 
0.20 
0.15 
0.10• 

Wind Stress (Nm-Z) 
......... Baroclini½ Fact, or B 
.... Wind Reduction Ratio, Factor 

.... Surface Layer SLabiliLy, ?acLor 
• Su. rface Roughness C•s, FacLor 

-lO0-00 -60 -40 -•-0 0 •-0 40 60 60 lO0 

• (•:m) 

Figure 17. Model-predicted wind stress and factors B, W, 
S, and R for case study 2. 

based on a procedure that incorporates h and the surface 
•;oughness. 

We will employ equations for factors W and W' that 
include the effects of Gtop, C D , and h in simplest form for a 
stationary, horizontally homogeneous boundary layer and 
then introduce empirical constants to account for effects not 
included in its derivation. We alter the expression derived by 
Glendening [1994] to obtain 

-1 

(3) 

W': tan-l{ (4) 

where f is the Coriolis parameter and C1 and C2 are the 
empirical constants, which were unity in the original deriva- 
tion. Here we set C• = 2.5 and C2 = 0.5 to minimize the 
average difference between CEAREX observations [Over- 
land and Davidson, 1992], and the predictions of (3) and (4). 
Using the tuned values of the coefficients with median 
observed G sfc, Co, and h variations across the MIZ pro- 
duces changes in wind speed which match the median 
observed wind speed variations (Figure 2) quite well. In the 
observations, h was defined as the height of the base of the 
lowest inversion layer, with the inversion layer containing at 
least a 2.5øC increase in temperature. By tuning C1 and C2, 
we account for the average effect of the errors introduced by 
employing simplified equations under conditions where they 
are not strictly applicable, to retain the important effects of 
surface roughness and atmospheric stability on the slowing 
and turning of the wind vector near the surface. 

Using (3) and (4) requires the specification of Gsfc, f, h, 
and Cu. Unless the three-dimensional thermal structure of 
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the atmosphere is known, we suggest assuming G sfc is 
constant and equal to Gto p and that Co is equal to CDN. This 
is for simplicity and because some baroclinic and surface 
buoyancy effects are empirically included in the specifica- 
tions of h and in the tuning of C1 and C2. Unless specific 
information is available, we suggest using values for C oiv 
and h that are based on typical values from observations. 
For example, Tables 1 and 2 provide values of C oiv that are 
applicable for compact or diffuse MIZ regions, respectively. 
Specifying the locations of the pack ice, the inner MIZ, the 
outer MIZ, the diffuse ice region, the pancake region, and 
other regions (required to estimate C oiv) for a particular 
study could use model output parameters such as ice con- 
centration and thickness. 

Generally, h values are not known for a particular case 
study. The authors and associates have used rawinsonde 
information from various projects to compile statistics con- 
cerning variations in h for different seasons in the Greenland 
Sea/Fram Strait MIZ. Based on this information, the follow- 
ing simple linear interpolation model can be used to specify 
an h field which is a valid for average conditions. 

x -< x90 h = h90 

X90 < X •< X50 h = h90 + (x - x90 ) 

' (h50 - h90)/(x50 - x90) 

x50<x-<Xopen h=h50+(x-x50) 

ß (hopen- h5o)/(Xopen- x50 ) 

X > Xopen h = h open 

h90 = 150 m (all seasons) 
(5) 

h50 = 300 m (summer) h = 600 m (nonsummer) 

h open = 600 m (summer) h = 1500 m (nonsummer) 

Xopen = 150 km 

The subscripts represent percentage ice concentration at the 
borders of four regions, a pack ice region (ice concentrations 
greater than 90%), two MIZ regions on both sides of an ice 
edge (defined as the 50% concentration line), and an open 
ocean region that exists farther than x open from the ice edge. 

A procedure for estimating wind stress in MIZs can now 
be outlined. First, specify the geostrophic wind vector and 
Coriolis parameter for the entire region. Second, determine 
the depth of the ABL, h, based on the locations of the pack 
ice-MIZ margin, x90, and the ice edge, x50, using (5). Next, 
use ice characteristics, such as concentration and thickness, 
to determine the areal-averaged surface drag coefficient Co 
for each domain point. With this information, use (3) and (4) 
to predict factors W and W'. Finally, calculate the wind 
stress using (1), where for this simplified procedure factors B 
and S are set equal to 1 and factors B' and S' are set equal 
to zero. For many applications the geostrophic wind vector 
and the ABL depth can be considered constant in time; 
therefore the first two steps can be part of an initialization, 
while the rest of the procedure must be performed whenever 
ice conditions change. 

Many caveats are inherent in the suggested method. The 
tuned coefficients C• and C2 in (3) and (4) and the h values 
in equation (5) are based on average values in the Greenland 

Sea MIZ, for geostrophic wind speeds between 8 m s -• and 
15 m s-•. Other regions and wind speeds may be different. In 
reality, h is a function of Co and G sfc. The approach is 
entirely one-dimensional, so that horizontal thermal effects, 
such as "ice breezes" and the relative wind direction effects 

are not explicitly modeled. For example, when the surface 
wind is parallel to the ice edge, the ABL depth and associ- 
ated wind speed effects can change drastically over a dis- 
tance of less than 10 kin, as was seen in case study 1. Surface 
heat fluxes are also not explicitly included in the calculations 
but are included only implicitly through h variations. Many 
other physical processes are ignored. However, inclusion of 
these effects, many of which are highly nonlinear, cannot be 
accomplished with simple relationships. The goal here is to 
capture the first-order effects of atmospheric dynamic forc- 
ing variability in MIZs for average conditions without resort- 
ing to detailed atmospheric models. 

Conclusions 

We have demonstrated that wind stress in marginal ice 
zones depends upon a variety of factors in addition to 
surface roughness. These additional factors should be con- 
sidered when realistic stress variations are required. In 
particular, the variation of wind speed often acts to counter 
that of surface roughness, so use of a constant wind speed 
overestimates stress changes due to surface roughness 
changes. 

The surveyed observational and modeling results show 
that the surface wind speed in MIZs has considerable 
horizontal variability caused by the strong variations in 
surface and boundary layer conditions. Our numerical inves- 
tigations, utilizing a detailed treatment of surface roughness 
and heat flux variations, illustrate the importance of these 
additional factors for two distinct cases. Case study 1 
demonstrates the strong wind stress effects associated with 
an ABL front maintained by converging air near the ice 
edge. No such sharp front exists in case study 2; yet large 
surface heat flux differences create changes in ABL struc- 
ture and dynamics which strongly affect the surface wind 
stress field. Both case studies show that a wind stress field 

based entirely on variations in surface roughness (i.e., 
assuming a constant surface wind speed and stability) can 
have large errors and can, for example, give the wrong sign 
for the wind stress curl. 

While wind stress fields across an MIZ cannot be easily 
predicted for all combinations of conditions, some general 
conclusions can been made based on the examples provided 
by the ABL modeling and observational results presented 
here. Usually, the surface wind speed increases across the 
MIZ from pack ice to open ocean. The roughest surface 
generally occurs in the MIZ, with relatively smoother sur- 
faces over the pack ice and open ocean regions. These 
persistent features create a wind stress maximum just 
iceward of the ice edge, with possibly another maximum 
farther out in the open ocean, and a stress minimum over the 
pack ice. Stress variations are generally smaller than rough- 
ness variations would suggest. This qualitative description of 
wind stress in MIZs and surrounding regions applies to most 
situations and can be used as a conceptual guideline for 
constructing realistic wind stress scenarios for use in ice and 
upper ocean studies. 

Considering all the relevant effects on wind stress, as was 
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done for the case studies presented here, requires the use of 
complex numerical ABL models. However, a relatively 
simple procedure can be used to estimate wind stress fields 
in the Greenland Sea-Fram Strait MIZ, region which are 
representative of many situations which are likely to occur. 
Use of procedures such as this to estimate surface stress, 
rather than assuming a constant surface wind speed as is the 
present norm, would improve the validity of ice and upper 
ocean dynamical models near the ice edge. 
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