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[1] We present a winter time series of Antarctic sea ice salinity from eastern McMurdo
Sound, an area close to an ice shelf where a subice platelet layer forms below the sea
ice late in winter. This dramatically changes the sea ice structure as the sea ice grows into
the subice platelet layer. Every 2 weeks during the 5 months of sea ice formation, salinity
profiles were measured, along with detailed measurements of ice structure and growth
rates. Once the influence of growth rate on sea ice bulk salinity is removed, the data from
69 cores and the results of a basic parameterization demonstrate that bulk salinity for
platelet ice is higher than that for columnar sea ice. We also present measurements of the
salinity profile close to the ice-water interface and use these to investigate the expected
regime of fluid flow within the permeable portions of the sea ice, with particular reference
to mushy layer and percolation theory. Finally, we provide a new distribution of sea ice
salinity from 740 measurements, which can be interpreted as the sum of two spatial fields
that we attribute to sea ice samples with and without brine channels and which should
be reproduced by any realistic sea ice models. This distribution suggests that two
measurements of quantities linearly linked to sea ice salinity must differ by 29% if they
are to be considered different with 90% confidence.
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1. Introduction

[2] Sea ice is a composite material consisting of brine
within a matrix of pure ice crystals [Weeks, 2010]. The bulk
salinity of sea ice at the end of winter is important as it
determines its thermal and mechanical properties [Pringle
et al., 2007; Weeks, 2010], and because brine carries the
nutrients necessary for biological activity as spring begins
[e.g., Arrigo et al., 1993; Vancoppenolle et al., 2010].
[3] Growing sea ice rejects brine to the ocean [e.g.,

Malmgren, 1927]. Any brine within sea ice is contained in
millimeter to centimeter scale enclosures and tubes between
the crystals of recently formed sea ice. These provide a route
for dense brine to leave the ice [Assur, 1958; Bennington,
1967; Eide and Martin, 1975; Niedrauer and Martin,
1979]. As these networks close off, their remnants are the
small (<1 mm) brine inclusions that determine many of the
physical properties of the sea ice. These brine inclusions are
oriented in a similar way to the crystals themselves
[Weissenberger et al., 1992; Eicken et al., 2000]. The largest
brine-filled remnants, brine drainage channels, have dia-
meters up to a few millimeters [Lake and Lewis, 1970]. Once

the freezing front has passed a given layer of sea ice, its
temperature and salinity decrease. Freezing in the brine
enclosures causes the porosity to decrease until eventually
desalination at that level ceases [Nakawo and Sinha, 1981;
Backstrom and Eicken, 2006]. Brine is then trapped for the
remainder of the growth season so that a typical salinity
profile evolves as sketched in Figure 1. The precise shape of
the profile depends on conditions during growth, which can
vary over the winter [Eicken, 1992].
[4] In spite of the importance of salinity as a pivotal

parameter few studies exist where more than a handful of
closely spaced cores have been taken from sea ice, and fewer
still during the winter. Our intuition suggests that there is
considerable variability in salinity because of the inhomo-
geneous distribution of brine, but we cannot easily quantify
this. Weeks and Lee [1962] produced a distribution of the
salinity of 121 cores taken from 0.22 m thick sea ice in a
sheltered harbor in the Arctic, finding that the median
salinity of samples was less than their mean. Winter-long
time series of sea ice salinity, measured simultaneously with
sea ice growth rate, are rare. In the Arctic, Nakawo and
Sinha [1981] combined salinity and temperature measure-
ments to investigate the effect of growth rate on first-year
sea ice salinity and showed that the salinity at a given ver-
tical position in the sea ice becomes stable (constant in time)
from a few days after its formation until the sea ice warms in
spring. In the Antarctic some winter first-year fast ice
salinity series exist [Günther and Dieckmann, 1999; Lei
et al., 2010], but on each sampling occasion only one core
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was taken, so any changes in salinity over time cannot be
separated from core-to-core variability.
[5] Clearly we might expect aspects of the permeability,

and hence salinity, of sea ice to depend on the orientation of
its component crystals. Ice crystals grow most rapidly along
their basal plane. Once a sea ice cover has formed, continued
growth selects crystals which can expand downward, so that
ice crystals have a columnar character with their c axes
oriented horizontally. Near ice shelves, supercooled water is
known to emerge below the growing sea ice during the
winter [e.g., Leonard et al., 2006; Mahoney et al., 2011],
enhancing its growth by providing an additional sink for
latent heat [Purdie et al., 2006]. Eventually a porous matrix
of disordered platelet crystals (called a subice platelet layer)
is formed below the sea ice [Smetacek et al., 1992]. Parts of
this subice platelet layer can subsequently be subsumed by
the advancing ice bottom to form platelet ice (see Figure 1)
[e.g., Lange, 1988; Eicken and Lange, 1989; Jeffries et al.,
1993]. The crystals which form platelet ice show no pre-
ferred orientation, and display an isotropic distribution of
their c axes [Serikov, 1963; Paige, 1966].
[6] The salinity of platelet ice has been studied less thor-

oughly than the more prevalent columnar ice. Some studies
have taken a number of cores from platelet ice [e.g., Eicken
and Lange, 1989; Jeffries et al., 1993; Gow et al., 1998;
Jones and Hill, 2001; Dempsey et al., 2010]. These were
either geographically dispersed so that changes in forcings
and uncertainty in the timing of initial ice formation make it
difficult to directly compare one core with another, or were
sampled so late in spring that the salinity profile may have
changed because of the ice warming. Despite significant
differences in structure, Gow et al. [1998] state that colum-
nar and platelet ice appear to have similar salinities.
[7] Desalination is governed by the thermodynamic state

of the sea ice, as well as the shape and connectivity of the
brine inclusions (and hence the sea ice crystal structure). Our
understanding of the mechanisms which drain and capture

brine in sea ice is evolving [Notz and Worster, 2009]. Per-
colation theory suggests that we think of sea ice in terms of
its microstructure [Golden et al., 1998], and use the emer-
gent properties of random networks to predict the behavior
of sea ice at scales larger than the individual brine inclusions
and pore connections. Percolation theory says little about the
way brine leaves sea ice, but it does suggest there should be
a critical threshold in brine volume fraction where perme-
ability drops quickly to zero [Golden et al., 2007]. Mushy
layer theory treats the sea ice as a continuum, with the details
of brine pores and tubes being included through the liquid
fraction within a volume, while their transport properties are
represented by a fluid permeability [Worster and Wettlaufer,
1997; Feltham et al., 2006]. The equations of fluid dynamics
and thermodynamics are then applied to determine the evo-
lution of growing sea ice. Mushy layer theory has had some
success in predicting the onset of convection in laboratory
grown ice [Worster and Wettlaufer, 1997], reproduces some
features of the sea ice salinity profile [Notz and Worster,
2009] and goes some way toward explaining the formation
and distribution of brine channels [Wells et al., 2011].
However, it is not yet possible to fully integrate the effects of
gravity drainage [Feltham et al., 2006; Notz and Worster,
2009], making it difficult to make predictions about sea
ice salinity without employing parameterizations [e.g.,
Vancoppenolle et al., 2010].
[8] In practice, sea ice models used in major climate

simulations do not yet allow the sea ice salinity profile to
evolve in a realistic way. The Los Alamos CICE model [Bitz
and Lipscomb, 1999; Hunke and Lipscomb, 2010], for
instance, uses a prescribed salinity profile typical of multi-
year Arctic sea ice. Improved models, including those cou-
pled to biological systems, are being produced and will
inevitably find themselves introduced to the climate models
of the future [Vancoppenolle et al., 2007; Tedesco et al.,
2010]. Many are based on the work of Cox and Weeks
[1988], who employed a thermodynamic scheme proposed
by Maykut and Untersteiner [1971] and added para-
meterizations of brine segregation, drainage and expulsion to
produce a salinity profile. Future development of models to
represent the sea ice more realistically requires data against
which model parameters and behavior can be tested [Hunke
et al., 2011].
[9] In this paper we will present salinity measurements

taken by following established methods. Sea ice salinity is
usually measured by extracting cores from the sea ice with a
diameter of 7 to 10 cm, which is slightly smaller than the
average brine channel spacing of 13.4 cm reported by Lake
and Lewis [1970]. Once lifted to the surface, the core is
sectioned and these segments are sealed in a pot or bag and
transported to a laboratory where they are melted and their
salinity is measured [Eicken, 2009]. Extracting a core inev-
itably leads to the loss of some brine from the sample,
although this is less of a problem for parts of the sea ice
which are cooler than about �5�C and so virtually imper-
meable [Cox and Weeks, 1983]. Cox and Weeks [1986]
showed that sampling while the atmosphere above the
sea ice is cold (<�10�C) will cause less than 1% of the
brine within a sample to be expelled as the sample cools.
Processing cores quickly minimizes errors from brine loss.
Methods are emerging that make it possible to deduce sea
ice salinity through nondestructive techniques, for instance

Figure 1. (left) Evolution of sea ice and its structure and
(right) salinity profile at times t1, t2, t3, and t4 as a function
of depth, z, near an ice shelf. Before t1, frazil forms at the
ocean surface and consolidates to form frazil ice. The ice
bottom then advances, forming columnar ice (t1 → t2 → t3).
Once the ocean becomes supercooled (t3), a porous subice
platelet layer forms beneath the sea ice. Continued advance
of the ice bottom consolidates this layer to form platelet
ice (t3 → t4).
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by measuring impedance using parallel wires [Notz et al.,
2005], complex dielectric permittivity using a Hydrap-
robe [Backstrom and Eicken, 2006] or through cross-
borehole resistance measurements [Ingham et al., 2008].
[10] The result of our study is a winter time series of sea

ice salinity measurements from an area close to an ice shelf.
We link these to measurements of sea ice growth rate and
structure which are discussed in detail by Gough et al.
[2012]. The prevailing oceanic conditions that drive chan-
ges in sea ice structure are discussed by Mahoney et al.
[2011]. This new data set presented in this paper is suffi-
ciently large that we explore the following.
[11] 1. We combine our salinity and growth rate data with

those of Nakawo and Sinha [1981] and Lei et al. [2010] and
test parameterizations of brine drainage suggested by a
number of authors. The expected fluid flow regime within
the permeable portions of the sea ice, using new measure-
ments of the salinity profile immediately after initial freez-
ing, is also investigated.
[12] 2. We demonstrate that the change in sea ice structure

from columnar ice to platelet ice (see Figure 1) results in an
increase in the salinity of the sea ice, provided that the effect
of growth rate is removed. This suggests that the change in
structure affects how brine is transported within sea ice.
[13] 3. We provide observations of the statistical distri-

bution of horizontal and vertical variations in the salinity of
typical first-year sea ice. This can be used as the prior dis-
tribution when interpreting sea ice salinity observations, and
should be reproduced by sea ice models.

2. Study Area and Methods

[14] We sampled an area of first year sea ice in McMurdo
Sound from soon after its formation in May 2009 until it
reached a thickness of 2 m near the end of September 2009.
The location of the site is shown in Figure 2.
[15] We will examine the salinity in 0.1 m vertical inter-

vals, and obtain the average sea ice growth rate for each
0.1 m vertical interval using data from a mass balance site
which was established in late May [Gough et al., 2012].
Initially one, and later, three thermistor strings provided sea
ice temperature measurements with vertical sensor spacing
of between 0.03 m and 0.1 m. Temperature was measured

with an accuracy of �0.2�C or better. The location of the
ice bottom, H (see Figure 1), was determined from core
lengths, auger holes, hotwire gauges and temperature mea-
surements (see Gough et al. [2012] for details). Our vertical
coordinate, z, is zero at the snow-ice interface and positive
upward, so H and dH/dt are negative as the ice grows
downward. The dH/dt for each 0.1 m vertical interval of ice
was calculated as the error-weighted mean of dH/dt deter-
mined from each method. As only interpolated drilled
measurements were available while the ice was thin, the
mean error in dH/dt for H < 1 m is 0.3 cm d�1 (for which
dH/dt > 1.25 cm d�1) while for H > 1 m the mean error is
0.05 cm d�1 (where dH/dt < 1.25 cm d�1).
[16] Near the mass balance site an area 10 m by 25 m was

marked out. Approximately every 2 weeks a group of three
to six full thickness cores was extracted, with each core
being at least 1 m from any other core’s location, and each
group of cores being separated by at least 2 m from any
previous group of cores. Care was taken to avoid disturbance
of the area still to be cored. Snow cover in the coring area
changed over time but was uniform in thickness within
0.02 m for each group of cores taken. As each core was
extracted it was scraped clean of shavings and quickly cut
into segments 0.1 m long which were then sealed in clean
plastic pots. Breaks in cores were reunited to form complete
segments, with extraction of the next piece of core being
timed so that cores were processed immediately after
extraction. Temperature profiles were measured from these
salinity cores but as salinity measurements were a priority
these temperature measurements were taken by drilling 3 cm
into the horizontal face of newly cut segments once they
were placed in pots. Potted core samples were returned to
Scott Base, melted, and their bulk salinity measured using a
YSI-30 salinometer with an accuracy of �0.1 in salinity.
KCl standards were used to check that the salinometer did
not drift from its calibration during the experiment.
[17] We refer to a measurement of salinity in each group

(i.e., taken on a single day) g, from core i at level z using
Sz,g,i. An approximate time line showing the number of
cores in each group of cores from a given day is shown in
Figure 3. All cores were 0.09 m diameter. By the end of
the winter we had removed less than 1% of the sea ice

Figure 2. Our study site was located at 77�46.6′S,
166�18.8′E (blue dot) on an embayment of first-year sea
ice within multiyear sea ice at the edge of the McMurdo
Ice Shelf. Ice edge is from July 2009.

Figure 3. Field measurements presented in this paper.
Over an area of 10 m � 25 m, 69 salinity cores were taken
as the ice grew. The number of cores in each group is
shown at the top. Four structural cores were taken at the
end of the experiment. Small circles show the position of
thin sections used to determine crystal orientations. The
time axis is approximate.
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within the coring area, so any reduction in growth rate
caused by our coring and the subsequent refreezing of
holes will be no larger than 1%. This is confirmed by
temperature measurements from cores that agreed with
those measured by thermistor strings at the mass balance
site.
[18] On three occasions (21 July and 14 and 21 Septem-

ber) a separate area was cored. The upper parts of the cores
were discarded and the part of the core closest to the ice
bottom was rapidly cut into segments 0.03 m or 0.04 m in
thickness, starting from the lowest part of the core and
working upward to minimize brine drainage for the most
permeable ice. No temperature measurements were made on
these cores. Air temperature on these occasions was always
below �20�C. We refer to these cores later as “bottom
cores” and use b to refer to a group of bottom cores, so that
an individual measurement from a bottom core is Sz,b,i.
Salinity was measured using the same procedure as the full-
thickness cores.
[19] A final set of cores was taken from the full thickness

of the ice for analysis of crystal structure. Cores were kept
frozen below �20�C and processed in a cold laboratory at
Scott Base. Thirty horizontal thin sections were made from a
number of these cores. C axis measurements were made at
approximately sixty points from each thin section using a
universal stage as described by [Langway, 1958].

3. Measurement Results

[20] Let us begin by considering the crystal structure of
the sea ice. We group c axis measurements from a given
0.1 m thickness of sea ice together. Measurements at a
boundary between 0.1 m segments are included in the seg-
ment above the boundary, as the crystal fabric of the sea ice
is shaped by the growth conditions prior to the formation of
a given layer of the sea ice. For each segment we calculate
an orientation tensor [Woodcock, 1977] and use this to
determine an isotropy parameter, I [Benn, 1994]. I ≈ 0

indicates the tendency of the crystal c axes to lie within the
horizontal plane (typical of columnar ice), while I → 1
implies that orientations of crystals are distributed randomly
in all directions (typical of frazil ice, snow ice and platelet
ice). We use this parameter to classify the ice as columnar
ice (I < 0.33) or platelet ice (I > 0.33; see Figure 1). I = 0.33
corresponds to a texture where two thirds of the crystal c
axes lie within 10� of the horizontal and one third are ran-
domly distributed outside that band. This threshold also
matches our visual impression of the ice texture, which is the
usual way in which platelet ice is identified. In Figure 4 we
show the evolution of the crystal structure over the winter as
columnar ice is replaced by platelet ice at depths greater than
1.6 m. At timescales shorter than the 10 days it took for
0.1 m of sea ice to grow, this transition shows alternate
layers of platelet and columnar ice from 1.5 m to 1.7 m, the
details of which are discussed by Gough et al. [2012].
[21] Sea ice close to the ice bottom is permeable and

continues to reject brine to the ocean. Once a permeability
threshold has been passed brine will effectively be trapped
within the sea ice for the remainder of the winter [Nakawo
and Sinha, 1981; Backstrom and Eicken, 2006]. For each
group of full-thickness cores, we determine the brine volume
fraction (porosity), fl, at the time of coring using the
warmest temperature within each 0.1 m segment, and the
mean salinity profile from the group of cores, 〈Sz,g〉, derived
from the relations given by Cox and Weeks [1983]. We
discard all salinity measurements where fl > 0.054 [Petrich
et al., 2006] in order to avoid time-dependent salinity
changes. Using a nondestructive method, Backstrom and
Eicken [2006] saw no change in the salinity of Arctic first
year ice while fl remained below 0.06. Our results are
unchanged if we vary this cutoff between possible values of
0.05 and 0.07 [Petrich and Eicken, 2007]. We use the
symbol S† for these “final” (time-independent) salinity
measurements and Sz,g,i

† , to indicate a particular measure-
ment. Samples within 0.1 m of the ice-snow interface are
also discarded from this analysis as they partially consist of
small frazil crystals and partially of columnar crystals. In
Figure 5 we plot 〈Sz,g

† 〉 � 〈Sz
†〉, the mean of each day’s group

of samples relative to the mean of all samples from each
0.1 m segment at depth z in the sea ice. While there is some
variation from group to group, there is no significant change
in either 〈Sz,g

† 〉 or the deviation of the measurements within
each group over the sampling period, so salinity measure-
ments from cores extracted early in the winter can be com-
bined with those taken later in the winter.
[22] In Figure 6 we plot Sz,g,i

† against dH/dt determined
from drill holes and temperature profiles; dH/dt is available
only for measurements taken more than 0.4 m from the
snow-ice interface. We see the expected trend in S† with
growth rate [e.g., Kovacs, 1996], and significant scatter
about the mean salinity, with the maximum salinity at a
given growth rate (vertical level in the sea ice) being up to
50% higher than the least saline sample. We also see that S†

of the platelet ice samples are higher than we would expect
had the trend in S† with dH/dt continued. This enhancement
is small, with the mean of all platelet ice samples being 0.5
higher in salinity than that of the columnar ice samples with
the closest (but higher) growth rate. The change in behavior
is associated with the change in sea ice structure from
columnar ice to platelet ice as I > 0.33 and not with the

Figure 4. Heat flow and ice crystal structure at the ice bot-
tom. (top) Ratio of Fw/Fc (green) from temperature strings
[Gough et al., 2012], where Fw is identified as the heat input
to the ice from the ocean and Fc is the heat conducted
upward within the sea ice. Fw < 0 implies the existence of
an oceanic heat sink. (bottom) Isotropy of 0.1 m sections
of sea ice. Columnar sea ice has I � 0. We select I > 1/3
to define platelet ice.
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change in the direction of the oceanic heat flux (Fw) at the
ice bottom which occurs earlier (Figure 4). The platelet ice
S† lie within the scatter of columnar ice S† with similar
growth rates, so a study based on only one or two cores
taken at the end of the growth season would not be expected
to see this effect.
[23] Variability in the bulk salinity (S†) of sea ice is known

to be driven by changes in the forcing conditions, such as air
temperature and snow cover [Eicken, 1992]. At separations
of a few meters these forcings should be constant and var-
iations between cores should reflect the salinity field created
by the processes by which the sea ice formed and developed.
From Figure 6 it is clear that there is a significant spread in
the individual measurements of S† about the trend associated
with dH/dt. One possible cause for the horizontal variation
in salinity at a given vertical level in the ice is variations in
the growth rate over horizontal separations of 1 to 2 m,
perhaps through variations in the heat flux to or from the
ocean. We can rule this out as a primary cause for two rea-
sons: first, while we saw slightly different growth rates at
each thermistor string at the mass balance site, we only ever
saw a difference of <0.01 m in the length of sea ice cores
taken on the same day, so any differences in growth rate
must have been less than our measurement error. Second,
looking at Figure 6, even a large change in growth rate will
produce only a small change in salinity relative to the spread
about the trend.
[24] To produce a single salinity distribution for all growth

rates, we scale each final salinity measurement, Sz,g,i
† , by the

mean of all measurements at a given level, 〈Sz
†〉 to produce a

scaled salinity Sz,g,i
⋆ = Sz,g,i

† /〈Sz
†〉. In Figure 7 we show the

distribution of Sz,g,i
⋆ for all measurements from full thickness

cores, excluding those from the top 0.1 m of the sea ice as
that was partially composed of frazil ice. The distribution is
nonnormal, failing a Lilliefors test, but can be fitted well by
a sum of two normal distributions:

P S⋆ð Þ ¼ pN1 m1;s1ð Þ þ 1� pð ÞN2 m2; s2ð Þ ð1Þ

where N(m, s) is a normal distribution with mean m and
standard deviation s, and p weights the contribution of
the first distribution. For our data, we find p = 0.66 � 0.16,
m1 = 0.97 � 0.01, s1 = 0.05 � 0.01, m2 = 1.06 � 0.04,
s2 = 0.09� 0.01. Errors represent 95% confidence intervals,
determined by bootstrapping with replacement of entire
cores [Efron and Tibshirani, 1986]. The distribution is
similar to that seen byWeeks and Lee [1962] for young, thin
columnar ice with a median less than the mean, and a heavy
tail toward higher salinities. This use of a sum of normals
can be justified if the bulk salinity of the sea ice, when
sampled at the scale of our corer, is formed from the con-
tributions of two salinity fields (see Figure 7). One (N1)

Figure 5. Salinity of 0.1 m layers of the sea ice over time. (left) Layers starting at z = 0.2 m, z = 0.4 m,
etc. (middle) Layers starting at z = 0.3 m, z = 0.5 m, etc. Samples are not included if fl > 0.054 (dark gray
region). Thick black line shows the ice bottom. We plot the mean of cores taken each day relative to the
mean from the whole winter’s cores at that level: 〈Sz,g

† 〉 � 〈Sz
†〉. Thin lines show �s for each day’s group

of cores. Light gray bars have a height of 1 in salinity. Blue lines represent salinity for columnar ice
(I < 0.3), and red lines are for platelet ice (I > 0.3). (right) The mean of all samples at each level, 〈Sz

†〉.

Figure 6. Salinity of columnar ice (blue) and platelet ice
(red) for which fl < 0.054 when sampled. All platelet ice
salinities are above the linear trend, which is fitted only to
the columnar ice samples. Shading indicates number of over-
lapping points.
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represents the background salinity of the sea ice with small-
scale spatial variation, while a second contribution (N2),
associated with brine channels, produces vertical channels of
enhanced salinity. These are then sampled by our corer to
produce the final distribution seen in Figure 7. These two
spatial fields could be produced by a single process, or
through the interaction of a number of processes. We sug-
gest that random variations in connectivity between brine
tubes and pores leads to variations in the closing off of the
pore network [Golden et al., 1998] and so produces the
intrinsic variability represented by N1. At a larger scale,
convection and the formation of brine channels leads to the
tail of infrequent enhanced regions of salinity represented by
N2. We do not have enough measurements to determine if
the distribution of salinity is different for different growth
rates, or if platelet ice has a different distribution to columnar
ice.
[25] This distribution can be used to test if two sets of

measurements of quantities that are linearly related to the
distribution of brine in sea ice are significantly different. We
note that when comparing just two measurements of salinity
at the same horizontal level in the sea ice, they must differ by
29% and 39% to be considered different at the 90% and 95%
confidence levels, respectively. Our measurements are lim-
ited to growing, first-year sea ice at the end of winter, so a
different distribution of salinity, and associated tracers, may
result after the sea ice has begun to warm in spring. For
instance, the mean standard deviation of salinity in thick
undeformed multiyear sea ice (s = 0.80) [Untersteiner,
1968] is higher than we measured here (s = 0.46 for S† = 6).
[26] It has been shown that brine channels are the primary

driver of core-to-core variability in the salinity of sea ice
[Lake and Lewis, 1970; Tucker et al., 1984; Cole and
Shapiro, 1998; Cottier et al., 1999]. The link between the
shape of brine drainage channels and the convective flows
that control their formation is dramatically illustrated by the
arch-shaped brine drainage features observed in refrozen
cracks in sea ice [Petrich et al., 2007]. To investigate the

persistence of high or low salinity as the sea ice grows
downward at a single location, we calculate the mean cor-
relation within cores,

Rm ¼
S†z;g;i � S†z

� �� �
S†zþm;g;i � S†zþm

D E� �D E
szszþm

ð2Þ

where m is the vertical separation between two samples in
the ice and sz is the standard deviation of all Sz,g,i

† mea-
surements at depth z. For a variable with a mean equal to its
median, and distributed with no vertical correlation we
expect Rm = 0. S† has a mean greater than its median
(Figure 7), so we would expect Rm < 0 if there were no
vertical correlation between measurements.
[27] In Figure 8 we show Rm for vertical separations up

to 1 m. The 95% confidence intervals for Rm were calculated
using bootstrapping with replacement of entire cores [Efron
and Tibshirani, 1986]. For vertically adjacent samples
from the same core (m = 0.1 m) we find Rm = 0.60 � 0.20.
Salinity measurements within a core remain correlated
even for separations of 0.4 m where Rm = 0.35 � 0.25. This
suggests that regions of enhanced or reduced S† persist for
at least 0.4 m vertically. If these are primarily caused by
brine drainage features this becomes a good estimate of
their vertical persistence and is similar to the length of brine
channels of 0.3 to 0.5 m reported by Cole and Shapiro
[1998] in Arctic sea ice. If one wishes to know the bulk
properties of sea ice which are determined by its salinity or
the distribution of tracers that are carried by the brine,
taking measurements from a small number of cores may
provide misleading information, even if samples are taken
with a high vertical resolution, as cores are somewhat
correlated.
[28] Measurements of salinity (Sz,b,i) from cores sectioned

into pieces with vertical thickness of 2 cm or 3 cm from just
above the ice-water interface are shown in Figure 9a. We
also plot 〈Sz

†〉 determined from full-thickness cores taken

Figure 7. (left) Measurements of final salinity scaled by the mean of all measurements at the same level
Sz,g,i
⋆ = Sz,g,i

† /〈Sz
†〉. The distribution is not well described by a single normal distribution (N0, blue line) but

can be described by a mixture of two normal distributions (N1 and N2, green line). (right) A cartoon of the
spatial fields that give rise to this distribution of scaled salinity. (top) With no variations, a background
salinity combines with peaks caused by brine channels to produce a bimodal distribution. (bottom) Varia-
tions in the background salinity and in the width and intensity of brine channels produce a sum of normal
distributions.
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later in the winter. For the groups below 1.8 m we do not
have corresponding values of 〈Sz〉 as the porosity fl never
dropped below our cutoff value.

4. Discussion of Salinity Profile

[29] In this section we discuss the processes which con-
tribute to the shape of the mean vertical sea ice bulk salinity
profile. We restrict our discussion to sea ice growing at an
approximately constant rate, with a linear temperature pro-
file near the freezing front which changes only slowly in
time. We further assume there is no flushing of the sea ice
with melt water so there is no net vertical brine velocity.
These assumptions hold for the sea ice at our study site over
the period for which we have temperature measurements
[Gough et al., 2012].
[30] Modern methods that simulate the evolution of sea

ice salinity simplify the equations of mushy layer theory by

modeling flushing processes (which we neglect) as Darcy
flow, and convective processes (gravity drainage) as one-
dimensional diffusive mixing (a “Reynold’s flux,” as out-
lined by Jeffery et al. [2011]).
[31] The one-dimensional sea ice bulk salinity profile then

evolves as

∂S
∂t

¼ ∂
∂z

D⋆ ∂Sbrine
∂z

� �
ð3Þ

where Sbrine is the brine salinity and D⋆ is an effective dif-
fusion coefficient. A number of expressions for D⋆ have
been proposed, with D⋆ being dependent on an effective
mixing length, scaled from the molecular diffusivity [Jeffery
et al., 2011] or being some function of the local mushy layer
Rayleigh number [Vancoppenolle et al., 2010].
[32] If we assume that the system is in equilibrium, that

there is a constant linear temperature gradient near the
base of the sea ice and a linear liquidus relationship,
T = �mSbrine, then equation (3) reduces to

∂S
∂t

¼ � 1

m
∂D⋆

∂z
∂T
∂z

¼ G
∂T
∂z

ð4Þ

where we define G ¼ �m�1 ∂D⋆

∂z for convenience later. We
expect that, for the time it takes the sea ice to thicken by
around 0.1 m, the salinity profile near the base of the sea ice
will be a function of the distance above the freezing front,
S = S(z � H) (e.g., the deepest profiles in Figure 9a).
Therefore, at a given vertical position in the sea ice,

∂S
∂t

¼ � dH

dt

∂S
∂z

ð5Þ

so that,

G ¼ � 1

m
∂D⋆

∂z
¼ � ∂S

∂z
dH

dt

∂T
∂z

� ��1

: ð6Þ

[33] Using our bottom cores, dH/dt and dT/dz from Gough
et al. [2012], taking m = 0.054�C psu�1 [Cox and Weeks,
1983] and S = 34.8 [Mahoney et al., 2011] at z = H

Figure 9. (a) Salinity, Sz,b,i, near the ice water interface on 21 July (green), 14 September (red), and
21 September (cyan); 〈Sz

†〉 is shown in blue, where available. (b) Corresponding mushy layer Rayleigh
number, Ra, and (c) strength of brine drainage, G = �m�1∂D⋆/∂z. Horizontal lines show ice thickness,
H, at each sampling time.

Figure 8. Correlation of salinity variations, Sz,g,i
† � hSz,g,i† i,

within cores at different vertical separations, m. We plot
Rm = h(Sz,g,i† � hSz†i)(Sz+m,g,i† � hSz+m† i)i/szsz+m. The blue
swath shows the 95% confidence interval. We also show
Rm for simulated measurements with the same distribution
of S† as our measurements but with no vertical correlation.
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we calculate G near the base of the sea ice, as shown in
Figure 9c. We see that G is larger near the freezing front, and
decreases further into the sea ice. Since D⋆ must be small
high up in the sea ice, this suggests, as expected, that the
magnitude of the effective diffusivity is high near the
freezing front where the liquid fraction, fl, is greatest, so that
most brine is lost from the bottom few centimeters of the sea
ice. Some brine may have drained from our samples during
collection, especially those immediately at the ice-water
interface, so our calculation of G will likely be an underes-
timate. Nevertheless, our measurements of salinity in the
first few centimeters of the sea ice are consistent with those
measured nondestructively by Cox and Weeks [1975].
[34] The diffusivity schemes sketched in equation (3)

attempt to describe the mixing caused by convection
within the sea ice, so it is useful to consider whether our
measurements suggest that convection is occurring. Con-
vection within a mushy layer is governed by the mushy layer
Rayleigh number, Ra [Wettlaufer et al., 1997; Worster,
1997; Notz and Worster, 2009]:

Ra ¼ gb Cbrine � Coceanð ÞP flð Þh
ksin

ð7Þ

where g is the acceleration due to gravity, b is the volume
expansion coefficient of brine, Cbrine and Cocean are the
concentrations of salt in the brine and ocean, respectively,
P(fl) is the permeability of the sea ice, which is related to
the liquid fraction (or brine volume fraction) fl of the sea
ice, h is the vertical extent of the mushy layer, ksi is the
thermal diffusivity of sea ice and n is the kinematic viscosity
of brine. We take P(fl) from Freitag [1999]. When Ra
exceeds a critical value, Rac, of around 10, convection
within the mushy layer is permitted [Wettlaufer et al., 2000].

[35] In Figure 9b we show Ra for all individual core seg-
ments from our bottom cores, calculated using temperature
profiles from nearby thermistor strings [Gough et al., 2012]
to determine Cb and fl [Cox and Weeks, 1983]. We take
h = z � H as the distance from the top of each sample to the
ice bottom. We see that Ra lies around 2 in the segments
at the ice-water interface, and drops to around 0.1 to 0.5 at
h = 0.1 m. Profiles of both S, � 1

m
∂D⋆

∂z and Ra are similar for
columnar growth (21 July) and as sea ice advances into a
subice platelet layer (14 and 21 September), suggesting that
the processes causing brine to leave the sea ice are, broadly,
unaffected by the structure of the sea ice.
[36] We can also use ideas from mushy layer theory to

investigate the mode of convection occurring near the base
of the sea ice. In Figure 10 we plot (hDC)�1 against the
vertically averaged liquid fraction 〈fl〉 = 〈1� fice〉. We also
plot measurements from [Wettlaufer et al., 1997] of the
transition from interfacial to internal convection in labora-
tory grown NaCl ice.Worster and Wettlaufer [1997] suggest
that this transition represents a dynamic phase diagram for
convection, with convection penetrating upward into the sea
ice from the ice-water interface for points below their critical
line. We see that all of our samples occupy the area above
the critical line. While it is likely that some brine would
drain from the sea ice during sampling of the bottom cores,
we minimized this by sampling quickly in air temperatures
that were below �20�C. It is unlikely that the true bulk
salinity of the sea ice was such that our samples could lie
anywhere but inside the area of Figure 10 in which internal
convection is forbidden. This leads us to conclude that, for
this thick, slowly growing first-year sea ice convection occurs
at the interface in the boundary layer (or short-scale) mode.
However, our points do lie close to a path on Figure 10, as one
would expect if a Rayleigh number, which expresses the
competition between buoyancy and viscous friction, was
controlling brine drainage.
[37] The small values of Ra in Figure 9 are less than the

critical value for convection of Rac = 10 [Worster, 1997].
This suggests that convection will not occur in the sea ice
more than a few centimeters from the ice-water interface.
The final salinity of the sea ice from full thickness cores,
〈Sz

†〉, was lower than 〈Sz〉 for bottom cores at the same depth,
implying that brine was still able to leave the sea ice (none of
the bottom core segments had a porosity below our cutoff for
S† of fl < 0.054). Internal convection at the base of the sea
ice may occur only intermittently, which would require more
variability in ice temperature than we saw with our therm-
istor strings, or brine may be lost from the sea ice through
another mechanism.
[38] Such a mechanism may be provided by Feltham et al.

[2002], who suggest that strong currents below the sea ice
will generate ripples in the ice bottom and lead to horizontal
pressure variations in the permeable sea ice close to the
ocean. This leads to a reduction in the critical Rayleigh
number for convection, and so may permit brine motion
within the sea ice and its replacement with less saline sea
water. Late in the winter, we observe a rough subice platelet
layer below the sea ice which may decouple the sea ice near
the ice bottom from the ocean. This reduces the effects of
currents at the freezing front, perhaps explaining the small
increase in S† seen in Figure 6 when platelet ice forms, by

Figure 10. Plot of (hDC)�1 (h is distance above the ice
bottom, and DC is the change in brine concentration from
the sample to the ocean) against liquid fraction, fl, for sam-
ples from bottom cores, to which we have added contours of
the mushy layer Rayleigh number (equation (7)). The green
line, a fit to the measurements of Wettlaufer et al. [1997],
delimits the change from an interfacial convective mode to
a mode where convection cells penetrate the mushy layer
at the base of the sea ice.
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causing convection to halt at higher values of Ra [Feltham
et al., 2002]. However, some of our observations are not
explained. For example the ice which formed immediately
before a subice platelet layer, has an S† as expected from the
trend in S† versus dH/dt (Figure 6). This ice must have been
actively losing brine while a subice platelet layer was
forming beneath it, and was presumably decoupled from the
ocean in the same way, so it is not clear how important this
“suction” mechanism is. A more complete understanding
requires more observations.

5. Comparison With Basic Parameterizations

[39] We now further explore the enhanced S† of platelet
ice by comparing our measurements with predictions made
by simple parameterizations which have been shown to work
well for columnar sea ice. As the predictive capacity of
the diffusion-based schemes outlined above is relatively
untested we will use the basic parameterization of Cox and
Weeks [1988] (CW-88) to simulate the salinity profile we
would expect if no platelet ice was present. This scheme,
and its variants, are widely deployed [e.g., Eicken, 1992;
Arrigo et al., 1993; Petrich et al., 2006; Vancoppenolle
et al., 2007]. First we use our substantial data set to
further test the applicability of CW-88 to columnar sea
ice.
[40] In CW-88 the initial salinity of a newly formed layer

of sea ice, Sinit, varies with the rate of advance of the ice
bottom through an effective segregation coefficient so that

Sinit ¼ S0Keff
dH

dt

� �
ð8Þ

where S0 is the ocean salinity and Keff (dH/dt) is a segrega-
tion coefficient, a function of the growth rate. Measured
values of Sz,b,i (Figure 9a) from the portion of bottom cores
closest to the ice bottom agree well with the expected values
of Sinit.
[41] The salinity of the sea ice layer then evolves through

brine draining at a rate

dS

dt
¼ A fl � fcritð Þg dT

dz
ð9Þ

until the liquid fraction, fl < fcrit. g is a constant, usually 1,
which allows for tuning of the strength of brine drainage.
T is the sea ice temperature, and A is a constant. In effect
they set

G ¼ � 1

m
∂D⋆

∂z
¼ A fl � fcritð Þg ð10Þ

in equation (4). In the CW-88 scheme, brine is also
rejected from the sea ice as it is forced out through

formation and expansion of the solid ice [Cox and Weeks,
1988, equation 4–7], but, as CW-88 stated, this expulsion
term is generally much smaller than the drainage term. It is
now believed that brine expulsion only internally redis-
tributes small amounts of brine [Notz and Worster, 2009].
Once fl < fcrit, S is no longer allowed to change so should
correspond to our measurements of S†.
[42] More recently parameterizations have appeared where

the constants used in the drainage term are changed from
those initially determined by Cox and Weeks [1988]. Petrich
et al. [2006] (PLS-06) reanalyzed the measurements of Cox
and Weeks [1975] and found new values for their coeffi-
cients and changed the functional form of the drainage term
by allowing g ≠ 1 in equation (9). Vancoppenolle et al.
[2007] (VFB-07) produced a biologically coupled sea ice
model (LIM1D) in which the coefficients were changed to
better reproduce salinity profiles from a coastal site near
Barrow, Alaska. The coefficients adopted in these schemes
are shown in Table 1.
[43] The sea ice growth rate is determined by an energy

balance at the ice-water interface:

�rsiL
dH

dt
¼ �k

dT

dz
� Fw

� �
¼ Fc � Fw ð11Þ

where rsi is the sea ice density, L the latent heat of formation
[Yen, 1981], k the thermal conductivity of the sea ice
[Pringle et al., 2007], Fw accounts for heat supplied by the
ocean, and Fc represents heat conducted upward by the sea
ice. As we are interested in simulating sea ice growing at a
constant velocity, we fix dH/dt and Fw and use equation (11)
to find the required temperature gradient in the sea ice.
[44] A small layer of sea ice at time t after the freezing

front has passed has temperature:

T tð Þ ¼ Tocean � dT

dz

dH

dt
t ð12Þ

with Tocean approximately constant.
[45] During our observations both dH/dt and dT/dz near

z = H changed slowly (for �1.1 m > H > � 1.8 m, �1.15 cm
d�1 < dH/dt < �.85 cm d�1 [Gough et al., 2012]). Thus, we
simulate sea ice growing at constant velocity and with a
constant imposed temperature gradient near the base of the
sea ice. We take typical values for k = 2.2 W m�2 K�1 and
L = 3.4� 105 J kg�1 (for sea ice with T =�10�C and S = 6)
and r = 930 kg m�3 [Timco and Frederking, 1996] and
model coefficients from Table 1.
[46] In Figure 11 we plot Sf from these simulations along

with S† from our study. We also show S† from winter-long
measurements in the Arctic by [Nakawo and Sinha, 1981]
and the Antarctic by Lei et al. [2010]. From these published
studies we have interpolated salinity profiles to produce

Table 1. Parameters Used to Drive a Simple Model of Sea Ice Desalination by Gravity Drainage, dS/dt =
A(fl � fcrit)

gdT/dz

Study A(�10�6 ppt m s�1 K�1) fcrit g Reference

CW-88 3.37 0.05 1 Cox and Weeks [1988]
PLS-06 4.20 0.054 1.2 Petrich et al. [2006]
VBF-07 1.176 0.05 1 Vancoppenolle et al. [2007]
TVHS-10 11.76 0.05 1 Tedesco et al. [2010]
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segments 0.1 m in height, and have selected measurements
using the criteria employed in our study. The constants
adopted by Tedesco et al. [2010] (TVHS-10) lead to a sig-
nificantly higher rate of brine drainage than required as they
were tuned to correctly produce thin, slowly growing sea ice.
We see that both the unmodified CW-88 scheme and that of
Petrich et al. [2006] (PLS-06) reproduces the mean salinity
of the data well, and that our platelet ice measurements show
enhanced S† when compared with both the shape of the
models, and with the other studies in which platelet ice
was not present.
[47] In these CW-88 schemes, the same path will be taken

in [S, T] space no matter what the magnitude and direction of
heat fluxes at the base of the sea ice, so that Sf only depends
on the resulting growth rate. This is clearly contrary to our
results in Figure 6, as dH/dt did not change significantly
while Fw became more negative and platelet ice replaced
columnar ice (see Figures 4 and 6) but the salinity of the
platelet ice was higher than that measured for the columnar
ice. We therefore ask if G should depend somehow on the
structure of the sea ice.
[48] The mushy layer Rayleigh number is dependent on

the permeability of the sea ice. This is taken to be a simple
function of the porosity of the sea ice, P(fl), but this rela-
tionship may also be dependent on the structure of the sea
ice. The disordered crystals in platelet ice may cause the
brine network to be less well connected vertically but better
connected horizontally than in columnar ice. If the vertical
component of permeability controls convection [e.g.,
Petrich et al., 2006] then this could lead to the observed
enhancement of salinity in platelet ice. In the view of per-
colation theory, where P � (fl � fcrit)

a, with a ≈ 3, we
would expect this reduction in connectedness to cause the

critical porosity, fcrit, at which permeability becomes neg-
ligible, to occur at a higher porosity for platelet ice than for
normal columnar ice.

6. Conclusion

[49] Platelet ice consists of large crystals with isotropic c
axis orientations while columnar ice is composed of crystals
with predominantly horizontal c axes. For the first time we
establish that, once growth rate is accounted for, platelet ice
has a slightly higher salinity than columnar ice. This may be
caused by decreased permeability in platelet ice, probably
because of changes in the connectivity of the microstructure
of the sea ice, requiring the adoption of a structure-dependent
permeability-porosity relationship. Nevertheless, the increase
in salinity is still small, requiring a large number of mea-
surements to be detectable, even though the structure of
platelet ice is significantly different. This suggests that the
mechanisms which drain brine from growing sea ice must
be broadly unaffected by the details of the microstructure.
[50] We attempted to apply a Rayleigh number criterion to

our measurements of sea ice salinity close to the ice bottom
as there is a paucity of natural data suitable for comparison.
The permeability of sea ice is not well known, especially for
high brine volume fractions. This makes it difficult to
interpret the results of applying Rayleigh number criterion to
our observations. Methods to measure fluid permeability or
other aspects of the microstructure in situ are desirable.
[51] We note that the growth of thick sea ice can be

modeled with a constant growth rate and a linear tempera-
ture profile near the base of the sea ice. Future schemes for
desalination can be forced in this way and compared with
our data. By combining our data with those from similar
studies, we have demonstrated that the mean salinity of thick
columnar sea ice at the end of winter can be adequately
predicted using the original parameterization of Cox and
Weeks [1988] or its modified form [Petrich et al., 2006].
These parameterizations, though, do not function so well
where platelet ice is present.
[52] We show that deviations from the mean salinity

profile persist for at least 0.4 m vertically, in effect making
a core of 1 m of sea ice consist of only two or three inde-
pendent measurements. Any measurement taken from a sin-
gle core should not be subjected to too much interpretation.
[53] Finally we provide a significant set of new data

describing first-year sea ice salinity at the end of its period of
growth. This yields a distribution of salinity when sampled
by a 90 mm corer, reflecting the variability seen over only a
few meters horizontally. Efforts to model and predict the
salinity of growing sea ice should attempt to reproduce the
shape of this distribution and to explain the sources of this
variability. Our distribution of scaled salinity can now be
used to inform statistical tests when comparing one set of sea
ice measurements with another.
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Figure 11. Salinity of sea ice from this study (blue and red)
and from winter-long studies by Nakawo and Sinha [1981]
(NS-81) and Lei et al. [2010] (L-10), with salinity and
growth rate averaged into 0.1 m intervals. The linear trend
(Fit) for all nonplatelet samples is also shown. Lines show
model results using coefficients from Table 1. CW-88 and
PLS-06 lie close to the trend but do not predict higher salin-
ity for platelet ice. TVHS-10 lies below the bottom of the
figure.
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