
1 

 

Grain Size Variability on a Rip-Channeled Beach 1 

Edith L. Gallagher 2 

(corresponding author) 3 

Franklin and Marshall College 4 

PO Box 3003 5 

Lancaster, PA 17604 6 

717-291-4055 7 

717-358-4548 (fax) 8 

edith.gallagher@fandm.edu 9 

  10 

Jamie MacMahan 11 

Oceanography Dept. 12 

Naval Postgraduate School 13 

833 Dyer Rd 14 

Monterey, CA 93943 15 

 16 

A.J.H.M. Reniers 17 

Rosenstiel School of Marine Science 18 

University of Miami 19 

4600 Rickenbacker Causeway 20 

Key Biscayne, FL 33149 21 

 22 

Jenna Brown and Edward B. Thornton 23 

Oceanography Dept. 24 

Naval Postgraduate School 25 

833 Dyer Rd. 26 

Monterey, CA 93943 27 

 28 

 29 

Abstract 30 

Grain size is an important variable when predicting beach morphodynamics.  Beaches, to the 31 

eye, seem relatively uniform in grain size and morphodynamic modeling efforts usually assume a 32 

single mean grain size for an entire beach environment.  Therefore, estimating grain size is 33 

traditionally done by collecting only a few samples and averaging to characterize the mean grain 34 

size of the whole beach. However, some studies have shown that even small variations in grain 35 

size can have a significant effect on model results when predicting beach morphology changes. 36 
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Here, a mobile digital imaging system (DIS) has been developed for surveying spatial and 37 

temporal variation in grain size across a beach following the ideas of Rubin (2004). Using an off-38 

the-shelf camera and underwater housing, macro photographs are taken of sand across a beach, 39 

which produce estimates of mean grain size that are highly correlated with estimates from sieves 40 

(R
2
=0.92). High resolution maps of mean surface grain size are produced using the DIS (with 41 

~1000 images over a 300x500m area), which suggest that large variations in grain size exist (0.2-42 

0.7mm over tens of meters with accuracies of ~±0.03mm) and that there is a correlation between 43 

spatial grain size variations and morphological variability. 44 

 45 

1. Introduction 46 

In the past, hydrodynamic and morphologic coastal modelers have assumed that the sand layer 47 

on the beach and shelf is thick, well sorted (uniform in grain size) and relatively smooth.  Many 48 

field studies contradict this assumption.  Gallagher et al. (1998) found that sediment grain size 49 

variation across the surf zone was an important factor in predicting profile evolution. MacMahan 50 

et al. (2005) found that surface sediment grain size varies depending on location in a rip current 51 

cell, potentially enhancing the morphodynamic feedback.  McNinch (2004) found that the 52 

underlying geologic framework (eg, muds and gravels over areas of O[kms]) is exposed near hot 53 

spots (locations where the beach erodes dramatically, List et al. 2006) and hypothesized that 54 

different substrates cause anomalous nearshore processes such that wave attack is greater 55 

adjacent to the exposed substrate.  Ardhuin et al. (2002) found that wave orbital ripple patchiness 56 

on the continental shelf is associated with grain size variations (with spatial scales <1 km).  57 

Trembanis et al. (2004) found that different ripple regimes, immediately adjacent to one another, 58 

were associated with different grain sizes.  They also found that the wave friction factor 59 
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(estimated from vertical velocity fluctuations) was significantly different for the two regimes and 60 

that it changed during storms.  These patches of differing bed morphology have a significant 61 

effect on wave attenuation (Ardhuin et al. 2001, Tolman 1994).  Large (O[100m by kms]), 62 

regular, approximately shore-normal bedforms, known as rippled scour depressions, have been 63 

observed in 10-20 m water depth off many coasts (eg, South Carolina , Martha’s Vineyard, west 64 

Florida, California: see Murray and Thieler 2004 for a review) and are now thought to be sorted 65 

features, dependant on variable grain sizes and different bedform and roughness regimes.  Grain 66 

size sorting is observed within beach cusps, exhibiting feedback between the flow and 67 

morphology (Komar 1973, Antia 1987).  Within ripple and megaripple patterns, separation of 68 

grain sizes is also observed (Bagnold 1941), with coarser grains found in troughs and finer 69 

sediments are found on the crests.  Rubin and Topping (2001) found that, in rivers, sediment 70 

transport is more strongly regulated by changes in grain size than by changes in the flow.   71 

 72 

These various studies suggest that sediment grain size in coastal (and other) environments is not 73 

homogeneous and that variations in sediment size and supply are important in sediment transport 74 

and morphodynamics from mm scales to km scales (hot spots, bars, rip channels, cusps, ripples, 75 

bedload transport).  In addition, the feedback between the processes at small scales (eg, ripple 76 

formation, increased bed roughness and turbulence, winnowing of fine sediments) and the 77 

sedimentological framework reinforces the larger-scale morphological variability (eg, beach 78 

cusps, rip current cells, erosional hot spots or rippled scour depressions).  79 

 80 

Unfortunately, measuring grain size is tedious and time consuming: in general, sediment samples 81 

need to be returned to the laboratory and measured. Traditionally, the measurement is done with 82 
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sieves and involves drying, sieving (in this case we used quarter-phi interval sieves and samples 83 

were shaken for 10 minutes) and weighing. Some studies use fall velocity instruments or laser 84 

size analyzers rather than sieves. These also require sediment samples to be returned to the 85 

laboratory and prepared for analysis. Therefore, in spite of the evidence pointing to the 86 

importance of grain size in sand transport and morphodynamics on beaches, most of the studies 87 

mentioned above were based on relatively few field samples, painstakingly collected and 88 

subsequently analyzed in the laboratory.  To capture detailed spatial and temporal variations in 89 

grain size using those techniques would be difficult and expensive.  Here, a digital imaging 90 

system (DIS) is developed and tested to measure surface grain size in the nearshore. Following 91 

Rubin (2004), the 2D autocorrelation of digital, macro (very close-up) images of sediment is 92 

calculated and compared with calibration curves, to give an estimate of grain size. An 93 

examination of the measurement and image analysis techniques and associated errors are 94 

presented here. With the DIS, many samples can be collected, more easily than with traditional 95 

techniques, allowing for high spatial and temporal resolution surveys. The DIS was used during 96 

field experiments in Truc Vert, France in May 2006 and March-April 2008, and in Monterey, CA 97 

in May 2007 and in April-May 2009.  Maps of the spatial distribution of mean surface grain size 98 

before and after storms show that the DIS is capable of making detailed grain size measurements 99 

and that large variations in mean grain size are observed on natural beaches in both space and 100 

time. 101 

 102 

2. The Digital Imaging System 103 

2.1 Technique 104 
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The digital imaging system (DIS) used for this study consists of a Nikon D70 digital SLR 105 

camera with a 60 mm macro lens and three magnifying filters (+1, +2, and +4).  This 106 

allows the camera to get within about 6 cm of the sand bed and capture images that are 107 

about 2.5 x 1.7 cm in size with a pixel resolution of ~2000x3000.  This camera is placed 108 

in an Ikelite underwater housing and, when taking pictures, the viewing port of the 109 

housing is placed directly on the sand bed.  In doing this, the distance to the sand bed is 110 

fixed.  Flexible LED (light-emitting diode) strips, powered with three 9-volt batteries, are 111 

placed inside the housing to illuminate the sand bed immediately in front of the lens.  112 

This instrument is easy to handle in the field both while walking on the dry beach and 113 

while diving in deeper water. 114 

 115 

Three example images of different sieved size fractions are shown in Fig 1. Buscombe 116 

and Masselink (2008) examined a number of different numerical techniques for analyzing 117 

digital images of sediments. Here, we use the autocorrelation of the images following 118 

Rubin (2004).  The lower panel in Fig 1 illustrates how the autocorrelation curve, r(l), 119 

depends on grain size.  The correlation coefficient, r, resulting from horizontal offsets is 120 

given by 121 

 122 
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where x is the pixel intensity data from the image (which is converted to gray scale), i and 125 

j are the horizontal and vertical indices of the pixels (respectively), x is the mean pixel 126 
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intensity over the whole image, and l is the pixel offset (offsets from 0 to 100 pixels are 127 

shown in Fig 1). Each image is divided into four sub-images (1150x500 pixels each) and, 128 

for each sub-image, both the horizontal autocorrelation (eqn 1) and the vertical 129 

autocorrelation are calculated. In this way, eight curves are calculated for each image and 130 

averaged. This technique improves statistical stability by increasing the number of 131 

independent estimates and by reducing the effects of anomalous grains while retaining a 132 

large number of grains in each sub-image. 133 

 134 

For l=0, r=1, and, as l increases, r goes down. The resulting curve of r(l) gives a 135 

statistical estimate of the coherent length scales in the image. For example, the 136 

correlation coefficient for the larger grains decreases slowly with increasing l, because 137 

the image remains correlated with itself for longer pixel offsets (Fig 1, dotted curve).  138 

Conversely, r decrease quickly for smaller grains (Fig 1, solid curve).  The curves in Fig 139 

1 and others calculated from known size fractions are used to calibrate unknown 140 

autocorrelation curves derived from natural sediment samples. All of the calibration 141 

curves for two different field experiments along with examples of natural images and 142 

their autocorrelation curves are shown in Fig 2. 143 

 144 

The calibration curves for each field site are developed by collecting one large sediment 145 

sample (~10 kg), drying and sieving that sample, and then using the DIS to photograph 146 

and generate autocorrelation curves for each of the known fractions. A large sample must 147 

be collected to produce enough sand to photograph at the extremes of the distribution 148 

(i.e., for the largest and smallest size fractions of which very little may be present on the 149 
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study beach). The development of calibration curves for each study site captures the 150 

mineralogy, shape, color, and size distribution for a specific beach (Rubin 2004). The 151 

variations between study sites are visible in the sample images and in their respective 152 

calibration curves, where curves representing the same size fraction look significantly 153 

different. Here, all calibration curves are averages of curves from at least 30 images taken 154 

in the laboratory with the sieved sands submerged in water.  It has been found that many 155 

images of a single sample significantly improve the statistical stability (this is discussed 156 

in section 2.2.1). 157 

 158 

2.2 Analysis 159 

2.2.1 Mean Grain Size 160 

Mean grain size and the grain size distribution can be estimated quantitatively from the 161 

autocorrelation curves of natural images and the calibration curves in different ways. The 162 

method used to calculate mean grain size for the field data presented later in this paper is 163 

to find the value of the natural curve at each pixel offset by linearly interpolating between 164 

the two nearest calibration curves (giving a size value for each asterisk in Fig 2) and then 165 

averaging over all pixel offsets (Rubin 2004).  The number of pixel offsets over which to 166 

average can be varied. In these examples, the correlation curves run together for offsets 167 

larger than about 70, thus the important changes in the coherent length scales are 168 

represented best at lower pixel offsets. Maximum pixel offsets from 20-90 have been 169 

tested using images of natural samples that were photographed in the field as well as 170 

being returned to the laboratory for testing. Four examples are shown in Fig 3, with 171 

estimates of mean grain size using maximum pixel offsets from 30-60. These tests 172 
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suggest that within a reasonable range of offsets, mean grain size is not sensitive to the 173 

maximum pixel offset used.  For the data discussed below, a maximum pixel offset of 50 174 

was used. 175 

 176 

The interpolation technique for estimating mean grain size is robust, but the data can be 177 

noisy (Fig 4). It has been found that multiple independent images of a given sample (or 178 

location) are necessary to produce a stable, dependable estimate of grain size. The 179 

minimum number of images necessary from a single sample for best results was found to 180 

be about 10. To determine number of images necessary, a single natural sediment sample 181 

(~200g) was photographed in the laboratory 100 times. Using these 100 images, mean 182 

grain size was calculated from a random selection of 1-30 images repeatedly. The results 183 

of this analysis suggest that errors in mean grain size were large for fewer than about 10 184 

images (Fig 5). Ninety percent confidence interval is calculated as                185 

where N is the number of independent mean grain size estimates and     is the standard 186 

deviation (Figs 5b and c). Note that each image is broken into 4 subimages, as in Fig 2, 187 

and both horizontal and vertical autocorrelations are performed, so      number of 188 

photographs taken. All of these measures (Fig 5) converge to an asymptotic limit around 189 

10-15 photographs, which is the suggested minimum number of images for obtaining a 190 

statistically stable mean grain size. 191 

 192 

2.2.2 Grain Size Distribution 193 

The distribution of grain sizes in a single sample has been calculated by two techniques. 194 

A non-negative, least-squares regression (LSQ) of the natural autocorrelation curve with 195 
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the calibration curves following Rubin (2004) finds the fraction of each of the calibration 196 

curves that is represented in the natural curve, giving a distribution (or percentage) of 197 

each grain size contained in the natural sample (Fig 6 a and b). A maximum entropy 198 

method (MEM, see appendix A or Lygre and Krogstad, 1986) has also been tested as a 199 

technique for fitting the natural curve to the calibration set (Fig 6 c and d). As with the 200 

mean grain size estimate, only the portion of the autocorrelation curves between 0 and 50 201 

pixel offsets is used to calculated distribution for this study.  202 

 203 

The results of estimating grain size distribution are also noisy. Grain size distributions 204 

estimated from single images can produce widely varying results. These individual and 205 

often anomalous distribution estimates are shown as thin dotted lines in Fig 6. The thin 206 

solid lines in Fig 6 are the individual distribution estimates from the images in Fig 2 and 207 

are good examples of how the individual distribution estimates sometimes do not 208 

correspond to the true distribution (from sieves, thick dashed line with circles). As with 209 

the estimates of mean grain size, the average of many distribution estimates from many 210 

images of a single sample or location can often generate a realistic estimate of 211 

distribution (thick solid lines with squares in Fig 6). In Figs 6a and b, the distributions are 212 

calculated from the LSQ method. The LSQ method often produces individual 213 

distributions (thin dotted lines) that include peaky bimodality or large or small fractions 214 

which do not exist in the sample at all.  In Figs 6c and d, distributions of the same two 215 

samples are calculated from the MEM method. The MEM method was employed to try to 216 

obtain smoother, more realistic estimates of distribution. The individual estimates (thin 217 
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lines) are indeed smoother, but the final distribution estimates are not more accurate than 218 

those obtained with the LSQ method. 219 

 220 

Unfortunately, even after averaging, sometimes the distribution estimates can be different 221 

from known grain size distributions. In Fig 7, more examples of distributions are shown. 222 

These were chosen to illustrate problems that are often encountered with distribution 223 

estimates. A common problem is that the magnitude of the peak in the estimated 224 

distribution is too large or does not correspond to the peak in the true distribution (Fig 225 

7a). An inaccurately peaky or bimodal distribution estimate, when the true distribution is 226 

smooth and regular, is also common (Fig 7b). In both Fig 7a and 7b there is also an 227 

anomalous peak at 0.125 mm that is not in the sample at over 10%. Peaks at the smallest 228 

and largest fractions are a common anomaly of the LSQ technique. The distributions in 229 

Fig 7a and b are field samples from Truc Vert, France and the DIS estimated distributions 230 

do not represent well the true distribution. As with Fig 6a, these were photographed in the 231 

field and the samples were returned to the laboratory for sieving.  232 

 233 

Because the natural samples above were basically unimodal, known sieved sands were 234 

combined to create bimodal distributions and their distributions were estimated with the 235 

DIS (Fig 7c and d).  In general, this test produced good results for distributions where the 236 

two modes were similar (like the natural samples discussed above).  However, when very 237 

large and very small grains were combined to give strong bimodality, the DIS gave 238 

mixed results.  In Fig 7c, the sense of the bimodality is reproduced, but the amplitudes of 239 

the two peaks are not accurate. In addition, the peak at 1.4 mm represents a fraction that 240 
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did not exist in the man-made sample. In Fig 7d, the DIS estimate does not reflect the 241 

bimodality at all. A general sense of the range of grain sizes and approximate mean can 242 

usually be obtained from the distributions estimated from the photographs. However, 243 

they are not accurate enough for obtaining subtle details about the grain size distribution. 244 

 245 

Buscombe (2008) used a kernel density filtering technique to improve (LSQ) estimates of 246 

grain size distribution. Working with images of sediments from gravel beaches, he found 247 

that distribution estimates could be smoothed and improved. From these distribution 248 

estimates, he obtained more accurate higher-order grain size statistics (kurtosis and 249 

skewness), but that even with the new technique, the shape of the distribution was “not 250 

always mimicked exactly”. 251 

 252 

As discussed above, mean grain size was calculated directly from the autocorrelation 253 

curve by interpolation with nearest calibration curves and averaging. Mean grain size also 254 

can be calculated from the DIS estimated grain size distributions. The value of mean 255 

grain size (  ) is calculated from a distribution using 256 

 257 

   
 

   
         

 
           (2) 258 

 259 

where M is the number of size classes used, sc is the value of each size class (in mm) and 260 

p is the percentage of the total distribution contained in that size class. Eqn. 2 is used to 261 

calculate mean grain size for the sieved samples in this study and mean grain size can be 262 

calculated in this way from the distributions estimated from images (using either LSQ or 263 
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MEM methods). The values of mean grain size calculated from the DIS distributions can 264 

vary widely, likely owing to the inaccuracies of those grain size distributions (compare 265 

arrows in Figs 6 and 7). For example, in Fig 6b and d, both the LSQ and the MEM 266 

distributions have anomalous fractions above 1mm, which contribute to an anomalously 267 

high estimate of mean grain size (solid arrows). For the remainder of this paper we will 268 

use the estimate of mean grain size from the interpolation routine, following Rubin 269 

(2004). Although this value for mean grain size can also vary from the true value, it tends 270 

to be closest to the true value (R
2
=0.92 , Fig 4).  271 

 272 

2.3 Field considerations 273 

The primary source of error in estimating grain size is owing to poor focus of the digital 274 

images. The camera was focused manually in the present study, because the auto-focus 275 

function on the camera did not produce consistent results.  Thus, there are two causes of 276 

poor focus: 1) motion and 2) a slight change in actual distance of the camera from the 277 

sand resulting from the focus being set slightly differently from one batch of images to 278 

another.  Working in a dynamic environment means sometimes the camera, the diver, or 279 

the sand will be in motion, resulting in poor focus.  Fig 8 shows an example of the effect 280 

of motion on the focus and the resulting estimate of grain size.  These images were taken 281 

in the laboratory with the camera held against the sand in a bowl and then the bowl was 282 

rotated slowly or quickly. The center of rotation can be seen as the small patch that 283 

remains in focus. Although the rate of rotation was not quantified, an intuitive sense of 284 

the strong dependency on proper focus can be gained from this example. A change in 285 

focus owing to motion can produce errors of 25% or more. Caution while sampling in the 286 
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field and careful quality control to eliminate bad images are used to eliminate errors 287 

owing to motion while sampling. 288 

 289 

Poor focus owing to slight changes in distance to the bed is a more insidious problem.  290 

The accuracy of the technique depends on the camera being a fixed distance from the bed 291 

for both the calibration and the natural images. Because, with the prototype instrument, 292 

the focus was set manually, the focus could be slightly different before and after camera 293 

maintenance (battery or memory card changes).  Similarly, if the focus knob is bumped 294 

during a survey, small systematic changes will occur in the results.  A slight focus change 295 

like this resulted in an offset in grain size of 0.1 mm before and after camera maintenance 296 

at an early experiment at Truc Vert, France in May, 2006. During subsequent 297 

experiments the camera was always focused using images of measuring tapes. For some 298 

experiments small pieces of measuring tape were actually attached to the housing lens so 299 

that the tape is in every image (Fig 2 top left). This ensures focus and eases quality 300 

control. This temporary fix often came off during surveys (eg, Fig 2 top right) and was 301 

replaced by images of a loose measuring tape at the beginning and the end of a survey to 302 

ensure consistent focus. In later DIS generations, a permanent scale, visible in every 303 

image, will be designed into the housing. 304 

 305 

Because the autocorrelation technique involves de-meaning the images, light levels do 306 

not change grain size estimates and light levels do vary over the course of a survey. For 307 

example, fresh batteries provide strong lights that gradually become dimmer over the 308 

course of a survey as battery power wanes. Similarly, dry sand on a sunny day can be 309 
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lighter than submerged sand which is darker and receives almost no ambient light. (Not 310 

much light enters the housing from outside, when the lens is pressed against the sand, but 311 

there is some.) Camera settings, like aperture and shutter speed, can be changed to 312 

optimize light levels; these setting do not affect the autocorrelation or results. However, 313 

slow shutters speeds can result in image focus problems owing to motion, and low f-stop 314 

value (a measure of aperture), while increasing light, decreases the depth of field or the 315 

depth over which the image is in focus. Because focus does affect the estimate of grain 316 

size, higher f-stop values are desirable. It is recommended that anyone wishing to use this 317 

technique should become familiar with basic photographic techniques and constraints. 318 

 319 

Unfortunately, sand that is slightly damp causes a visual clumping of grains and 320 

sometimes liquid puddles (in partially dry/partially wet sand) can obscure the image. The 321 

region at the top of the swash on a beach that is periodically wet then dry was avoided 322 

(by working with the rising or falling tide) owing to this image deteriorating effect. 323 

 324 

3. Field Results and Discussion 325 

The DIS has been used in a number of field experiments. Here, results from a multi-326 

institutional experiment at Truc Vert, France in March and April 2008 will be shown. 327 

Truc Vert beach is macro-tidal with an annual mean spring tide range of 3.70 m. The 328 

wave climate is moderate with an annual mean significant wave height of 1.36 m and 329 

mean period around 6.5 s, but there is a strong seasonal dependence. During the 2008 330 

experiment under storm conditions, offshore significant wave heights reached 8 m 331 

(measured in 20 m depth). The morphology of the beach is complex, three-dimensional 332 
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and highly dynamic. The inner, intertidal bar has a transverse bar/rip morphology 333 

(Senechal et al. 2009), shown in Fig 9 and during this study, this morphology was 334 

observed to migrate from north to south owing to large waves from the northwest. The 335 

outer, subtidal bar is persistently crescentic with an average wavelength of about ~715 m 336 

(Castelle et al. 2007).  337 

 338 

During this experiment, the DIS was used to make large (300 x 500 m) spatial surveys of 339 

surface grain size over the inner, intertidal bar region at low tide. Positions of the 340 

photographs were determined by time-syncing the camera images with a small GPS that 341 

was worn by the surveyor. The GPS was post-processed to give horizontal accuracy of 342 

about 10 cm (MacMahan et al. 2009). The vertical accuracy of the GPS used with the 343 

camera was not sufficient for measuring bed elevation. Separate high-resolution surveys 344 

of the morphology were completed with a kinematic, DGPS system (Senechal et al. 2009; 345 

MacMahan 2001). During the 3 week experiment, five surveys of grain size and two 346 

bathymetric surveys were completed (Fig 10). Despite the convenience of the DIS, 347 

working around large waves and rising tides, and covering a large intertidal area was still 348 

found to be time consuming, thus some of the surveys took multiple days to complete (by 349 

a single person surveying). For example, the intertidal shoals were only available at the 350 

lowest spring tides and then only for ~2hrs surrounding the low tide. On dry ground a 351 

location could be sampled about once every 2 mins (including taking 10-15 photos and 352 

moving from one point to the next), in the water, this process is slower. The results of the 353 

first survey, conducted on March 14 and 15, are shown in Fig 11. On March 14 about 354 

1100 images were collected (taking about 4 hrs to complete) and on March 15 more than 355 
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600 images were collected (taking about 2 hrs to complete). Once examined for 356 

acceptable focus (which takes about 1 hr for 1000 images) there were 1058 images 357 

available to estimate grain size. In Fig 11a, the estimates of mean grain size from all 1058 358 

photos are represented by the color of the symbols. For Fig 11b, all those estimates from 359 

individual photos are averaged in 20m
2
 bins and the 90% confidence interval is plotted as 360 

error bars. This map of confidence is typical of all the surveys collected, where most 361 

estimates of mean grain size on the 20m
2
 grid are good to less than  0.02 mm, but a few 362 

have error bars as large as  0.05mm.  363 

 364 

In Fig 11a, the bathymetry from March 19 is also plotted as black contours. The coarse 365 

region near x=0m and y=200m corresponds to the head of a rip channel, while the mean 366 

grain size on the shoal between the two rip channels is finer. The higher and drier part of 367 

the beach, which is often subjected to aeolian transport, tends to be finer than either the 368 

rip or the shoal. This pattern was regularly observed on this beach and has been observed 369 

on other beaches as well (MacMahan et al. 2005). Thus, the grain size variations across 370 

the study region are observed to vary with the local morphology. In Fig 11c, a time lapse 371 

video image of the intertidal region from March 14 is shown. These images provide a 372 

general view of the subaqueous morphology when bathymetric surveys are not available 373 

(Lippmann and Holman 1989), because waves breaking in shallow water appear lighter 374 

in color, whereas deeper areas are darker without breaking waves. In Fig 11c, the deep rip 375 

channel, where the coarse sediments are observed, in the southern half of the study region 376 

is clearly visible. 377 

 378 
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Although the March 14/15 DIS survey and the March 19 bathymetric survey were 379 

separated by a large wave event (Fig 10, March 16-17), those waves were approximately 380 

shore-normal, so the alongshore position of the southerly rip channel did not change 381 

significantly. This was verified by examining time lapse video images. However, the 382 

coarse sediments associated with the head of the rip channel migrated shoreward 383 

(compare Fig 11b and Fig 12a), suggesting that the steep edge of the channel also moved 384 

onshore (Fig 13a). Small changes in bathymetric patterns like this (depth changes or 385 

small onshore-offshore motion) are difficult to assess from the video images, because the 386 

images are based on wave breaking patterns, which change with the tides and wave 387 

height.  388 

 389 

The morphology of the more northerly rip channel was changed significantly during this 390 

storm (compare Fig 11c and 13a). Casual observations from the beach, as well as a 391 

coarsening of mean grain size across the shoal and along the edge of the northern rip 392 

channel (Fig 12a) suggest that the northern channel moved closer to shore. (This is 393 

accurate for the portion of the channel closest to the beach. Further offshore some very 394 

interesting and unusual changes occurred in the northern rip channel, but unfortunately 395 

these are not covered by the present data set). Note that the DIS survey in Fig 12a was 396 

collected over the course of four days (March 17-20) and although the waves were less 397 

than 2m, the dynamic beach continued to change. This may explain some contradictory 398 

data points. 399 

 400 



18 

 

Mean grain size was surveyed again on March 22-23 during the next large wave event. At 401 

this time the wave approach was strongly from the north (Fig 10) and the more northern 402 

rip channel and next shoal to the north were observed in the field to be actively 403 

migrating, with a slip face along the northern edge of the rip channel (as if the northern 404 

shoal was a large bedform migrating into the channel), and large megaripples (60-80 cm 405 

in amplitude) were migrating within the rip channel. During this survey the tide was low 406 

enough (despite the large waves) to make measurements in the northern rip channel itself. 407 

Interestingly, the 20m
2
 bin-averaged grain size in the rip channel was only slightly 408 

coarser than on the adjacent shoals (Fig 12b). Zooming in on the rip channel region from 409 

that survey, the data from the individual photographs are shown in Fig 14a and they 410 

suggest that there are extremely large variations in grain size with large sediments (~0.6 411 

mm) as well as much finer sediments (~0.3 mm). When this combination of coarse and 412 

fine sediments in the region are averaged in 20m
2
 bins they give a misleadingly smooth 413 

grain size map, but if averaged over smaller 5m
2
 bins, the high variability in grain size 414 

over small distances is striking (Fig 14b) , albeit with larger error bars. Although a 415 

pattern is not resolved with these measurements, it is likely that the large megaripples 416 

were finer sediments from the shoal migrating across the coarse floor of the rip channel, 417 

which was still visible (and measureable) underneath. 418 

 419 

Large waves made it impossible to sample in the deeper southerly rip channel during the 420 

March 22-23 survey and, although the time lapse images suggest that it is still in 421 

approximately the same position, the grain size data are finer near its edge than in the 422 

previous survey, suggesting that the channel may have moved offshore slightly. 423 



19 

 

 424 

The next survey was conducted on March 28, after a few days of large ~3m waves that 425 

were predominantly from the northwest (Fig  10). The time lapse image suggests that the 426 

northern rip channel continued to move toward the shore and to the south (Fig 13c). The 427 

deep coarse southerly rip channel also moved to the south as indicated by both the time 428 

lapse images (Fig 13c) and the mean grain size patterns (Fig 12c). This DIS survey is less 429 

extensive because it was during the neap tide and the shoals were not accessible. 430 

 431 

The final DIS survey was conducted on April 1 and 2. The waves had finally begun to 432 

settle after being ~3m high for approximately 10 days (Fig 10). The time lapse images 433 

suggest that the northern rip channel continued to migrate to the south and joined the 434 

more southerly rip channel, giving one large shoal and one large, broad rip channel in the 435 

study region (Fig 13d). This is reflected in both the bathymetry (measured on April 4) 436 

and in the mean grain size pattern where coarse sediments are associated with the channel 437 

to the south and finer sediments are observed on the shoal to the north (Fig 12d). 438 

 439 

The large-scale spatial surveys are time-intensive and dependant on conditions, so to 440 

support those data, images were taken every day at a fixed location to better capture 441 

temporal variations in grain size. The location of those daily samples is marked in the 442 

images in Figures 9, 11 and 12 with a black asterisk (at x=-40 m and y=190 m) and is 443 

near a fixed instrument frame. The time series of daily mean surface grain size at that 444 

location is shown in Figure 15. This instrument frame was deployed on March 15 just 445 

northward of the southerly rip channel head and at that time the mean grain size was 446 
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relatively coarse at more than 0.5 mm. During the course of the experiment the fine 447 

sediments of the shoal to the north of the instrument frame migrated to the south and 448 

almost completely buried the sensors on that frame. At that time the mean grain size was 449 

less than 0.3 mm. As the morphological system continued to change with the northern rip 450 

moving in and welding to the southern rip channel, the fine sediments of the shoal moved 451 

out from beneath the frame and the coarser sediments of the northern rip channel came 452 

into the region with a mean grain size of ~0.4 mm. 453 

 454 

4. Conclusions 455 

Sediment transport is a function of fluid strength and grain size, therefore the ability to predict 456 

morphodynamic processes at any scale depends on a complete picture of spatial grain size 457 

variability. To this end, a mobile hand held digital imaging system (DIS) has been developed 458 

(following Rubin 2004) to facilitate the collection of both high spatial and high temporal 459 

resolution surface grain size information in the nearshore. The imaging system has been tested 460 

carefully and shown to be useful for measuring mean surface grain size. However, estimates of 461 

grain size distribution tend to be inaccurate using both Rubin’s (2004) LSQ approach and an 462 

MEM approach to analyzing the data. To measure mean grain size accurately, it was found that 463 

many images (10-15) of a sample/location are needed to produce a single stable and dependable 464 

mean grain size estimate. The need for large numbers of images comes from both natural 465 

variability of sand on a beach as well as the need for high quality images. In particular, image 466 

focus needs to be excellent to produce accurate estimates of grain size and when surveying in the 467 

surf zone, the motion and battering of the surveyor by the waves can produce many unusable 468 

images. Thus, a careful quality control step is necessary for accurate data. 469 
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 470 

The DIS is capable of producing unprecedented maps of surface grain size in the nearshore. 471 

Mean surface grain size has been shown to vary with the morphology, with coarser sediments 472 

observed in the deeper rip channels and finer sediments observed on the shoals between the rip 473 

channels. The surface sediments high on the beach are even finer, likely owing to sorting through 474 

aeolian transport. In addition, where megaripples were actively migrating in a dynamic rip 475 

channel, grain size was observed to vary from quite coarse (~0.6 mm) to quite fine (~0.3 mm) 476 

over very short distances (~5 m). The patterns were also observed to change with the dynamic, 477 

changing bathymetry over the course of the experiment. These temporal changes were observed 478 

both with the less frequent large-scale surface grain size surveys and at a single fixed location 479 

that was measured on a daily basis. Thus, the DIS has facilitated the observation that sand grain 480 

size varies in both space and time on a natural beach. 481 

 482 

Appendix A: Maximum Entropy Method to estimate grain size distribution 483 

 484 

The calibration curves, Cj, have been calculated for discreet grain sizes, Dj (see section 485 

2.1), according to Eqn. 1. Next we use these calibration curves to reconstruct a 486 

continuous grain size distribution with the Maximum Entropy Method (MEM) as 487 

outlined by Lygre and Krogstad (1986). The reconstruction is restricted to two 488 

harmonics, which allows for bi-modal grain size distributions. The continuous grain size 489 

distribution is given by:  490 

 491 

1,5

expMEM MEM m m

m

P A c q


 
  

 
  492 
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Where: 494 
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 502 

Where D is a grain size array ranging from 0 to Dmax, with Dmax = 2.0 mm and intervals of 503 

0.05 mm, and cm represent Lagrangian multipliers. AMEM represents the normalization 504 

coefficient such that the area under the PMEM curve equals one.   505 

 506 

The grain size fraction, Pj, at the measured grain sizes, Dj, is obtained by interpolation in 507 

the normalized grain size distribution PMEM. Next, the mismatch, q, is calculated between 508 

the sum of the calibration curves, weighted with their estimated fractions, and the 509 

observed auto correlation of the digital image, Cimage: 510 

 511 
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  512 

 513 

The estimated distribution (e.g. Fig 6c and d) is found by minimizing q as function of the 514 

Lagrangian multipliers. 515 

 516 
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Figure Captions 589 

 590 

Fig 1. A portion of each of three images of sieved sediment of three different sizes are 591 

shown in the top panels.  The autocorrelation curves corresponding to the size classes in 592 

the images are shown in the lower panel. 593 

 594 

Fig 2.  Images of natural sand and their corresponding autocorrelation curves (asterisks) 595 

from Truc Vert (left panels) and Monterey (right panels).  The solid lines are the 596 

calibration curves, calculated from images of sieved sand (eg, Fig 1), which is taken from 597 

each field site, sieved and photographed. Moving from top to bottom, the calibration 598 

curves correspond to sand sizes (left panel, Truc Vert) 1.18, 1.0, 0.85, 0.71, 0.6, 0.5, 599 

0.425, 0.355, 0.3, 0.2, 0.125mm and (right panel, Monterey) 1.4, 1.18, 1.0, 0.85, 0.71, 600 

0.6, 0.5, 0.425, 0.355, 0.3, 0.25, 0.18, 0.15mm. 601 

 602 

Figure 3. Mean grain size plotted as a function of maximum pixel offset used. The thick 603 

solid black line represents mean grain size estimated from the sieved distributions and is 604 

considered the true mean grain size. Squares represent estimates of mean grain size using 605 

the interpolation technique of Rubin (2004). Estimates of mean grain size using Eqn 2 606 

and the distributions calculated with the MEM method are shown as triangles and 607 

calculated with the LSQ method are shown as circles. Filled symbols represent estimates 608 

from photographs taken in the field when the samples were collected. Open symbols 609 

represent estimates from photographs taken in the laboratory with the sample submerged 610 

in water. 611 
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 612 

Figure 4. Mean grain size estimated with the DIS (using Rubin’s (2004) interpolation 613 

method) plotted versus mean grain size calculated from the sieved distribution using Eqn 614 

2. Circles are from Monterey, triangles are from an early experiment in Sennen, England 615 

in 2005 and squares are from an early experiment in Truc Vert France in 2006. Open 616 

symbols are samples that were photographed in the laboratory (and are generally from 617 

many photographs), filled symbols are samples that were photographed in the field (and 618 

generally are from only a few photographs). The solid line shows the one-to-one 619 

relationship and the dashed line shows the best fit line with the correlation coefficient of 620 

R
2
=0.92. 621 

 622 

Figure 5. a) Mean grain size, b) standard deviation and c) 90% confidence interval plotted 623 

versus the number of images used in calculating mean grain size. The horizontal white 624 

line in panel a) represents the mean grain size for this sample calculated from the sieves. 625 

 626 

Figure 6. Examples of grain size distributions estimated with the DIS from a) and c) Truc 627 

Vert, France (2006) and b) and d) Monterey, CA. In a) and b) grain size distribution is 628 

calculated using the LSQ fitting routine and in c) and d) distribution is calculated using 629 

the MEM fitting routine. The thin dotted lines are distributions estimated from individual 630 

photographs. The thick solid line with squares is the average of all the thin lines in each 631 

plot and represents the mean distribution estimated by the DIS. The thick dashed line 632 

with circles is the distribution measured with sieves. The arrows are mean grain size 633 

values estimated 1) by linear interpolation of the autocorrelation curve with the 634 
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calibration curves following Rubin (2004) (dash-dot), 2) from the camera-estimated 635 

distributions following Eqn 2 (solid), and 3) from the sieved distribution (dashed). The 636 

photos and resulting thin dotted curves in the Truc Vert examples (a and c) were from an 637 

early field experiment and only a few good photos were collected at each location (here 638 

there are 6). In the Monterey examples (b and d), the sand sample was returned to the 639 

laboratory for analysis, so many photos were taken (about 30 are shown). The thin solid 640 

lines are the distributions that correspond to the individual photos in Fig 2. 641 

 642 

Figure 7. Examples of poorly estimated distributions. a) and b) are samples from Truc 643 

Vert, France (2006) and c) and d) are bimodal distributions created in the lab from sieved 644 

sands. In all panels the DIS distribution was calculated using the LSQ fitting method. 645 

Symbols and lines are the same as in Fig 6. 646 

 647 

Figure 8. Focus test. Top panels show images of a single sand sample stationary and in 648 

focus, moving slowly and slightly out of focus, and moving quickly and very out of 649 

focus. In the bottom panel, the autocorrelation curves for those images are shown to 650 

illustrate how focus affects mean grain size estimates (D). 651 

 652 

Figure 9. a) Bathymetry measured on March 19, 2008 using a survey-grade GPS system 653 

mounted 1) on a jet-ski with a depth finder for subaqueous sampling, 2) on a person 654 

walking for shallow water measurements and 3) on an ATV for dry beach measurements. 655 

See MacMahan (2001) for more details on bathymetric surveying. Asterisk shows 656 

location of fixed instrument frame where measurements in Fig 15 were made. b) Time 657 
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lapse video image of the intertidal region (approximately the same region covered in 658 

panel a) at Truc Vert on March 19. The black line indicates the water line, offshore of 659 

which shallower areas are lighter owing to wave breaking, and deeper areas are dark with 660 

no breaking. In this image there are distinct deep areas corresponding to the transverse rip 661 

feeder channels. North is to the right and offshore is up in the image. 662 

 663 

Figure 10. a) Significant wave height measured in 20 m water depth offshore of the Truc 664 

Vert field site. Shorter arrows indicate times of DIS surveys, larger arrows indicate times 665 

of bathymetric surveys. b) Wave direction in degrees measured in 20 m water depth. The 666 

horizontal line at 280
o
 represents the shore normal wave approach and angles greater than 667 

280
o
 represent wave approach from the north. 668 

 669 

Figure 11. a) Circles give the position of individual photographs (there are 1058) taken 670 

during the March 14/15 DIS survey at Truc Vert, France and contours represent 671 

bathymetry measured on March 19 (same as in Fig 9a). The color of the circles indicates 672 

the mean grain size. b) The data in a) were grouped into 20x20 m bins and averaged 673 

(color of large dots indicates grain size). The error bars represent the 90% confidence 674 

interval for the grain size estimate at each 20m
2
 bin where photos were taken. 675 

(Confidence interval calculated as in Fig 5.) Asterisk shows location of fixed instrument 676 

frame where measurements in Fig 15 were made. c) Time lapse video image of the 677 

intertidal region (approximately the same region covered in the top panels) at Truc Vert 678 

on March 14. The thin white lines outline the region that was surveyed with the DIS. The 679 

black line indicates the water line, offshore of which shallower areas are lighter owing to 680 



31 

 

wave breaking, and deeper areas are dark with no breaking. North is to the right and 681 

offshore is up in the image. 682 

 683 

 684 

Figure 12. Maps of mean grain size at Truc Vert beach averaged in 20x20m bins from a) 685 

March 17-20, b) March 22-23, c) March 28 and d) April 1-2. Contours in a) and d) 686 

represent bathymetry measured on March 19 and April 4, respectively. Error bars 687 

represent 90% confidence interval. The asterisk in each panel shows the location of the 688 

fixed instrument frame where measurements in Fig 15 were made. 689 

 690 

Figure 13. Time lapse video images of the intertidal region at Truc Vert during each of 691 

the four DIS surveys (Fig 13) a) March 17-20, b) March 22-23, c) March 28 and d) April 692 

1-2. The thin white lines outline the regions that were covered by the DIS on each day. 693 

The black line indicates the water line, offshore of which shallower areas are lighter 694 

owing to wave breaking, and deeper areas are dark with no breaking. North is to the right 695 

and offshore is up in the image. 696 

 697 

Figure 14. Close up of the northern rip channel from the March 22-23 survey. a) Circles 698 

give the position of individual photographs, with color representing the grain size. 699 

Contours show northern rip channel bathymetry from March 19, note that on March 22-700 

23 the channel has migrated to the south (left) and the back-and-forth photo survey lines 701 

cross the center of rip channel. b) Individual photos were averaged in 5 m
2
 bins and the 702 

error bars represent the 90% confidence interval for the grain size estimate at each 5m
2
 703 



32 

 

bin where photos were taken. Large gradients in grain size are now visible with the 704 

smaller averaging area.  705 

 706 

Figure 15. Mean surface grain size measured daily at a fixed instrument frame during the 707 

Truc Vert 2008 field campaign plotted versus time. 708 
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