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Abstract 27 

 28 

Evolution of nonlinear wave groups to breaking under wind forcing was studied by 29 

means of a fully nonlinear numerical model and in a laboratory experiment. 30 

Dependence of distance to breaking and modulation depth (height ratio of the highest 31 

and the lowest waves in a group) on wind forcing was described. It was shown that in 32 

the presence of a certain wind forcing both distance to breaking and modulation depth 33 

decrease, the latter signifies slowing down of the instability growth. It was also shown 34 

that wind forcing significantly reduces the energy loss in a single breaking event.  35 

 36 
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1. Introduction 52 

Wave breaking is of interest in oceanography because it plays an important 53 

role in exchange of energy between atmosphere and ocean, in the air-sea exchange of 54 

momentum, mass and heat. Breaking is the main sink of wave energy, it limits the 55 

wave growth. Wave breaking contributes to ocean acoustics and also it is of 56 

significant importance for ocean remote sensing, coastal engineering, navigation and 57 

other applications (see e.g. Babanin, 2009 for a review). Dissipation due to breaking is 58 

defined by breaking probability (frequency of breaking occurrence, e.g. Babanin et 59 

al., 2001, 2007a, The WISE Group, 2007) and breaking severity (energy lost in a 60 

single breaking event, e.g. Manasseh et al., 2006, Babanin, 2009, Babanin et al., 61 

2010). The latter can vary over a  very wide range (Galchenko et al., 2010).  62 

It has been shown that there are two important characteristics of a wave group: 63 

lifetime and modulation depth (Galchenko et al, 2010). Lifetime is time between the 64 

moment the wave is created and the moment when it breaks. This parameter is used in 65 

laboratory experiments and numerical simulations, rather than in the field; however, 66 

knowing lifetime, one can estimate breaking probability. The wave modulation depth 67 

R is a height ratio of the highest hH  and the lowest lH  waves in the group: 68 

/h lR H H=  (Babanin et al., 2010). In Galchenko et al. (2010) it was shown that these 69 

parameters depend on initial primary wave steepness and ratio of initial steepnesses of 70 

the primary wave and the sideband. It was found that the severity of breaking grows 71 

with modulation depth for the values of the latter 1<R<5.5. It was also shown that 72 

probability of breaking for wave groups with R<2.2 is very low.  73 

 Modulation depth is an indicator of the rate of instability growth. One of the 74 

questions discussed in terms of wave evolution and breaking is the frequency of 75 

occurrence of Benjamin-Feir instability and how often it can be the reason for 76 
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breaking. Benjamin-Feir instability is not a rare event. In one-dimensional trains it is 77 

always present, even for infinitesimally small waves. In two-dimensional wave fields 78 

its activity is limited, but within the limits it is also always present. In both one-79 

dimensional and two-dimensional cases Benjamin-Feir instability may lead to a freak 80 

wave or may result in wave breaking (there is also the third option – full recurrence of 81 

the wave train without breaking). The main factor that defines what event is the most 82 

probable is the wave steepness, as the rate of instability depends on the steepness 83 

(provided that the bandwidth in frequency and angle is the same). For low steepness, 84 

the Benjamin-Feir instability will lead a uniform wave train to an occurrence of a 85 

wave higher than average (but that wave will only be marginally higher), and then to a 86 

full recurrence of the original uniform wave train. For steep waves, the growth rate 87 

will be large and will lead to breaking. Also, there is a range of steepnesses when 88 

waves grow very high due to Benjamin-Feir instability, but do not break, and this is 89 

when freak waves are most probable. In Babanin et al. (2011b) this range was 90 

identified as ak=0.11-0.13. Freak waves, however, are rare events, while wave 91 

breaking is frequent. There are a number of other mechanisms apart from Benjamin-92 

Feir instability that may lead to wave breaking. In deep water and in the absence of 93 

environmental forcing (or when the forcing is relatively weak), there is only one such 94 

mechanisim, and it is linear superposition. However, Babanin et al. (2010, 2011a) 95 

conclude on the basis of multiple direct and indirect evidences, that, while linear 96 

superposition is theoretically capable to lead to a breaking in the ocean, in practice it 97 

is a very rare occurrence, and the main breaking mechanism in typical oceanic 98 

conditions is the Benjamin-Feir instability. 99 

 Benjamin-Feir instability in two-dimensional wave fields has been studied by 100 

means of dynamic equations (e.g. McLean, 1982, Mori et al., 2011), phase average 101 
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equations (e.g. Alber, 1978), and experimentally (Onorato et al., 2009 a,b, Waseda et 102 

al., 2009). All the studies show that it exists in two-dimensional wave fields, but 103 

within some limited range of directional spreadings. Babanin et al. (2010) suggested 104 

that this range depends on combination of the directional bandwidth and mean wave 105 

steepness – i.e. if the steepness is higher, the directional spreading can also be broader 106 

while the instability is still active. Babanin et al. (2011 a,b) have investigated this 107 

range quantitatively in a laboratory experiment in two-dimensional wave tank. They 108 

concluded that for directional spreading and wave steepness typical for oceanic 109 

conditions, Benjamin-Feir instability is still active and leads to wave breaking. 110 

Wind forcing has many effects on the on the evolution of nonlinear wave 111 

groups to breaking. Wind affects the rate of instability growth (Trulsen and Dysthe, 112 

1992, Waseda and Tulin, 1999, Babanin et al., 2010). Since this rate affects the wave-113 

breaking severity, wind therefore can be an important player in the context of the 114 

breaking strength and whitecapping dissipation. The wind forcing enhances breaking 115 

probability (e.g. Hwang et al., 1989, Banner et al., 2000, Babanin et al., 2001, 2007a), 116 

but reduces the breaking severity (Babanin et al., 2010). In the coupled wind-wave 117 

system, the breaking severity, in turn, affects the wind-to-wave energy and 118 

momentum input, even if locally (Babanin et al., 2007b). It is essential to note, 119 

however, that capacity of the wind to modify the condition of breaking onset is 120 

marginal, unless the wind is very strong (Babanin, 2009, Babanin et al., 2010, Toffoli 121 

et al., 2010). 122 

In this paper, we are pursuing two main questions that need an answer. First is 123 

how wind forcing changes the dependencies described in Galchenko et al. (2010), i.e. 124 

the behaviour of lifetime and modulation depth as functions of initial steepness and 125 

the dependence of breaking severity on modulation depth. The investigations 126 
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necessary for estimating lifetime and for describing the evolution of modulation depth 127 

were conducted by means of fully-nonlinear Chalikov-Sheinin (CS) model described 128 

in Chalikov and Sheinin (2005). The CS model implemented in this study was 129 

coupled with the atmospheric boundary layer (Chalikov and Rainchik, 2011). 130 

An important advantage of the CS wave model is that it does not have 131 

limitations on steepness and the duration of propagation, it does not accumulate 132 

numerical errors. As mentioned above, for studying wind-wave interaction CS model 133 

is coupled with wave boundary layer model (Chalikov and Rainchik, 2011). In this 134 

coupled wind-wave model, waves are the object of the modelling. Equations for the 135 

boundary layer are solved along with full potential wave equations, and the solutions 136 

for air and water are matched through the interface. The fully-nonlinear model allows 137 

describing the effects of the wave crest sharpening, which strongly increases the 138 

pressure anomalies. It is important that model works in physical rather than Fourier 139 

space. This is an apparent advantage of the model, as many processes (e.g. group 140 

effects) can be observed only in physical space. Energy input to waves is also best 141 

described in physical rather than Fourier space because of local steepness effects (e.g., 142 

Donelan et al., 2005, 2006, Babanin et al., 2007b, Savelyev et al., 2011).  143 

The second question is how the severity of a single breaking event changes 144 

with wind forcing. As mentioned above, in response to the wind forcing, the breaking 145 

probability grows whereas the breaking severity reduces (Babanin, 2009, Galchenko 146 

et al., 2010). As a result, trend of such an important feature as the whitecapping 147 

dissipation is not apparent. 148 

While field investigations of the breaking severity have been an active topic of 149 

research lately, there is a clear lack of studies dealing with influence of wind on the 150 

breaking severity as such. Field measurements of breaking severity are rather 151 
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complicated. Several studies (e.g. Monahan, 1971, Zhao and Toba, 2001, Guan et al., 152 

2007, Yuan et al., 2009) established a dependence between wind speed and whitecap 153 

coverage. According to these studies, in most cases whitecap coverage tends to 154 

increase with wind speed (although, data scatter is very significant). However, 155 

whitecap coverage depends not only on the breaking severity, but also on breaking 156 

probability, and the physical and chemical properties of the water (e.g. Wu, 2000, 157 

Stramska and Petelski, 2003). Thus it is impossible to estimate the breaking strength 158 

of a single event based on the information about whitecap coverage. 159 

A few experiments, both in laboratory and in the field, have been made with 160 

the purpose of estimating the sizes and penetration depths of bubbles produced by 161 

breakers. It is supposed that larger bubbles correspond to more severe breakers 162 

(Stolte, 1992, Manasseh et al., 2006, Babanin, 2009). Most of the studies show that 163 

the size of the bubbles and depth of their penetration into the water grow with wind 164 

forcing. However, just as in case with whitecap coverage, single breaking events are 165 

not always separated. Thus, the influence of wind on breaking severity is still in need 166 

of detailed insights. In the present paper a laboratory experiment aimed at studying 167 

breaking severity of wave groups with wind forcing is described. This is the limiting 168 

case of one-dimensional (long-crested) waves, and two-dimensional issues of 169 

modulational instability, wave breaking and wind forcing have to be studied 170 

separately. 171 

 172 

2.  Benjamin-Feir instability in the presence of wind. 173 

The wave system in question is initially assigned by a superposition of two 174 

sinusoidal signals with different amplitudes and close wavenumbers: a carrier wave 175 

with a steepness 1 1 1a kε =  and a sideband with a steepness 2 2 2a kε = , where 1a  and 2a  176 
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are the wave amplitudes, 1k  and 2k  are the wavenumbers. In the non-dimensional 177 

model, however, the wave amplitude is not an independent parameter, and is defined 178 

by the choice of wave steepness and wavenumber. Wavenumbers, and therefore the 179 

initial bandwidth defined as 180 

2 1

2 1

2( )k k
k k

ν −
=

+
, (1)

 181 

in our numerical and laboratory experiments remain the same. Initial number of waves 182 

in a group is around N=7. In the nondimensional model wavenumbers do not signify 183 

any particular dimensional values of wavenumbers, only relative rather than absolute 184 

values of these numbers are important  185 

While propagating, this wave group experiences Benjamin-Feir instability, 186 

when new sidebands grow and take energy from the carrier wave. The classical wave 187 

system of Benjamin and Feir (Benjamin and Feir, 1967) consists of three waves: a 188 

carrier wave a and two sidebands b± . However, Benjamin-Feir instability is not the 189 

primary interest of this study. In our numerical simulations and laboratory 190 

experiments, the upper sideband b+  (sideband with steepness 2ε ) was seeded to 191 

obtain a broad range of controlled values of modulation depth R. In such a case, the 192 

second (lower) sideband is not seeded initially, but appears from the background 193 

noise. When the wave group evolves to breaking, this lower sideband continually 194 

grows, and so does the modulation depth R. The example of such growth with no 195 

wind forcing is shown in Figure 1. 196 

Sometimes the amplitude of sideband b−  becomes higher than the carrier wave 197 

(i.e. downshifting of the spectral energy occurs). Modulation depth R decreases with 198 

the ratio of carrier wave and lower sideband /a b− , i.e. the higher is b− , the larger is 199 
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modulation depth. In the presence of strong wind forcing, growth of b−  can be 200 

essentially impaired (Figure 2). In the Figure, the values of ratio /a b−  at the moment 201 

of one period before breaking are plotted versus wind-forcing parameter U/c. Here U 202 

is wind speed at the height of half of the wavelength / 2λ  (in CS model all 203 

parameters are non-dimensional), and c is phase speed of the carrier wave. The Figure 204 

represents three groups with different values of initial primary wave steepness 1ε , 205 

while ratio of initial primary steepness and steepness of sideband 1 2/ε ε  is the same. 206 

Figure 2 shows that suppression of the lower sideband is especially strong for wind 207 

forcing U/c=6-8. The broadest range of /a b−  is for 1 0.17ε = . It starts from 0.94 208 

(downshifting) for U/c=0 and reaches maximum of 483 for U/c=8. The narrowest 209 

range is for 1 0.2ε = . The position of maximum remains the same for all three values 210 

of steepness, and that is U/c=8. Thus, the position of maximum itself is independent 211 

of steepness, but “peak width” decreases with 1ε : for 1 0.17ε = ratio higher than 100 is 212 

observed for U/c=5-9, while for 1 0.23ε =  it is U/c=7-8.  213 

Figure 3 shows how ratio /a b−  depends on wind forcing for wave groups with 214 

the same primary wave steepness 1ε , but different 1 2/ε ε . In the Figure, /a b−  reaches 215 

its maximum for close values U/c in both cases: U/c=7 for 1 2/ 10ε ε = , and U/c=8 for 216 

1 2/ 60ε ε = . However, values of this maximum noticeably differ: for 1 2/ 10ε ε =  217 

maximum /a b− =8.7 , and for 1 2/ 60ε ε =  it is 183. Thus, suppression of lower 218 

sideband by wind significantly increases when initial sideband steepness is smaller. 219 

This happens because in case of lower initial steepness the lower sideband is 220 

suppressed before any Benjamin-Feir instability can develop. As we have mentioned 221 
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above, modulation depth R depends on /a b− , therefore when b−  is suppressed by 222 

wind, modulation depth is expected to have lower values.  223 

Suppression of Benjamin-Feir instability by the wind for initially 224 

monochromatic and modulated wave trains was shown before by a number of 225 

researchers. Bliven et al. (1986) found that wind, when imposed on a paddle-226 

generated “unseeded” (initially monochromatic) wave train, reduces and even (in case 227 

of strong wind) suppresses the Benjamin-Feir instability. In their experiments 228 

sideband magnitude, growth rate and low-frequency perturbation components 229 

associated with the instability mechanism were reduced when the wind speed 230 

increased. The results of Bliven et al. (1986) were qualitatively confirmed by 231 

numerical simulations of Trulsen and Dysthe (1992). They used a modification of 232 

nonlinear Schrödinger equation, to which they added two source terms: action of wind 233 

and wave breaking. Simulations of Trulsen and Dysthe showed that for low winds and 234 

breaking the evolution of wave trains was quantitavely the same as for the situation 235 

with breaking but without winds, i.e. for low winds they observed downshifting of the 236 

dominant frequency and the Benjamin-Feir instability. For stronger winds the 237 

situation was different: modulational instability existed, but was significantly slowed 238 

down and delayed in time. 239 

Another thorough investigation on the topic was carried out by Waseda and 240 

Tulin (1999). They conducted laboratory experiments with both initially 241 

monochromatic wave trains and wave groups with two “seeded” sidebands. In the 242 

paper they report that the growth rates of the sidebands were reduced for weak, and 243 

enhanced for strong wind forcing. This seems to contradict the previous results 244 

obtained by Bliven et al. (1986). However, Bliven et al. did not estimate growth rate, 245 

but reported a suppression of the sideband energy. 246 
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One of the most recent works considering the influence of wind on Benjamin-247 

Feir instability is that by Kharif et al. (2010). Following Segur et al. (2005), who 248 

proved numerically and experimentally that viscous dissipation can bound the growth 249 

of perturbations “before nonlinearity comes into play”, Kharif et al. (2010) 250 

numerically investigated a wave system with both dissipation and wind. They found 251 

that in the presence of both dissipation and wind, the instability in a weakly nonlinear 252 

modulated wave train occurs when friction velocity is higher than some critical 253 

velocity. Critical velocity defines the minimum friction velocity induced by the wind 254 

to amplify a wave train with a certain carrier wave frequency (critical velocity 255 

increases with wavelength or decreases with frequency of the carrier wave). Kharif et 256 

al. (2010) note that “in the presence of wind and dissipation, the unstable domain 257 

shrinks for low-frequency regime: this means that young waves are more sensitive to 258 

Benjamin-Feir instability than old waves”. The research of Kharif et al. (2010) was 259 

continued by Touboul et al. (2010), where they used a two-dimensional fully-260 

nonlinear model, and the marginal stability curve they obtained coincided with the 261 

curve obtained with the weakly nonlinear version of Kharif et al. (2010).  262 

 263 

3. Lifetime and modulation depth as a function of wind forcing. 264 

Above it was shown that, as a consequence of lower sideband suppression, 265 

decrease of modulation depth (as measured at the moment of one period before 266 

breaking) can be expected when wind forcing is increasing up to U/c=6-8. Figure 4 267 

represents dependence of modulation depth R on wind forcing U/c for different values 268 

of initial primary wave steepness. The difference between the three panels in Figure 4 269 

is in ratio 1 2/ε ε . Comparing the three cases, one can see that modulation depth is 270 

being reduced by wind forcing more noticeably for higher ratios of primary and 271 
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secondary wave steepness 1 2/ε ε . In the top panel 1 2/ 5ε ε = , and the decrease of 272 

modulation depth is insignificant, while for 1 2/ 10ε ε =  (medium panel) R decreases 273 

1.5-2 times for low values of primary wave steepness at U/c=6 (compared to values at 274 

U/c=1), and then again increases. Minimum of modulation depth and further increase 275 

is especially evident for 1 2/ 40ε ε = , i.e. for smaller initial sideband steepness. An 276 

interesting fact is that lifetime repeats this trend, though approximately, and also 277 

shows a minimum and then further increase (Figure 5). The effect of increasing 278 

lifetime for extreme winds is almost absent for 1 2/ 5ε ε =  in the top panel, hardly 279 

noticeable for 1 2/ 10ε ε = , medium panel, but strongly pronounced for a higher 280 

1 2/ 40ε ε =  in the bottom panel. The reduction of lifetime for wind forcing U/c=6-8 281 

means that the probability of breaking grows, while modulation depth is close to 1 282 

(i.e. no modulation). This, in its turn, means that for such wind forcing modulational 283 

instability is no longer a reason for breaking.  284 

In Galchenko et al. (2010) we showed that both lifetime (distance to breaking) 285 

and modulation depth decrease with primary wave steepness. In the presence of wind, 286 

lifetime also diminishes with primary wave steepness for any value of wind forcing, 287 

which means that for the same wind forcing probability of breaking is higher for 288 

initially steeper waves (Figure 6). With the modulation depth, situation is more 289 

complicated. Whether modulation depth depends on 1ε  or not, is defined by wind 290 

forcing. For low to moderate wind forcing R depends on 1ε . For strong wind forcing 291 

(U/c>5) modulation depth does not depend on primary wave steepness any more 292 

(Figure 7). Apparently, such wind forcing makes the waves grow to the limiting 293 

steepness before the modulational instability can take its course. In case of U/c<5 the 294 

dependence of modulation depth on primary wave steepness 1ε  can be different: it can 295 
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either decrease, when 1 2/ε ε  is high, or increase, when 1 2/ε ε  is low. This dependence 296 

repeats the dependence of ratio /a b−  on 1ε  (Figures 8 and 9). For lower ratio 1 2/ε ε  297 

modulation depth decreases with 1ε  (e.g. 1 2/ 7ε ε =  in Figure 8), but for higher 1 2/ε ε  298 

it grows (e.g. 1 2/ 60ε ε =  in Figure 8).  299 

Here it is important to note that ratio of steepnesses 1 2/ε ε  is not the only 300 

possible parameter for describing the dynamics of nonlinear wave groups. Benjamin-301 

Feir instability is controlled not just by nonlinearity (the decrease of 1 2/ε ε  302 

corresponds to the decrease of nonlinearity), but also by dispersion, i.e. bandwidth in 303 

the system. In our previous and current laboratory experiments on the breaking 304 

severity we concentrated on controlling modulation depth immediately before the 305 

breaking, which was achieved by manipulating 1 2/ε ε . In the present research initial 306 

bandwidth (also initial number of waves in a group) was not varied. In the numerical 307 

simulations, we have performed an investigation on response of modulation depth to 308 

variations of bandwidth. Such dependence without wind is shown in Figure 10. The 309 

most obvious changes in modulation depth with bandwidth occur for smaller initial 310 

steepness. Figure 11 shows dependence (or, to be more precise, no certain 311 

dependence) of R on bandwidth for U/c=2 and U/c=4. Maximum modulation depth 312 

for U/c=2 is R=3, for U/c=4 is R=3.4, both maximums are reached for 0.197ν = . 313 

Minimums are R=2.3 and R=1.8 respectively, so the difference between maximum 314 

and minimum for the range of bandwidths shown in the Figure is 0.7 for U/c=2 and 315 

1.8 for U/c=4. In Figure 12, one can see dependence of modulation depth on ratio 316 

1 2/ε ε  for different values of bandwidth for two wind forcings. For smaller wind 317 

forcing R is independent of 1 2/ε ε , for higher, U/c=4, it generally decreases for all 318 

values of bandwidth. We investigated influence of wind on this dependence for 319 
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different values of initial steepness 1ε  and the same bandwidth 0.145ν = , and found 320 

that without wind, for small winds and extreme winds such dependence does not exist, 321 

while for high winds modulation depth decreases with 1 2/ε ε  (Figure 13), just as it 322 

does for other bandwidths in Figure 12. 323 

 324 

 325 

4. Wind and breaking severity. 326 

In Galchenko et al. (2010) we showed that in the absence of wind severity of 327 

breaking grows with modulation depth. Also, it was found that probability of breaking 328 

for wave groups with R<2.2 is very low. Here, numerical simulations (Section 3) 329 

show that wind forcing causes the decrease of modulation depth and at the same time 330 

significantly increases the probability of breaking for wave groups with 1<R<2.2: 331 

under strong wind waves break even in groups with R close to 1. This means that with 332 

wind forcing severity of breaking is expected to decrease. 333 

This expectation was confirmed experimentally. The laboratory experiment 334 

with wind forcing was conducted in the Air-Sea Interaction Saltwater Tank (ASIST) 335 

at the Rosenstiel School of Marine and Atmospheric Science, University of Miami. 336 

The sketch of the experimental setup is shown in Figure 14. Wave groups with wind 337 

forcing were produced by a digitally controlled mechanical wave generator and a 338 

wind generator. Laser elevation gauges with cameras measured surface elevations at a 339 

rate of 250 Hz with a vertical pixel resolution of 0.2 mm as described in Savelyev et 340 

al. (2010). Camera 1 recorded initial conditions, and breaking occurred between 341 

cameras 2 and 3.  342 

Figure 15 shows the dependence of modulation depth on primary wave 343 

steepness for two values of wind obtained numerically and experimentally. In the 344 
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Figure, numerical values for modulation depth slightly overestimate experimental 345 

values for the case of smaller wind forcing, U/c=2. Quasi-two-dimensionality of the 346 

experimental conditions is most probably responsible for this overestimation. 347 

 Breaking severity coefficient was defined as follows: 348 

bb

abbb

E
EE

S
−

= , (2)

where bbE  is the wave energy before breaking, and abE  is the energy after breaking. 349 

Thus, the severity coefficient S is a nondimensional parameter. By the energy we 350 

mean potential energy of the wave group:  351 

∫=
T

dttE
0

2 )(η , (3)

where )(tη is time series of surface elevations, T is the period of the whole group. 352 

Figure 16 shows dependence of severity coefficient S on wind forcing U/c. In 353 

Figure 16, bottom panel, data obtained for a certain wind forcing is averaged. Even 354 

though the scatter of data is significant (Figure 16, top panel), one can notice that 355 

severity coefficient decreases with wind forcing. The data in the Figure are not sorted 356 

out by initial steepnesses or any other initial conditions. Sorting by the modulation 357 

depth, ranges of which are shown with different markers in Figure 16 (top panel), 358 

does not appear to improve the scatter. Overall severity, however, does decrease with 359 

wind, which is consistent with laboratory observations of Babanin et al. (2010).  360 

Figure 17 shows how severity coefficient grows with modulation depth for 361 

two values of wind forcing. One can notice that for weaker wind forcing of U/c=2 362 

(U10=5 m/s) values of severity coefficients are on average somewhat higher than for 363 

stronger wind forcing U/c=3.8 (U10=10 m/s). This could be expected from the results 364 

presented in Figure 16: severity decreases with the wind. Also, for stronger wind 365 
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forcing U/c=3.8 the scatter is more noticeable than for U/c=2. The explanation of this 366 

fact follows from the influence of wind on Benjamin-Feir instability discussed in the 367 

previous Sections: for stronger winds instability plays a less important role. It can be 368 

expected that further increase of wind (i.e. extreme wind conditions) would weaken 369 

and may even cancel the dependence S(R), however, this is subject to future studies. 370 

Comparing the results of Galchenko et al. (2010) (breaking severity versus 371 

wind forcing in the absence of wind) with results of Figure 17, we can see that the 372 

range of severity coefficients in the absence of wind is much higher than in the cases 373 

with wind (Figure 18). Maximum energy loss observed in the experiment of 374 

Galchenko et al. (2010) without wind forcing (asterisks in Figure 18) was 36%, and 375 

for the experiment with wind it is 6%. Another difference between the wind and no-376 

wind case is that there are non-zero values of energy loss for R close to 1 (i.e. for 377 

groups with practically no modulation). This means that such waves break due to 378 

reasons other than Benjamin-Feir instability, e.g. they may grow to the limiting 379 

steepness because of the direct wind forcing before this instability takes an effect.  380 

 381 

5. Discussion and conclusions. 382 

Progression of one-dimensional nonlinear wave groups to breaking in the 383 

presence of wind forcing was studied by means of a fully-nonlinear numerical model 384 

and experimentally. It was shown that for certain values of wind forcing Benjamin-Feir 385 

instability is significantly suppressed and modulation depth decreases, while breaking 386 

probability increases. An opposite effect is, however, observed for extreme wind 387 

forcing.  388 

 The probability of breaking for wave groups with 1<R<2.2, being very low 389 

without wind forcing, grows sharply in the presence of wind. This means that in the 390 
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presence of such wind forcing there are reasons for breaking other than Benjamin-Feir 391 

instability. 392 

 The range of breaking severity coefficients with wind forcing is much narrower 393 

than without wind forcing. Wind increases breaking probability, but decreases the 394 

severity of a single breaker. 395 

 An approximate estimation of dependence of wave energy dissipation on 396 

modulation depth can be made using the numerical and experimental data described 397 

above. Figure 19 demonstrates numerically obtained inverse lifetime (or breaking 398 

probability 1/ lt ), severity coefficient S, averaged from experimental data for the 399 

corresponding values of R, and dissipation defined as D=(1/ lt )*S as functions of 400 

modulation depth R for two values of wind forcing. In the Figure, for U/c=2 401 

dissipation decreases and reaches saturation at R>2.8. At the stronger wind forcing of 402 

U/c=3.8. the dissipation is rather constant and on average smaller than that for U/c=2. 403 

 404 
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 576 

FIGURE CAPTIONS 577 

 578 

Figure 1. Power spectral density of the carrier wave a (asterisk), upper sideband b+  579 

(star) and lower sideband b−  (cross) versus time (top panel). Modulation depth versus 580 

time (bottom panel). 1 0.17ε = , 1 2/ 16.5ε ε = , U/c=0.  581 

 582 
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Figure 2. Ratio of power spectral densities of carrier wave a and lower sideband b−  at 583 

the moment of one period before breaking versus wind forcing for 1 0.17ε = , 1 0.2ε =  584 

and 1 0.23ε = , 1 2/ 60ε ε = .  585 

 586 

Figure 3. Ratio of power spectral densities of carrier wave a and lower sideband b−  587 

versus wind forcing for 1 0.2ε = , 1 2/ 10ε ε =  (left) and 1 2/ 60ε ε =  (right).  588 

 589 

Figure 4. Modulation depth R as a function of wind forcing for 1 0.17ε =  (asterisks), 590 

1 0.19ε =  (circles), 1 0.21ε =  (squares), 1 0.23ε =  (diamonds), 1 0.25ε =  (pluses), 591 

1 2/ 5ε ε =  (top panel) 1 2/ 10ε ε =  (medium panel), 1 2/ 40ε ε =  (bottom panel). 592 

 593 

Figure 5. Lifetime lt  in periods as a function of wind forcing for 1 0.17ε =  (asterisks), 594 

1 0.19ε =  (circles), 1 0.21ε =  (squares), 1 0.23ε =  (diamonds), 1 0.25ε =  (pluses), 595 

1 2/ 5ε ε =  (top panel) 1 2/ 10ε ε =  (medium panel), 1 2/ 40ε ε =  (bottom panel). 596 

 597 

Figure 6. Lifetime lt  versus initial primary wave steepness 1ε  for three values of wind 598 

forcing: U/c=2 (circles), U/c=5 (diamonds), U/c=8 (squares),  1 2/ 7ε ε = . 599 

 600 

Figure 7. Modulation depth R versus initial primary wave steepness 1ε  for three 601 

values of wind forcing: U/c=2 (circles), U/c=5 (diamonds), U/c=8 (squares), 602 

1 2/ 7ε ε = . 603 

 604 
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Figure 8. Modulation depth as a function of initial primary wave steepness 1ε . U/c=4. 605 

1 2/ 7ε ε =  (crosses), 1 2/ 20ε ε =  (circles), 1 2/ 40ε ε =  (pluses), 1 2/ 60ε ε =  (squares). 606 

Straight lines are linear fits: 1 2/ 7ε ε =  (solid), 1 2/ 20ε ε =  (dots), 1 2/ 40ε ε =  (dash-607 

dots), 1 2/ 60ε ε =  (dash). 608 

 609 

Figure 9. Ratio of amplitudes of carrier wave a and lower sideband b−  versus initial 610 

primary wave steepness 1ε . U/c=4. 1 2/ 7ε ε =  (crosses), 1 2/ 20ε ε =  (circles), 611 

1 2/ 40ε ε =  (pluses), 1 2/ 60ε ε =  (squares). 612 

 613 

Figure 10. Modulation depth versus bandwidth for 1 2/ 40ε ε =  (top panel) and 614 

1 2/ 7ε ε =  (bottom panel), 1 0.18ε =  (circles), 1 0.21ε =  (squares), 1 0.24ε =  615 
(diamonds). 616 
 617 
Figure 11. Modulation depth versus bandwidth for U/c=2 (diamonds), U/c=4 618 
(squares). 1 0.21ε = , 1 2/ 7ε ε = . 619 
 620 
Figure 12. Modulation depth versus ratio of steepnesses 1 2/ε ε . U/c=2 (top panel), 621 
U/c=4 (bottom panel). 0.0606ν = (circles), 0.145ν = (squares), 0.222ν =  622 
(diamonds). 623 
 624 
Figure 13. Modulation depth as a function of ratio 1 2/ε ε  for 1 0.15ε =  (dots), 625 

1 0.17ε = (pluses), 1 0.19ε =  (circles), 1 0.21ε =  (diamonds), 1 0.23ε =  (squares), 626 

1 0.25ε =  (asterisks). No wind U/c=0 (first panel), U/c=4 (second panel), U/c=8 (third 627 
panel), U/c=11 (fourth panel). 628 
 629 

Figure 14. Experimental setup scheme. Proportions are arbitrary. The distance from 630 

the wavemaker to cameras 2 and 3 is 9.15 m and 10.65 m respectively.  631 

 632 

Figure 15. Modulation depth versus primary wave steepness for U/c=2 (top panel), 633 

U/c=3.8 (bottom panel), numerical data (stars), experimental data (circles), 1 2/ 7ε ε ≈ . 634 
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 635 

Figure 16. Breaking severity as a function of wind forcing. Top panel: R<2.3 (circles), 636 

2.3<R<2.7 (squares), R>2.7 (diamonds). Bottom panel: Same, but averaged for every 637 

value of wind forcing. Laboratory observations. 638 

 639 

Figure 17. Breaking severity versus modulation depth in the presence of wind forcing 640 

U/c=2 (squares), U/c=3.8 (stars). Laboratory observations. 641 

 642 

Figure 18. Breaking severity versus modulation depth for U/c=0 (asterisks), U/c=2 643 

(squares), U/c=3.8 (stars). Laboratory observations. 644 

 645 

Figure 19. Breaking probability (top panel), severity coefficient (medium panel), and 646 

dissipation (bottom panel) versus modulation depth in the presence of wind. U/c=2 647 

(circles), U/c=3.8 (squares). 648 

 649 
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 653 

Figure 1. Power spectral density of the carrier wave a (asterisk), upper sideband b+  654 
(star) and lower sideband b−  (cross) versus time (top panel). Modulation depth versus 655 
time (bottom panel). 1 0.17ε = , 1 2/ 16.5ε ε = , U/c=0.  656 
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Figure 2. Ratio of power spectral densities of carrier wave a and lower sideband b−  at 658 
the moment of one period before breaking versus wind forcing for 1 0.17ε = , 1 0.2ε =  659 
and 1 0.23ε = , 1 2/ 60ε ε = .  660 
 661 
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 662 

Figure 3. Ratio of power spectral densities of carrier wave a and lower sideband b−  663 
versus wind forcing for 1 0.2ε = , 1 2/ 10ε ε =  (left) and 1 2/ 60ε ε =  (right).  664 
 665 
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 666 

Figure 4. Modulation depth R as a function of wind forcing for 1 0.17ε =  (asterisks), 667 

1 0.19ε =  (circles), 1 0.21ε =  (squares), 1 0.23ε =  (diamonds), 1 0.25ε =  (pluses), 668 

1 2/ 5ε ε =  (top panel) 1 2/ 10ε ε =  (medium panel), 1 2/ 40ε ε =  (bottom panel). 669 
 670 
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 671 

Figure 5. Lifetime lt  in periods as a function of wind forcing for 1 0.17ε =  (asterisks), 672 

1 0.19ε =  (circles), 1 0.21ε =  (squares), 1 0.23ε =  (diamonds), 1 0.25ε =  (pluses), 673 

1 2/ 5ε ε =  (top panel) 1 2/ 10ε ε =  (medium panel), 1 2/ 40ε ε =  (bottom panel). 674 
 675 
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 676 

Figure 6. Lifetime lt  versus initial primary wave steepness 1ε  for three values of wind 677 
forcing: U/c=2 (circles), U/c=5 (diamonds), U/c=8 (squares),  1 2/ 7ε ε = . 678 
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 680 

Figure 7. Modulation depth R versus initial primary wave steepness 1ε  for three 681 
values of wind forcing: U/c=2 (circles), U/c=5 (diamonds), U/c=8 (squares), 682 

1 2/ 7ε ε = . 683 
 684 
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 685 

Figure 8. Modulation depth as a function of initial primary wave steepness 1ε . U/c=4. 686 

1 2/ 7ε ε =  (crosses), 1 2/ 20ε ε =  (circles), 1 2/ 40ε ε =  (pluses), 1 2/ 60ε ε =  (squares). 687 
Straight lines are linear fits: 1 2/ 7ε ε =  (solid), 1 2/ 20ε ε =  (dots), 1 2/ 40ε ε =  (dash-688 
dots), 1 2/ 60ε ε =  (dash). 689 
 690 



 

 
 

34

 691 

Figure 9. Ratio of amplitudes of carrier wave a and lower sideband b−  versus initial 692 
primary wave steepness 1ε . U/c=4. 1 2/ 7ε ε =  (crosses), 1 2/ 20ε ε =  (circles), 693 

1 2/ 40ε ε =  (pluses), 1 2/ 60ε ε =  (squares). 694 
 695 
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 709 

Figure 10. Modulation depth versus bandwidth for 1 2/ 40ε ε =  (top panel) and 710 

1 2/ 7ε ε =  (bottom panel), 1 0.18ε =  (circles), 1 0.21ε =  (squares), 1 0.24ε =  711 
(diamonds). 712 
 713 
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 714 
Figure 11. Modulation depth versus bandwidth for U/c=2 (diamonds), U/c=4 715 
(squares). 1 0.21ε = , 1 2/ 7ε ε = . 716 
 717 
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 719 
Figure 12. Modulation depth versus ratio of steepnesses 1 2/ε ε . U/c=2 (top panel), 720 
U/c=4 (bottom panel). 0.0606ν = (circles), 0.145ν = (squares), 0.222ν =  721 
(diamonds). 722 
 723 
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 728 
 729 
 730 
 731 



 

 
 

37

0 10 20 30 40 50 60
0

2

4

R

0 10 20 30 40 50 60
0

5

10

R

0 10 20 30 40 50 60
0

2

4

R

0 10 20 30 40 50 60
0

2

4

6

R

ε1/ε2

 732 

Figure 13. Modulation depth as a function of ratio 1 2/ε ε  for 1 0.15ε =  (dots), 733 

1 0.17ε = (pluses), 1 0.19ε =  (circles), 1 0.21ε =  (diamonds), 1 0.23ε =  (squares), 734 

1 0.25ε =  (asterisks). No wind U/c=0 (first panel), U/c=4 (second panel), U/c=8 (third 735 
panel), U/c=11 (fourth panel). 736 
 737 
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 741 

Figure 14. Experimental setup scheme. Proportions are arbitrary. The distance from 742 
the wavemaker to cameras 1, 2 and 3 is 3.3, 9.15 m and 10.65 m respectively.  743 
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745 
Figure 15. Modulation depth versus primary wave steepness for U/c=2 (top panel), 746 
U/c=3.8 (bottom panel), numerical data (stars), experimental data (circles), 1 2/ 7ε ε ≈ . 747 
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 748 
Figure 16 Breaking severity as a function of wind forcing. Top panel: R<2.3 (circles), 749 
2.3<R<2.7 (squares), R>2.7 (diamonds). Bottom panel: Same, but averaged for every 750 
value of wind forcing. Laboratory observations. 751 
 752 
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 753 

Figure 17. Breaking severity versus modulation depth in the presence of wind forcing 754 
U/c=2 (squares), U/c=3.8 (stars). Laboratory observations. 755 
 756 
 757 
 758 
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 760 

Figure 18. Breaking severity versus modulation depth for U/c=0 (asterisks), U/c=2 761 
(squares), U/c=3.8 (stars). Laboratory observations. 762 
 763 
 764 
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. 765 

 766 

Figure 19. Breaking probability (top panel), severity coefficient (medium panel), and 767 
dissipation (bottom panel) versus modulation depth in the presence of wind. U/c=2 768 
(circles), U/c=3.8 (squares). 769 
 770 
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U/c minS , % maxS , % 

0 1.1 36 

2 3.5 6.9 

3.8 2.6 7.1 

Table1. Severity coefficients. 781 

 782 

1 2/ε ε  Linear fit Correlation coefficient 

7 y=-18.5x+6.5 0.917 

20 y=-9x+3.91 0.6862 

40 y=6x+0.44 0.4191 

60 y=5x+0.49 0.8111 

Table 2. Correlation coefficients for Figure 8.  783 

 784 

Linear fit Correlation coefficient 

y=-0.0048x+0.055 0.8894 

Table 3. Correlation coefficient for Figure 11. 785 

 786 

U/c Linear fit Correlation coefficient 

0 y=0.161x-0.35 0.4378 

2 y=0.19x+0.007 0.7564 

Table 4. Correlation coefficients for Figure 13. 787 


