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[1] Waves breaking in the shallow surf zone near the
shoreline inject turbulence into the water column that may
reach the bed to suspend sediment. Breaking-wave turbu-
lence in the surf zone is, however, poorly understood, which
is one of the reasons why many process-based coastal-evo-
lution models predict coastal change during severe storms
inadequately. Here, we use data collected in two natural surf
zones to derive a new parameterization for the stability
function Cm that determines the magnitude of the eddy vis-
cosity nt in two-equation turbulent-viscosity models, nt =
Cmk

2/ɛ, where k is turbulent kinetic energy and ɛ is the tur-
bulence dissipation rate. In both data sets, the ratio of tur-
bulence production to dissipation is small (≈0.15), while
vertical turbulence diffusion is significant. This differs from
assumptions underlying existing Cm parameterizations, which
we show to severely overpredict observed Cm for most con-
ditions. Additionally, we rewrite our new Cm parameterization
into a formulation that accurately reproduces our Reynolds-
stress based estimates of turbulence production. This formu-
lation is linear with strain, consistent with earlier theoritical
work for large strain rates. Also, it does not depend on ɛ and
can, therefore, also be applied in one-equation turbulent-
viscosity models. We anticipate our work to improve turbu-
lence modeling in natural surf zones and to eventually lead to
more reliable predictions of coastal evolution in response to
severe storms. Citation: Grasso, F., and B. G. Ruessink (2012),
Turbulent viscosity in natural surf zones, Geophys. Res. Lett., 39,
L23603, doi:10.1029/2012GL054135.

1. Introduction

[2] Storm waves often erode sandy beaches and dunes,
endangering human life, and ecologic and economic resour-
ces; however, current coastal-evoluationmodels are not able to
accurately predict coastal change during high-energy break-
ing-wave conditions [e.g., Ruessink and Kuriyama, 2008]. An
important reason may be the hitherto poorly understood ver-
tical structure of turbulence under breaking waves [e.g.,
Feddersen, 2012b] and their effect on sand suspension and
transport [e.g., Scott et al., 2009].

[3] Turbulence models, such as the widely adopted k � ɛ
model [Rodi, 1987], where k is the turbulent kinetic energy
and ɛ the turbulent dissipation rate, need closure equations
to model the turbulence and to resolve the momentum
equations and the mass conservation in the water column.
The concept of turbulent (eddy) viscosity, nt, is an important
aspect in closure models to express turbulence production
and diffusion in terms of k, ɛ and mean flow parameters [e.g.,
Mellor and Yamada, 1982]. In the sea-bed boundary layer
under non-breaking waves, the turbulence equations are
often written as a balance between shear production and
dissipation [e.g., Tennekes and Lumley, 1972; Trowbridge
and Elgar, 2001], assuming turbulence diffusion to be neg-
ligible. Turbulence production P can be formulated as P =
ntS

2, where S2 is the squared shear frequency and nt = Cmk
2/ɛ

[e.g., Pope, 2000]. The stability function Cm results from
algebraic second-moment turbulence closures. In the k � ɛ
model Cm is set to the constant value of 0.09 to give the
correct turbulent shear stress in plane thin shear flows (P ≈ ɛ).
The few existing field studies on turbulence beneath breaking
waves [e.g., Feddersen, 2012a] indicate that production does
not balance dissipation anymore. Furthermore, laboratory
experiments showed that diffusion of turbulence, especially
the vertical turbulent transport, can play a significant role in
turbulence dynamics [e.g., Ting and Kirby, 1996; Melville
et al., 2002]. These nonequilibrium conditions between P
and ɛ lead to a nonlinear behavior of Cm. How to estimate Cm,
and hence nt, is one of the main concerns in k � ɛ model
development and is the focus of the present paper.
[4] Recent progress in the modeling of nonlinear stability

functions was based on the development of explicit alge-
braic models (EAMs), especially in the field of oceanogra-
phy [e.g., Wallin and Johansson, 2000; Canuto et al., 2001;
Umlauf and Burchard, 2005; Violeau, 2009]. Using the
weak-equilibrium assumption [Pope, 1975; Rodi, 1976],
EAMs were developed to meet increasing demands for the
prediction of complex flows. As demonstrated by Burchard
and Bolding [2001], the second-moment closure model of
Canuto et al. [2001] was superior to other models in terms
of physical soundness, predictability, computational economy,
and numerical robustness. Canuto et al.’s [2001] stability
function,CmC01, depends on the nondimensional shear number
aM = S2k2/ɛ2,

Cm C01 ¼ 0:107� 0:00012aMð Þ= 1þ 0:02872aM � 0:0000337a2
M

� �
:

ð1Þ

This equation is commonly used to model the ocean boundary
layer under wave breaking in deep water (≈100–200 m) [e.g.,
Burchard, 2001; He and Chen, 2011]; its only application to a
nearshore setting in ≈4.5 m depth [Feddersen and Trowbridge,
2005] resulted in a clear overestimation of nt, albeit that the
data-model comparison was restricted to a single-point above
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the bed. Following Wallin and Johansson [2000], combining
their equations (2.2) and (2.3), Cm can also be formulated as a
function of P/ɛ,

Cm WJ00 ¼ 6= 10 c′1 þ 2:25P=�ð Þ½ �; ð2Þ

with c′1 = 2.25(c1 � 1) and c1 = 1.8. Because P/ɛ = aM Cm,
Cm WJ00 is, as Cm C01, a function of aM. In regions of the flow
where P/ɛ is small, the assumption of negligible effects of
advection and diffusion may cause Cm to be too large, leading
to an overestimation of the Reynolds stress and, hence, the
shear production [see also Taulbee, 1992].
[5] Here, we explore the behavior of Cm beneath depth-

limited, shallow-water breaking waves from two field data
set complimentary in wave and current characteristics. Con-
sistent with equations (1) and (2), we find observed Cm to
depend on aM. Because observed and predicted Cm do not
agree in an absolute sense, we propose a new Cm parame-
terization, which results in a P formulation that varies line-
arly with S and does not depend on ɛ.We expect our Cm and
P formulations to improve turbulence modeling in natural
surf zones and to eventually lead to more reliable predictions
of coastal evolution in response to severe storms.

2. Data and Methods

2.1. Data Collection

[6] We use data from two recent field experiments. The
first data set was collected at Truc Vert beach on the French
Atlantic coast [Ruessink, 2010; Sénéchal et al., 2011;
Grasso et al., 2012]. An instrumented rig was positioned on
an ≈1:40 plane section of the N-S oriented intertidal beach
(median grainsize D50 = 400 mm), and was constructed to
minimize flow disturbance for cross-shore propagating waves
and southward alongshore currents. The rig was equippedwith
three single-point, sideways oriented, SonTek acoustic
Doppler velocimeter ocean (ADVO) probes stacked in a 0.43
m high vertical array with equal distance between ADVO1, 2,
and 3 (ADVO number increases upward), all sampling at 10
Hz in one burst of 1460 s each half hour. Each ADVO had a
build-in pressure sensor. The second data set was obtained on
the 1:70 sloping, E-W oriented, intertidal beach of Ameland,
the Netherlands [Ruessink et al., 2012], with D50 ≈ 200 mm.
Now, the ADVOs were downward oriented with the probes
stacked in a 0.45 m high vertical array, where the vertical
distance between ADV01 and ADVO2 was 0.15 m, and that
between ADVO2 and ADVO3 0.30 m. At Ameland, mea-
surements were conducted in bursts of 1740 s each half hour
with a sampling frequency of 10 Hz. The ADVO and pressure
data during both deployments were processed and quality
controlled using a previously used procedure [Ruessink, 2010].
Positive cross-shore u, alongshore v, and vertical w velocity
were onshore, southward and eastward at Truc Vert and
Ameland, respectively, and upward directed.
[7] Here we focus on a 12-day period from 7 to 19 March

2008 for the Truc Vert experiment, and on a 4-day period
from 23 to 27 September 2010 for the Ameland experiment,
when all 3 sensors worked well and bed level was accurately
known. During these periods, the offshore (in ≈200 m water
depth) significant wave height Hs0 ranged between 2–8 m
(0.5–3.5 m) at Truc Vert (Ameland), with significant periods

between 6–14 s (4–8 s). At the rig, the sea-swell (0.04–1 Hz)
Hs ranged between 0.5–2 m (0.5–1 m) and the water depth h
between 1–3.5 m (1–2 m). The local Hs were depth-modu-
lated, representative of a depth-limited surf zone; the relative
wave height Hs/h, which can be used as a proxy of breaking
intensity [e.g., Ruessink, 1998], varied between 0.4–0.6
(0.4–0.55). Waves were observed to break by both plunging
and spilling, and were mostly shore-normally incident due to
refraction over the seaward morphology. The burst-averaged
cross-shore u and alongshore v velocities reached maximum
values of �0.43 (�0.23) and �1.13 m/s (�0.48 m/s),
respectively. The ADVO elevations above the bed, z, ranged
between 0.16–1.18 m (0.3–0.82 m). Except during the most
energetic conditions, bed forms at the Truc Vert rig were
ubiquitous [Ruessink, 2010; Sénéchal et al., 2011], including
wave-driven vortex ripples (height h ≈ 0.15 m, length l ≈
0.5 m) and 0.4 m deep pits related to megaripples. In con-
trast, in the Ameland data set, the sea bed was essentially flat
throughout the selected period.

2.2. Methodology

[8] From our observations, we estimated Cm as

Cm exp ¼ PReɛ= S2k2
� �

; ð3Þ

where PRe = �u′w′∂zu� v′w′∂zv
� �

, S2 = ∂zuð Þ2 þ ∂zvð Þ2
h i

,

and k = 0.5 u′ð Þ2 þ v′ð Þ2 þ w′ð Þ2
h i

. For ADVO1, PRe and S

were based on vertical gradients between ADVO1 and 2; for
ADVO2, between ADVO1 and 3; and for ADVO3, between
ADVO2 and ADVO3. The turbulence fluctuations u′, v′, and
w′, and hence k and the shear (Reynolds) stresses u′w′ and
v′w′ , were estimated using the two-sensor differencing-fil-
tering technique of Feddersen and Williams [2007]. Turbu-
lence estimates at ADVO1 used adaptive-filtered velocities
from ADVO3, whereas ADVO2 and ADVO3 used adap-
tive-filtered velocities from ADVO1. Following heuristic
guidelines in Feddersen and Williams [2007], we discarded
u′, v′, and w′ estimates when the co-spectra of u′w′ and v′w′
showed considerable wave bias [see also Ruessink, 2010].
Many bursts did not pass this quality control, especially at
ADVO3. From the initial 577 (193) bursts collected at Truc
Vert (Ameland), we retained nTV1 = 25, nTV2 = 57, nTV3 = 12
(nA1 = 18, nA2 = 47, nA3 = 27) good data bursts at ADVO1, 2
and 3, respectively. Because u′, v′, and w′ can be biased high
by instrument noise [e.g., Hurther and Lemmin, 2001; Scott
et al., 2005], the magnitude of the Doppler noise variance
was estimated from the high-frequency (3–5 Hz) portion of
the u, v and w spectra. In the estimation of k, these noise
variances were subtracted from the cross-shore, alongshore,
and vertical turbulence variances, which reduced k by ≈10–
15%. For each burst that passed the wave-bias quality con-
trol, ɛ was estimated [Gerbi et al., 2009] from the 1.5–3 Hz
[Ruessink, 2010] frequency range in the cross-shore velocity
spectra for Truc Vert and from the vertical velocity spectra
for Ameland. All ɛ estimates passed the quality control
measures proposed by Feddersen [2010]. We note that in the
application of equation (3), k and ɛ were taken as the mean
of the values at ADVO1 and 2, and at ADVO2 and 3,
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respectively, to yield Cm exp estimates at the same vertical
location as for the gradient estimates in P, PRe, and S.

3. Results and Discussion

[9] Before we compare Cm exp to Cm estimates using
equations (1) and (2), we first examine the vertical structure of
k, ɛ, PRe, the vertical turbulence flux k ′w′, and its vertical
gradient, the vertical turbulent transport TV = ∂zk ′w′ (Figure 1).
Here, k′ refers to the instantaneous turbulent kinetic energy.
TV provides an estimate of turbulent diffusion D, D = TV +
PV + Dv; we cannot estimate the pressure turbulent transport
PV from our data and the molecular diffusion Dv is negligible
for high Reynolds numbers. As can be seen in Figure 1a, the
vertical structure of k was similar for both experiments, with k
increasing to the sea bed and to the sea surface. This signifies
the importance of both bed-generated and breaking-induced,
surface-injected turbulence. The magnitude of k was much
lower in the Ameland data, kA ≈ 0.55 kTV. This difference in
magnitude is even more pronounced for ɛ (ɛA ≈ 0.15ɛTV), with
again the vertical structure about the same. The vertical
structure of PRe differed markedly in both data sets, with PRe

increasing toward the sea surface at Truc Vert and to the sea
bed at Ameland, respectively (Figure 1c). In the Truc Vert data
the production was mainly generated by shear in the cross-
shore mean flow (Pu ≈ 2.6 Pv, with Pu and Pv the cross-shore
and alongshore components of production, respectively), even
though vj j reached 1 m/s; in contrast, the production in the
Ameland data was mainly alongshore generated (Pu ≈ 2.1 Pv).
Why the two data sets differ in this way is not fully under-
stood; it might be related to the different bed form character-
istics or horizontal flow patterns (the bathymetry at Truc Vert
was strongly alongshore variable [Almar et al., 2010] with
associated meandering and rip-current flows [MacMahan
et al., 2010]; the local Ameland bathymetry was much more
uniform). It can easily be deduced from Figures 1b and 1c that
PRe did not balance ɛ, PRe ≈ 0.14ɛ, in both data sets. Intrigu-
ingly, estimates of vertical turbulent transport were substantial
in both data sets (Figure 1d), on average even larger than the
production. Positive TV corresponds to a source of turbulence

balancing turbulence dissipation. Consequently, we clearly see
that diffusion was a significant actor in the turbulence
dynamics in our shallow-water surf zones. Looking at the
vertical turbulent fluxes in Figure 1e, negative k ′w′ at ADVO2
and3 represent downward fluxes induced by wave-breaking
turbulence at the sea surface, whereas positive k ′w′ at ADVO1
represent upward fluxes induced by bed-boundary-layer tur-
bulence at the sea bed. Note that k ′w′was larger at Truc Vert’s
ADVO1, potentially related to large bed forms present at Truc
Vert.
[10] Figure 2 shows Cm exp versus aM exp, together with

Cm = 0.09 and the Cm estimated from equations (1) and (2).
Cm WJ00 has to be estimated iteratively; we started with an
initial value of 0.09 and found Cm WJ00 to change less than
1% within 30 iterations. It is obvious from Figure 2 that all
three approaches overestimated the experimental results for
almost the entire aM exp range, likely caused by the assumed
negligible importance of turbulence diffusion [Taulbee,

Figure 1. Vertical structures of (a) turbulent kinetic energy k, (b) turbulent dissipation rate ɛ, (c) Reynolds-stress turbulent
production PRe, (d) vertical turbulent transport TV, and (e) vertical turbulent fluxes k ′w′. Profiles represent the mean values at
ADVO1, 2 and 3 with regard to the relative position in the water column z/h (z/h = 0 at the sea bed, z/h = 1 at the sea surface,
and the wave-trough level is at z/h ≈ 0.7). To have coherent vertical structures, only simultaneous good data bursts at the
three ADVOs were selected, leading to nTV = 10 and nA = 8 profiles for Truc Vert (open circles) and Ameland (solid trian-
gles) experiments, respectively. As PRe and TV were based on vertical gradients, the three vertical estimates were computed
between ADV0 1–2, 1–3 and 2–3, explaining the different relative position z/h in Figures 1c and 1d compared to Figures 1a,
1b, and 1e. Vertical and horizontal brackets represent 95% confidence intervals.

Figure 2. Stability function Cm versus nondimensional
shear number aM for Truc Vert (open circles) and Ameland
(solid triangles) experiments, Cm = 0.09 (dotted), Cm WJ00

(dash-dotted), Cm C01 (dashed), and the empirical formula
derived from the experiments Cm emp (solid).
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1992;Wallin and Johansson, 2000] and contrasting with our
observations (Figure 1). Intriguingly, Cm WJ00 followed the
same tendency as the observations. In absolute sense, Cm C01

agreed best with the observations, especially at aM exp < 2;
for larger aM exp, Cm C01 overestimated Cm exp by a factor of
3 to 5. This is consistent with Feddersen and Trowbridge’s
[2005] observation that Cm C01 leads to an overestimated nt.
The dependence of Cm exp on aM in both data sets is similar
and suggests a parameterization in the form of Cm emp = aaM

b ,
with a and b empirical coefficients. A least-square fit with the
data from the two data sets combined results in,

Cm ¼ 0:069a�0:56
M ; ð4Þ

with a 95% confidence range of 0.012 for a and of 0.12 for b,
see Figure 2. The correlation coefficient squared r2 of the fit
amounted to 0.65 and the root-mean-square difference erms
between Cm exp and the fit (4) to 0.031. Values for a, b, r

2 and
erms for the Truc Vert and Ameland data sets independently
are similar (Table 1), which is reassuring given the different
turbulence dynamics deduced from Figure 1.
[11] Uncertainties in our turbulence estimates may effect

Cm exp, and hence the coefficients in equation (4). Based on
laboratory experiments with regular waves and with
repeated sets of random waves, Scott et al. [2005] demon-
strated that the differencing method might bias high k by
some 26%, when compared to results from a potentially
more accurate ensemble-averaging technique [Svendsen,
1987]. If we lower our k as kcor = gk, with g = 1/1.26 and
consider the same correction for the variance of the turbulent
velocities, then Cm exp = �u′w′∂zu� v′w′∂zv

� �
ɛ/(S2k2)

would change by a factor g/g2, as Cm cor = 1/gCm exp. Sim-
ilarly, aM = S2k2/ɛ2 would change into aM cor = g2aM. This
would lead to Cm emp,cor = aca

bc
M with best-fit values ac =

0.067� 0.005 and bc =�0.56� 0.06. These coefficients are
almost identical to the ones without correction, implying that
even if the magnitude of turbulent velocities may differ
between methods, the relation between Cm and aM remains
unaltered.
[12] The best-fit value for b is close to �0.5, which, as we

will demonstrate now, leads to a simplified prediction of the
turbulence production. With b = �0.5, Cm GR = a2aM

�0.5 =
a2(S

2k2/ɛ2)�0.5 = a2ɛ/(Sk). Accordingly, nt GR = Cm GRk
2/ɛ =

a2k/S, implying that P = ntS
2 becomes

PGR ¼ a2 k S: ð5Þ

With the best-fit a2 = 0.083 � 0.003, we indeed obtain high
skill (Figure 3), with r2 = 0.94 and erms = 4 � 10�5(m2/s3).
We note that this skill was obtained although the turbulent
kinetic energy and Reynolds stresses were substantially less

well related, with r2 = 0.55 and 0.52 for (k, u′w′) and (k, v′w′),
respectively. Figure 3 also demonstrates that the production
estimated with the stability function of Canuto et al. [2001]
overestimated observed PRe by a factor of 3. Interestingly,
equation (5) is consistent with the model of Guimet and
Laurence [2002], based on a turbulent production source
term that is linear with respect to strain, applied to impinging
flows for which the standard model is well known to over-
estimate the production of kinetic energy. However, we are
not aware of other field measurements attesting this behavior
in natural surf zones. Finally, equation (5) does not depend
on ɛ and can thus be used in one-equation turbulent-viscosity
models as well.

4. Conclusions

[13] Here, we used two field data sets to derive a new
parameterization of the stability functionCm (i.e., equation (4))
in two-equation turbulence-viscosity models. The parameter-
ization is applicable to natural surf zone conditions, which are
characterized by low ratios of production to dissipation ratio
(here, ≈0.15) and significant vertical turbulence diffusion.
Consistent with earlier work, we find Cm to depend on the
nondimensional shear frequency but our observed Cm are
substantially lower (factor 2–5) than those predicted with
existing parameterizations as these assume turbulence diffu-
sion to be negligible. Our newCm parameterization can also be
rewritten into an expression that accurately (r2 = 0.94) repro-
duced Reynolds-stress based observations of shear production
(i.e., equation (5)). This expression does not contain the tur-
bulence dissipation rate and is thus also applicable in one-
equation turbulent-viscosity models. We anticipate our work
to improve turbulence modeling in natural surf zones and to
eventually lead to more reliable predictions of coastal evolu-
tion in response to severe storms.

Table 1. Coefficients a and bWith 95% Confidence Interval in the
Best-Fit Cm emp = aaM

b , Correlation Coefficient Squared r2 and
Root-Mean-Square Error erms Between Cm emp and Cm exp

Truc Vert Ameland Truc Vert + Ameland

a 0.071 � 0.005 0.050 � 0.011 0.069 � 0.006
b �0.40 � 0.07 �0.54 � 0.10 �0.56 � 0.06
r2 0.69 0.80 0.65
erms 0.011 0.026 0.031

Figure 3. Turbulent production estimated with the stability
function of Canuto et al. [2001] (PC01, dots) and estimated
by the formula proposed in this study (PGR, circles) versus
the Reynolds-stress turbulent production (PRe) for Truc Vert
and Ameland experiments. The solid line is the line of equal-
ity. Here, PGR = 0.083 k S with skill r2 = 0.94 and erms = 4 �
10�5 m2/s3.
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