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ABSTRACT

Wave-resolving simulations of monochromatic surface waves and Langmuir circulations (LCs) under an

idealized condition are performed to investigate the dynamics of wave–current mutual interaction. When the

Froude number (the ratio of the friction velocity of wind stress imposed at the surface and wave phase speed)

is large, waves become refracted by the downwind jet associated with LCs and become amplitude modulated

in the crosswind direction. In such cases, the simulations using the Craik–Leibovich (CL) equation with a

prescribed horizontally uniform Stokes drift profile are found to underestimate the intensity of LCs. Vorticity

budget analysis reveals that horizontal shear of Stokes drift induced by the wave modulation tilts the wind-

driven vorticity to the downwind direction, intensifying the LCs that caused the waves to be modulated. Such

an effect is not reproduced in the CL equation unless the Stokes drift of the waves modulated by LCs is

prescribed. This intensification mechanism is similar to the CL1mechanism in that the horizontal shear of the

Stokes drift plays a key role, but it is more likely to occur because the shear in this interaction is automatically

generated by the LCs whereas the shear in the CL1 mechanism is retained only when a particular phase

relation between two crossing waves is kept locked for many periods.

1. Introduction

Langmuir circulations (LCs; Langmuir 1938) are roll

circulations that arise in the surface mixed layer through

the interaction of surface waves and currents. They

regulate the air–sea fluxes of heat, momentum, and

materials through turbulent mixing (D’Asaro 2014) and

are considered to be a large uncertainty in the present

climate modeling (Belcher et al. 2012). Dynamical un-

derstanding of LCs is necessary to construct better pa-

rameterizations and to obtain a better understanding of

air–sea interaction.

To quantify the effects of LCs, simulations using the

Craik–Leibovich (CL) equation (Craik and Leibovich

1976) are routinely performed. The CL equation is an

equation of motion about the wave-averaged (non-

oscillatory) flow field, where the residual wave effect is

represented as the vortex force term and the Bernoulli

head gradient term (Leibovich 1980; McWilliams et al.

2004). In the formation of LCs, the vortex force, which

represents vorticity advection and tilting due to the

wave-induced Stokes drift, plays a central role (e.g.,

Fujiwara et al. 2019). When there is a vertically sheared

Stokes drift (i.e., deep- or intermediate-water waves)

and vertically sheared current (typically produced by

wind) in the same direction as the Stokes drift, vorticity

tilting due to the Stokes drift causes instability to produce

pairs of vortices alignedwith thewind andwave direction.

The resulting circulations are accompanied by downwind

jet currents at the downwelling regions. This instability

mechanism is called the CL2 mechanism (Craik 1977;

Leibovich 1977, 1983; see also Fig. 11b), and it is con-

sidered to be a major driving mechanism of the LCs.

The CL equation requires the Stokes drift profile to be

prescribed. Since the CL2 mechanism only requires

vertical shear of the Stokes drift, horizontally uniform
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Stokes drift profile is often prescribed using the linear

monochromatic solution or its spectral superposition

(Kenyon 1969) in simulations using the CL equation

(e.g., Skyllingstad and Denbo 1995; McWilliams et al.

1997; Li et al. 2005). This treatment implicitly assumes

that the waves are unaffected by the current field.

In reality, the LCs would also affect the waves, and the

current-affected waves would possibly affect the LCs.

However, the dynamics of mutually interacting waves and

LCs are largely unexplored. Several studies incorporate

the current effect on waves into the wave-averaged equa-

tion using the wave action conservation law (McWilliams

et al. 2004; Smith 2006; Uchiyama et al. 2010). However,

the wave action law is only valid for the current structure

that slowly changes in time and space relative to the wave

period and wavelength. For LCs whose spatial scale is

comparable to (or smaller than) the wavelength, such an

approach cannot be used. Using an explicit simulation of

wave motions and LCs, Kawamura (2000) reported that

the wave amplitude varies in crosswind direction corre-

sponding to the pattern of LCs, but he did not investigate

the influence of the modulated wave field on the current

field. Allowing the waves to be modulated in crosswind

direction as observed in Kawamura (2000) and the labo-

ratory experiment of Veron and Melville (2001) and

Phillips (2005) conducted a linear stability analysis of

sheared currents interactingwith waves. There, the current

velocity was assumed to be comparable to wave phase

speed, which is relevant to LCs with laboratory scales

[;O(1) cm] rather than mixed layer scales in the ocean

[;O(10) m]. Recently, Suzuki (2019) investigated the

dynamics of mutually interacting waves and a simplified

LC-like current field under certain scaling conditions,

where the wave action conservation was not assumed. He

showed that the waves would change in time due to the

current effect, and theCLequation will become invalid in

such a case.

Thanks to advances in numerical models and com-

putational resources, explicit numerical simulations of

wave motions and underlying currents (called wave-

resolving simulations or WRS) have become possible

(Kawamura 2000; Guo and Shen 2013, 2014; Tsai et al.

2013, 2015, 2017; Wang and Özgökmen 2018; Fujiwara

et al. 2018; Xuan et al. 2019). Since WRS does not rely

on various assumptions behind the CL equation or the

wave action law, it is a useful approach to explore

processes that are not (or cannot be) incorporated in

such theoretical frameworks. Also, WRS is suitable for

identifying the dynamics of simulated phenomena be-

cause one can evaluate a closed budget of various

quantities with highly controllable experiments.

In this study, we conduct a series of idealized WRS to

investigate currents’ effect on waves and its possible

impact on LCs. Simulations with the CL equation are also

conducted for comparative study. Small-scale turbulence

effect is represented with constant viscosity (not like LES)

to avoid complications of dynamics due to turbulence pa-

rameterizations. Focusing on vorticity, the differences be-

tween the WRS with explicit wave motions and the CL

equation with prescribed Stokes drift are analyzed using a

new approach of budget analysis in a deformable domain.

The organization of this paper is as follows. In section 2,

the experimental settings and the numerical model are

described. In section 3, the analysis framework is intro-

duced. In section 4, the simulation results are described,

and the vorticity budget is analyzed to explain the result.

In section 5, the results are summarized, and the impli-

cations of the results obtained here are discussed.

2. Experimental design

Consider an incompressible homogeneous fluid with

uniform and isotropic viscosity. Let us denote the

Cartesian coordinates with x, y, z and time with t.

Here, z is taken vertically upward. Throughout this

paper, vectors represent the two horizontal components

like x 5 (x, y). Consider a horizontally rectangular do-

main bounded by a flat rigid bottom at z 5 2H and a

freely deformable upper surface at z 5 h(x, t), which is

assumed to be single-valued (no overturn of the surface).

The fluid motion follows the incompressible Navier–

Stokes equation in a nondimensional form:

›
t
u1 u � =u1w›

z
u52›

x
(h1 p)1= � Txx 1 ›

z
Tzx ,

(1)

›
t
y1 u � =y1w›

z
y52›

y
(h1 p)1= � Txy 1 ›

z
Tzy ,

(2)

›
t
w1 u � =w1w›

z
w52›

z
p1= � Txz 1 ›

z
Tzz, and

(3)

= � u1 ›
z
w5 0: (4)

Here, u, y, w are the velocity components in x, y, and z

directions, respectively. Horizontal velocity is denoted as u

[ (u, y). The symbol = [ (›x, ›y) is horizontal derivative

operator following constant z, p is the nonhydrostatic part

of kinematic pressure, and Tij are the viscous stress tensor

components. All the variables are nondimensionalized in

terms of the wavenumber kd and the phase speed cd of a

reference linear deep-water wave [whose dispersion rela-

tion is cd 5 (gd/kd)
1/2 using the dimensional gravitational

acceleration gd], with subscript d meaning dimensional.

The nondimensional phase speed c for the linear deep-

water wave and wavenumber k are both unity, but we
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explicitly use c and k in the following equations and ex-

pressions for easy understanding of them. The stress tensor

is defined as follows:

Txx 5 n[=u1 (=u)T] ,

Txz 5TzxT 5 n(=w1 ›
z
u), and

Tzz 5 2n›
z
w

Here, n[ nd/(cdk
21
d ) is the nondimensional kinematic

viscosity based on the linear wave quantities and the

dimensional kinematic viscosity nd. The surface eleva-

tion h follows the volume conservation equation:

›
t
h52= �

ðh
2H

u dz . (5)

The reference level z 5 0 is chosen so that h 5 0 when

the fluid is at rest.

The horizontal boundaries are prescribed to be dou-

bly periodic. At the upper surface, the horizontal mo-

mentum flux of tx per unit horizontal area is imposed

through tangential viscous stress. The bottom boundary

condition is free-slip.

We are interested in the interaction of developed LCs

and freely propagating waves. To shorten the simulation

period, the flow field is initialized with the LC field

produced using the CL equation:

›
t
u1u � =u1w›

z
u52›

x
P1= � Txx 1 ›

z
Tzx , (6)

›
t
y1 u � =y1w›

z
y52›

y
P1= � Txy 1 ›

z
Tzy 2uStzz ,

(7)

›
t
w1 u � =w1w›

z
w52›

z
P1= � Txz 1 ›

z
Tzz

1 uStzy, and (8)

= � u1 ›
z
w5 0: (9)

Here, the last terms in the rhs of Eqs. (7) and (8) are the

vortex force terms, and the Stokes drift profile is pre-

scribed as

uSt(z)5 (ak)2c(tanhkH)1/2
cosh2k(z1H)

2 sinh2kH
, (10)

where a is the amplitude of the wave to be imposed. Here,

zx 5 ›yw 2 ›zy,z
y 5 ›zu 2 ›xw, z

z 5 ›xy 2 ›yu are the

components of vorticity, andP is the sum of the kinematic

pressure and the Bernoulli head. Note that c(tanhkH)1/2

represents the nondimensional phase speed of the linear

surface waves with finite depth. With our domain size

(listed later), tanhkH is greater than 0.99, which corre-

sponds to the deep-water regime. At the upper surface,

constant tangential stress tx 5 (tx0, 0) is imposed to rep-

resent the momentum input from the wind (tx0 is a con-

stant). During the spinup simulations, the x direction body

force2tx0/H is imposed throughout the fluid to prevent the

fluid from accelerating in the x direction. The CL equation

is computed under rigid-lid condition (i.e., instead of de-

formable upper surface, we assumeh5 0 andw5 0 at z5
0). Starting from weak noise, the spinup is run for more

than 27000 periods of the reference wave.

Two types of simulations are performed to study the

differences arising from different representations of wave

effects. In the wave-resolving simulations (labeled WRS),

the wave motions are explicitly simulated. In the Craik–

Leibovich simulations (labeled CL), the residual wave

effects are parameterized as the vortex force using pre-

scribed Stokes drift profiles. The upper surface of the fluid

is treated as a free surface in WRS runs, and the rigid-lid

condition is applied in CL runs. In WRS, it is difficult to

obtain statistical quantities of LCs resulting frommutually

interacting waves and currents because waves attenuate

due to viscosity over time scales of LCs. Therefore, instead

of making statistical comparisons between WRS and CL,

we chose to make deterministic comparisons. Both runs

are started from the spun-up LC field and integrated from

t 5 0 to t 5 120T, where T 5 2p is a wave period of the

reference wave. The simulation period of 120T is chosen

because it is long enough for waves to respond to current

structures (section 4a). It is confirmed that the instanta-

neous switching from rigid-lid to free surface upper

boundary condition in WRS runs causes only small ini-

tialization shock [waves with amplitude O(1024k21)].

At the beginning of the WRS run, impulsive pressure

is imposed at the upper surface of the spun-up field to

initiate a monochromatic propagating wave motion of

amplitude a and wavenumber k 5 1, using the delta-

function method proposed by Guo and Shen (2009).

After that, the pressure is set to zero at the surface, and

the wave is freely propagated.

The viscous wave attenuation in the WRS run trans-

fers the waves’ momentum to underlying current. The

current field feels this momentum transfer as additional

tangential stress (called the virtual wave stress or VWS;

Longuet-Higgins 1953) at the surface, which results in an

intensification of LCs (Fujiwara et al. 2019, manuscript

submitted toOceanModell.). However, this effect is not

included in the CL equation. To make a meaningful

comparison betweenWRS andCL runs, wemust modify

the stress boundary condition at the upper boundary to

compensate for theVWS. InWRS runs, the x-component

stress tx0 2 txVWS0 is imposed at the surface, where

txVWS0 [ 2na2k3c/(tanhkH)1/2 is the VWS of the initially

imposed wave. The term txVWS0 is meant to offset the

VWS effect. Using WRS, we have confirmed that the
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momentum flux via the wave attenuation can be suc-

cessfully offset by reducing the surface stress (Fujiwara

et al. 2019, manuscript submitted to Ocean Modell.).

The CL run is started from the same spun-up field, and

the vortex force is imposed. Taking the viscous wave

attenuation in the WRS into account, the Stokes drift

profile in the CL run is prescribed as follows:

uSt(z, t)5 (ak)2ce24nk2t cosh2k(z1H)

2k sinh2kH
. (11)

The temporal decay rate exp(24nk2t) is calculated from

the linear solution of decaying viscous wave (Lamb 1932).

In the CL run, the x-component stress tx0 2 txVWS0 1
txVWS0e

24nk2t is imposed at the surface. The first two terms

are the stress imposed in the WRS run, and the third

term is meant to address the weakening of the actual

VWS in the WRS run due to wave attenuation. These

treatments assume that the waves in WRS runs attenu-

ate following the linear solution of viscous wave and that

the VWS is horizontally uniform, so the offset of the

VWS effect is only approximately achieved.

The simulations are conducted with various combina-

tions of experiment parameters (explained below) and

domain size. They are listed in Table 1. The experiments

are characterized with three nondimensional parameters:

the Froude number (relative strength of wind-driven shear

flow to reference wave phase speed) Fr5 u*/c, the wave

slope ak, and the Reynolds number Re 5 ck21/n, where

u*[ (tx0)
1/2 is the friction velocity associated with the

wind-driven shear flow. Combining Fr and ak, the turbu-

lent Langmuir number (McWilliams et al. 1997) can be

represented as La5 (u*/u
Stjz50)

1/2 5 Fr1/2(ak)21, where

we assumed a deep-water wave and evaluated uStjz50 as

(ak)2c. Using the wind stress bulk formula and the equi-

librium significant waves (e.g., Holthuijsen 2010), we can

make a rough estimate of ak’ 0.1 and Fr’ 0.001 for the

significantwave of fully developed seas. Therefore, the F10

case (Table 1) roughly corresponds to a condition with

fully developed waves.

For Reynolds number, we can estimate the typical

oceanic value asRe5O(106) using themolecular viscosity

of water O(1026)m2 s21 and the reference wavelength of

O(10) m. Because of computational limitations, we must

employ smaller Re than above, and we found that, for the

F10 case, Re 5 4 3 104 was adequate to suppress the de-

velopment of eddies smaller than our grid spacings ex-

plained later.With larger values of ak andFr and same grid

spacings, smaller Re (stronger viscosity) is required to

prevent the dissipation scale becoming smaller than the

grid scale. To achieve this, we changed the viscosity so that

the grid Reynolds numberUDy/n (Dy is grid spacing in the

crosswind direction) would become constant among cases,

where the velocity scale U5 (u2

*u
St)

1/3
5Fr2/3(ak)2/3c is

used (e.g., Li and Garrett 1993). This treatment success-

fully kept the smallest eddy scale roughly constant. Note

that the Reynolds number used in our simulations is

smaller by two orders ofmagnitude than the realistic value,

so the viscous wave attenuation is enhanced. For example,

in the F30 case, about 15% of wave energy is dissipated

due to viscosity during the 120T simulation period. This

attenuation and the associated VWS would become

smaller with increased Reynolds number as in typical

ocean conditions.

Several combinations of domain length Lx, width Ly,

and depth H are used to investigate the influence of

domain size on the simulation results. We take the cases

with (Lx, Ly,H)5 (l, 8l, l) as the ‘‘standard’’ case, and

examine the domain size dependences by comparing it

with ‘‘shallow’’ (labeled S, halved H), ‘‘narrow’’ (la-

beled N, halvedLy), and ‘‘long’’ (labeled L, doubledLx)

cases (Table 1). The domain is discretized with 128 grid

points per wavelength in the x direction and with 256

grid points per wavelength in the y direction. In vertical,

96 and 160 grid points are taken for cases with H 5
0.5l and l, respectively. The vertical coordinate is

transformed to a surface-following sigma coordinate

(the coordinate spacing is uniformly stretched according

to the surface elevation). The grid points are clustered

near the surface, and the layer thickness at the top layer

is set to 0.5d, where d[ (2n/ck)1/2 is the thickness of the

oscillatory viscous boundary layer (Phillips 1966).

Because of the limited computational resource, we

could not conduct simulationswith a domain large enough

to avoid its influence on wave modulation patterns.

Especially, limited domain length Lx 5 l used in most

cases tends tomagnify the current effect onwaves because

the waves tend to propagate over the same current

TABLE 1. List of numerical experiments. Each case hasWRS and

CL runs. In experiment names, L, S, and N indicate domain size

and signify long, shallow, and narrow, respectively.

Expt name Fr ak Re Lx/l Ly/l H/l La

F30 0.003 0.1 1.92 3 104 1 8 1 0.55

F20 0.002 0.1 2.52 3 104 1 8 1 0.45

F10 0.001 0.1 4.00 3 104 1 8 1 0.32

F30a07 0.003 0.071 2.42 3 104 1 8 1 0.77

F30a14 0.003 0.141 1.53 3 104 1 8 1 0.39

F30-S 0.003 0.1 1.92 3 104 1 8 0.5 0.55

F10-S 0.001 0.1 4.00 3 104 1 8 0.5 0.32

F30-NS 0.003 0.1 1.92 3 104 1 4 0.5 0.55

F20-NS 0.002 0.1 2.52 3 104 1 4 0.5 0.45

F10-NS 0.001 0.1 4.00 3 104 1 4 0.5 0.32

F10a07-NS 0.001 0.071 5.04 3 104 1 4 0.5 0.45

F10a14-NS 0.001 0.141 3.17 3 104 1 4 0.5 0.22

F30-LNS 0.003 0.1 2.52 3 104 2 4 0.5 0.55

F10-LNS 0.001 0.1 4.00 3 104 2 4 0.5 0.32
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structure for many wave periods. However, the current

structure of LCs is typically elongated in the wave

propagation direction, so we should still be able to ob-

tain meaningful understandings of the wave–current

interaction processes.

Numerical model

The numerical model used here (Fujiwara et al. 2019,

manuscript submitted to Ocean Modell.) solves the

incompressible Navier–Stokes equation in a domain

with a free surface at the top, with pseudospectral and

finite-difference discretizations in the horizontal and

vertical directions, respectively. As noted above, the

vertical coordinate is transformed to the sigma coor-

dinate. Since no approximations are made regarding

the surface slope, the model can correctly simulate the

large-amplitude waves, as long as there is no overturn

of the upper surface (breaking). The model is designed

with special attention to momentum and energy conser-

vation properties so that the simulated wave–current in-

teractionwould not be contaminated by numerical errors.

Especially, the model is capable of accurately simulating

the momentum transfer from decaying viscous waves to

currents. For a more detailed description of the model

and the test results, see Fujiwara et al. (2019, manuscript

submitted to Ocean Modell.).

3. Analysis method

To investigate the dynamical coupling between waves

and currents, we need to separate these two types of mo-

tion. Guo and Shen (2013, 2014) used an Eulerian tem-

poral average on a reference frame moving with the wave

phase speed, where the average and the deviation repre-

sent wave motions and turbulence, respectively. This ap-

proach cannot be used when the wave pattern changes in

time due to wave dispersion or modulation. Fujiwara

et al. (2018) used an Eulerian temporal average on a

fixed frame, where the average and the deviation repre-

sent currents and wave motions, respectively. This ap-

proach cannot handle the regions above wave trough

because the Eulerian average cannot be defined there.

To avoid such problems, we use a vertically stretched

coordinate system for analysis. This approximates the

mathematical framework introduced by Mellor (2003)

andAiki andGreatbatch (2012) into the context of ocean

surface waves, called the vertically semi-Lagrangian

horizontally Eulerian (VL) coordinate system. In this

framework, a location in fluid and time are specifiedwith

(~x, ~z, ~t ), which is related to the Cartesian coordinates

and time (x, z, t) with

x5 ~x, z5 z(~x, ~z, ~t ), t5 ~t . (12)

The vertical coordinate ~z is defined so that the surfaces

of constant ~z (hereinafter ~z surfaces) would follow the

wave motion. For instance, when there is a small-

amplitude irrotational wave with amplitude a and wave-

number k, and h5 a cosk~x, the ~z surfaces are

z(~x, ~z)5 ~z1 a
sinhk(~z1H)

sinhkH
cosk~x (13)

to the leading order.

The analysis on the VL coordinate is conducted

by first diagnosing the location of ~z surfaces for each

value of ~z from the instantaneous h, and then inter-

polating the variables in the model (defined at grid

points of sigma-coordinate) onto the depth of ~z sur-

faces. Using horizontal Fourier transform, the in-

stantaneous h is decomposed into Fourier series of

horizontal wavenumber:

h(~x)5�
k

f
h
(k) cos[~x � k2a

h
(k)] ,

where k is horizontal wavenumber vector, fh is the real-

valued Fourier coefficient, and ah is real-valued phase

shift. Approximating the displacement of ~z surfaces with

the linear solution, they are diagnosed as follows:

z(~x, ~z)5 ~z1�
k

f
h
(k)

sinhjkj(~z1H)

sinhjkjH cos[~x � k2a
h
(k)] .

(14)

The upper surface z 5 h is represented as the ~z surface

~z5 0. Therefore, this coordinate transformation maps

the domain 2H # z # h to 2H# ~z# 0.

In this framework, a scalar conservation equation

›tu 1 u � =u 1 w›zu 5 Su (u is a scalar concentration,

and Su is a source term) is transformed to the follow-

ing form:

›~t(hu)1
~= � (huu)1 ›

~z
(hvu)5 hSu , (15)

where ~= [ (›~x, ›~y) is horizontal derivative operator

following ~z surfaces, h[ ›~zz is the normalized layer

thickness, and v[ h21[w2 (›~t 1 u � ~= )z] is the velocity

across the ~z surfaces. Since the ~z surfaces approximately

follow the wave motions, v should only contain the

nonoscillatory vertical motions. Denoting the wave-

average with an overline, this requirement is written as

v5v, where the wave-average is defined as the tem-

poral average over several wave periods following con-

stant (~x, ~z). The requirement is only approximately

achieved because it is assumed that the waves follow the

irrotational linear solution in the evaluation of ~z surfaces.

The performance of the analysis (how well the ~z surfaces

follow the wave motion) is examined in the appendix
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using the WRS result. It should be noted that Eq. (15)

is exact regardless of the evaluation method, so exact

budget analysis is possible even if v5v is not strictly

achieved.

The thickness-weighted mean of u is defined as

û[ hu/h. The thickness-weighted mean velocity û is

the mass transport velocity, which corresponds to the

Lagrangian mean velocity.

This analysis framework has the following merits.

First, the whole water column, including the levels

above the wave crest, can be analyzed. This allows us

closed budget analyses of conserved quantities. Second,

the surface wave field does not need to be monochro-

matic or nondispersive. Third, the (thickness-weighted)

averaged quantities have clear physical meanings (e.g.,

mass transport velocity). This is an advantage over the

sigma coordinate, where the averages depend on do-

main depth even when the phenomenon is independent

of domain depth, like deep-water waves. Finally, only

one-dimensional interpolation is needed to evaluate the

variables on the VL coordinate grid points from the

model results defined at the sigma-coordinate grid points.

Thanks to this feature, the computational cost is reduced

compared to the classical Lagrangian or the generalized

Lagrangian mean (Andrews and McIntyre 1978) frame-

works. Also, the conservation equation [Eq. (15)] is sig-

nificantly simpler compared with such three-dimensional

Lagrangian frameworks.

We developed a code to perform an online analysis

based on the VL framework. At the time steps when the

variables are evaluated, the location of the ~z surfaces is

first calculated from the instantaneous h(x, t), and then

variables are interpolated to the ~z surfaces. To reduce

the computational cost while retaining the accuracy of

phase average, evaluations are typically conducted ev-

ery 1/100 of the reference wave period (once in 2–4

integration steps).

To separate the effect of the Stokes drift, the mass

transport velocity û, ŵ are decomposed into Stokes and

current components. Helmholtz decomposition is ap-

plied to the instantaneous velocity field u, w:

u5 up 1 ur, w5wp 1wr ,

where superscripts p and r denote potential and rota-

tional components, respectively. Then the thickness-

weighted average is applied to each component. Assuming

that the wavemotion is nearly irrotational, the Stokes drift

velocity is evaluated as uSt [ ûp andwSt [ ŵp. The current

velocity is evaluated as ucur [ ûr and wcur [ ŵr. After

horizontal averaging, the evaluated Stokes drift profile

agrees well with the classical solution, as shown in the

appendix.

In the CL simulations, h and z(~u, ~z, ~t ) are identically 1

and ~z, respectively. In the analyses, the prognostic var-

iable of the CL equation is treated as the current velocity

(ucur, wcur), and the prescribed Stokes drift profile in the

vortex force term Eq. (11) is used as (uSt, wSt).

4. Results

In this section, we mainly present the result of the F30

case (Table 1), where the newly found wave–current

interaction process was most prominent. The parame-

ters of the F30 case, Fr5 0.003 and ak5 0.1, correspond

to a relatively young sea.

a. Velocity field and wave modulation of WRS

First, the velocity field of theWRS run of the F30 case

is presented. Hereinafter, unless noted, wave-averaged

quantities such as ucur and uSt are obtained by tempo-

rally averaging over 115T# t# 120T. Figure 1 shows the

horizontal (at ~z520:05l) and vertical (at x 5 0)

sections of ucur and wcur in WRS of F30. Downwind jet

pattern near the surface and collocated downwelling

motions can be observed. The crosswind velocity ycur

(not shown) is convergent above the downwelling re-

gions and divergent below, showing the roll structure.

These are typical features of LCs. It can be also seen that

the circulations are multiscale. The region 2:5l& y& 4l

is the large-scale downwelling zone, and the downwind

jet is strongest over this region. This region also corre-

sponds to the large-scale downwind jet. This large-scale

LC spans over the whole domain width, and its hori-

zontal extent seems to be limited by the domain size.

Next, the impact of the current field on the waves

is presented. Shown in Fig. 2 are the snapshots of the

surface displacement h at t 5 20, 70 and 120T, the

x-component surface Stokes drift uSt(~z5 0), and

x-averaged downwind current velocity ucur(~z520:5)

obtained from the WRS of F30. Stewart and Joy (1974)

showed that, for a simplified current structure, the deep-

water waves are affected by the current velocity roughly

at the depth of ~z520:55 l/4p. The wave amplitude

becomes modulated in the y direction. Consistently with

the amplitudemodulation, the x-component Stokes drift

changes in y. It was found that the y- and z-component

Stokes drift was smaller than the x component by one or

more orders of magnitude.

The spatial pattern of the wave amplitude and the x-

component current velocity field ucur show that the wave

energy is concentrated over a band where ucur is small

(Figs. 1 and 2). A similar wave modulation is reported in

Kawamura (2000). Note that only large-scale current

structures (larger than about l in y) seem to affect the

wavemodulation patterns. From these, we can speculate
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that the jet-like current structure associated with the

LCs refracted the waves because the waves are likely

to be affected by the current structure larger than the

wavelength. As shown in Fig. 2, the intensity of modu-

lation changes in time. This temporal variation of the

modulation will be discussed in the next section.

b. Parameter dependence of wave modulation

Next, we shall further investigate the intensity of wave

modulation by comparing the WRS of different exper-

imental parameters. We first compare the result of F30

and F30-S (the same as F30 except for the half domain

depth) to study how differences in the current field affect

the wave modulation and then try to infer the general

parameter dependence of wave modulation.

Figure 3 shows the horizontal and vertical sections of

ucur and wcur of F30-S. As in F30 (Fig. 1), we can clearly

see the features of LCs. The multiscale circulation

structure is less evident in F30-S, but we can still see the

large-scale downwind jet in the regions 3:5l& y& 5l

and 6l& y& 8l. Unlike in the F30 case, the horizontal

extent of the large-scale LCs is smaller than the domain

width. Also, the downwind velocity of the large-scale

LCs is small relative to F30 (see also Fig. 2).We consider

that the shallow geometry of the F30-S case prohibited

the formation of horizontally large-scale cells to keep

the aspect ratio of cell structure close to unity.

Compared to F30, the wave modulation (Fig. 2) is

weaker in F30-S, while the spatial pattern of the mod-

ulation (the amplitude is small over the jet) is consistent

with F30. The fact that the modulation is weaker in

F30-S is consistent with the idea of wave refraction.

Since the largest scale of the jet is smaller relative to

F30, the currents are less likely to refract the waves.

Next, we compare the wave modulation intensity of

cases with different parameters and domain sizes. At

each time and location y, wave amplitude A(y) was

calculated by taking the Fourier transform of h in x,

and taking its first coefficient. Then wave modulation

is measured with a21[maxA(y) 2 minA(y)]. Figure 4

shows the temporal change of the amplitudemodulation for

cases with different forcing parameters and domain size. It

can be seen that the wave modulation is stronger in cases

with larger Fr and smaller ak. As explained below, these

parameters seem to determine the features (crosswind

variation of ucur) of the LCs, and the features determine the

strengthofmodulation.Also, the comparisonbetween cases

with different domain sizes (right panel of Fig. 4) shows that

the wave modulation is stronger for cases with increased

domain size in crosswind (y) and vertical (z) directions and

smaller domain length in downwind (x) direction.

The dependences on Fr and ak can be understood

through the downwind current ucur of the initial Langmuir

circulation field, which causes the waves to be refracted

and modulated. As shown in Fig. 5a, comparing the cases

with the same domain sizes, the amplitude modulation

is strongly correlated with the horizontal standard de-

viation of initial ucur. Here, the horizontal standard de-

viation is mostly attributed to the crosswind variation

of ucur (see, e.g., Fig. 1). From the studies using the CL

FIG. 1. Top views of (a) downwind current velocity ucur and (b) vertical current velocitywcur

at ~z520:05l, and y–~z cross sections (at x 5 0) of (c) ucur and (d) wcur from WRS of F30.

Variables are temporally averaged over 115T # t # 120T.
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equation, it is known that the variance of ucur increases

with La5 Fr1/2(ak)21 (Li et al. 2005). Consistently with

this, we find that the amplitude modulation is greater

with larger La (Fig. 5b). Therefore, the horizontal vari-

ation of ucur is greater for larger Fr and smaller ak. Also,

as discussed above, a wider and deeper domain leads

to stronger modulation because the domain size in the

y and z directions regulates themaximum size of Langmuir

cells. On the other hand, with a domain longer in the

x direction, wave modulation becomes weaker. We

speculate that this is because the Langmuir cells be-

come less uniform in the x direction, and the currents’

effect becomes less concentrated on particular regions.

Note that the waves are modulated even in the F10

case (Fr5 0.001; ak5 0.1), which corresponds to typical

parameter values in the fully developed sea. The surface

Stokes drift at the strongest location is about 50%

stronger compared to the weakest location. This implies

that the LCs under typical values of ak and Frmay affect

the spatial pattern of major waves (like significant

waves). Because the various limitations of our simula-

tion may be quantitatively affecting the result, the ex-

amination with the actual water is desirable. The current

effect on waves will be observed through the crosswind

variation of wave amplitude associated with the spatial

pattern of the LCs. Because it is difficult to precisely

measure the spatial distribution of wave amplitude in

the field, laboratory experiments would be a good start

point to examine the effect. The effects of idealization in

our simulations are further discussed in section 5.

In cases such as F30 and F30a07 (Fr 5 0.003; ak 5
0.07), the modulation first grows in time, takes its peak

FIG. 2. Top views of surface elevation h at t5 20, 70, and 120T, x-component Stokes drift uSt at the water surface,

and x-averaged downwind current ucur at ~z520:5. Wave-averaged velocities uSt and ucur are temporally averaged

over 115T # t # 120T. In the panels of ucur, the horizontally low-pass-filtered (with the cutoff wavelength of l)

profile is shownwith thick solid lines. Shown are the results fromWRSof (left) F30 and (right) F30-S. The lower-left

and lower-right color bars are for h and uSt, respectively.
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(at around t 5 70T in F30), and then decays (Fig. 4).

Some additional experiments showed that the modula-

tion repeats the growth and decay while retaining the

spatial pattern of smaller amplitude over and larger

amplitude off the downwind jet. In the growing stage of

the modulation, the initially linear isophase lines were

bent forward above the jet current (Fig. 2, t 5 20T of

F30). At the maximum of modulation, the isophase lines

above the jet become disconnected from the ambient

region and then reconnected with the lines of one pe-

riod ahead. After the reconnection, the isophase lines

above the jet is advected forward and catch up with the

ambient part as the modulation decays. This discon-

nection and reconnection of the isophase lines can be

understood as advection and distortion of the isophase

lines due to the y-varying downwind current.While this

growth–decay process of wave modulation needs fur-

ther investigation, in this paper we shall focus on the

impact of modulated waves on the LCs.

c. Comparison with the CL run

Next, we compare WRS and CL results. Since the

current effect on waves arises in large horizontal scales,

we can expect its effect on LCs to arise at similar scales.

FIG. 3. As in Fig. 1, for WRS of the case F30-S.

FIG. 4. Temporal evolution of normalized amplitude modulation a21[maxA(y) 2 minA(y)] of

WRS runs: (left) comparison of cases with the ‘‘standard’’ domain size with different Fr and ak and

(right) comparison of cases with different domain sizes.
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Figure 6 shows the y–~z plot of the horizontally low-pass-

filtered downwind velocity ucur and x-component vor-

ticity ẑx from WRS and CL runs of F30. The low-pass

filter is taken by first taking x average and then spectrally

filtering out y variations with a wavelength shorter than

l. ComparingWRS andCL runs, we can find that the CL

underestimates the intensity of ẑx near the upper surface

(20:2l& ~z). The difference in x-component vorticity

near the surface implies a difference in y-component

velocity ycur associated with the convergent/divergent

flow at the surface. We consider that the weaker

downwind jet in the CL run (Fig. 6; 2:5l& y& 4l)

results from the weaker large-scale vorticity pattern

(ẑx , 0 over 0& y& 3l, ẑx . 0 over 3l& y& 6l) be-

cause the downwind momentum near the surface becomes

less concentrated.

Figure 7 shows the y-direction power spectrum of

x-averaged ẑx of all ‘‘standard’’ and F30-S cases.

The spectra are smoothed and vertically averaged over

two different depths,20:2l# ~z# 0 and20:05l# ~z# 0.

It can be seen that, in the cases where strong wave mod-

ulation is observed (e.g., F30), the CL run underestimates

FIG. 5. Scatterplot of temporal maximum of normalized amplitude modulation a21[maxA(y) 2 minA(y)]

against (a) horizontal variance of ucur(z 5 20.5) of initial Langmuir circulation field, (b) turbulent Langmuir

number La, and (c) the set of Fr and ak. Domain size is denoted with colors in (a) and (b) and with symbol shapes

in (c). Domain sizes denoted with standard, S, NS, and LNS are (Lx/l, Ly/l,H/l)5 (1, 8, 1), (1, 8, 0.5), (1, 4, 0.5),

and (2, 4, 0.5), respectively.

FIG. 6. Horizontally low-pass-filtered (top) downwind current velocity ucur and (bottom)

x-component vorticity ẑx, averaged over 115T # t # 120T, for (a),(c) the result of WRS of

F30 and (b),(d) the result of the corresponding CL run. Only the upper half of the domain

20:5l# ~z# 0 is shown.
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the lowwavenumber variation of ẑx, especially close to the

surface. The difference between WRS and CL runs is

larger in the cases with stronger wave modulation such as

F30 and F30a07.

Such differences in jet and circulation intensity can also

be found in current velocity variance. In Fig. 8, the hori-

zontal variances of current velocity of F30 are plotted

against ~z for each component. The advective flux of

x-component momentum 2hucur0wcur0i, where angle

brackets denote horizontal average and primes denote

deviation from it, is also shown. The results at sections

65T# t# 70T and 115T# t# 120T are shown. Figure 8

shows that the CL run underestimates the crosswind ve-

locity ycur variance near the surface (20:1l& ~z), as ex-

pected from the vorticity pattern. At the surface, the

difference of ycur variance betweenWRS and CL reaches

about 30% in this case. Consistently with the difference in

the crosswind velocity, the vertical velocitywcur variance is

also underestimated in the CL run. The difference is not

so large as ycur, presumably because the shapes of under-

estimated vortices are thin in vertical (Fig. 6). The variance

of the downwind velocity ucur is also underestimated in the

CL run, and the difference seems to become stronger and

deeper as the simulation proceeds. No significant differ-

ences are seen in the momentum flux 2hucur0wcur0i.

d. Vorticity budget analysis

To investigate the cause of the differences found in

the circulation intensity between WRS and CL, we ex-

amine the streamwise (x component) vorticity budget of

FIG. 7. The y-direction power spectrum of streamwise vorticity ẑx averaged in x and over 115T#

t# 120T. After taking power spectra at each depth, they are vertically averaged over20:2l# ~z# 0

(thin lines) or20:05l# ~z# 0 (thick lines). Blue and orange lines show the results of WRS and CL

runs, respectively, for each parameter.

FIG. 8. Vertical profile of horizontal (co)variance of current

velocity (ucuf, ycur,wcur) of WRS and CL runs of the F30 case. Solid

and dashed lines show the results of WRS and CL runs, respec-

tively. Thin and thick lines show the results wave averaged over

65T # t # 70T and 115T # t # 120T, respectively. In the legend,

superscript ‘‘cur’’ is omitted, the angle brackets denote horizontal

average, and the primes denote the mean deviation from it.
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the F30 case. In the VL coordinate, the x-component

vorticity equation is written as follows:

›~t(hz
x)52~= � (huzx)2 ›

~z
(hvzx)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

advection

1 zx � [h ~= u2 (~=z)›
~z
u]1 zz›

~z
u|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

stretching/tilting

1 (visc) .

(16)

The first two terms on the rhs are vorticity advection,

and the next three terms are vorticity stretching and

tilting induced by velocity gradient. The last term on the

rhs represents the viscous diffusion effect, and its de-

tailed form is not explicitly shown. After temporal wave-

averaging, we further decompose this equation into the

following form to separate the influences of the Stokes

drift (denoted with superscript St), currents (denoted

with cur), and fluctuations whose time scale shorter than

wave average interval (denoted with fast).

›~t(hz
x)5ASt 1Acur 1Afast 1 T St 1 T cur

1T fast 1 (visc) . (17)

Here,A and T denote advection and tilting/stretching,

respectively, and each term is evaluated as follows:

ASt 52~= � (huStẑx)2 ›
~z
(hvStẑx) , (18a)

Acur 52~= � (hucurẑx)2 ›
~z
(hvcurẑx) , (18b)

Afast 52~= � (huzx)2 ›
~z
(hvzx)2

�
ASt 1Acur

�
, (18c)

T St 5 ẑx � [h~=uSt 2 (~=z)›
~z
uSt]1 ẑz›

~z
uSt , (18d)

T cur 5 ẑx � [h~=ucur 2 (~=z)›
~z
ucur]1 ẑz›

~z
ucur, and

(18e)

T fast 5 zx � [h~=u2 (~=z)›
~z
u]1 zz›

~z
u2

�
T St 1 T cur

�
.

(18f)

Contributions from Stokes drift and current together

form the contribution from the Lagrangian mean flow.

The CL equation essentially approximates this equation

withAfast 1 T fast 5 0. In our CL run, prescribed Stokes

drift only contains downwind component and is horizon-

tally uniform, so ASt 52›~x(hu
Stẑx) and T St 5 ẑz›~zu

St.

We first investigate the relative importance of these

terms in driving LCs. Figure 9 shows a y–~z plot of vorticity

ẑx, vorticity tendency ›~t(hz
x), Lagrangian mean effect

ASt1 T St1Acur1 T cur, fastmotion effectAfast1 T fast,

and viscosity term (evaluated as the residual). The plotted

variables are averaged in x. The patterns of vorticity

(Fig. 9a) and the terms of Eq. (17) (Figs. 9b–e) are both

dominated by small-scale eddies. It can be found that the

temporal evolution of vorticity is mostly attributed to

the Lagrangian mean effects, which means that the CL

formulation is a good approximation in this case, as long

as spatially varying uSt field is correctly prescribed.

To have a closer look at the contribution of each term

to the growth/decay of circulations at different scales, we

conduct a spectral analysis. The temporal evolution of

the power spectrum of ẑx (Fig. 7) follows the cospectrum

(real part of the cross spectrum) of ẑx and the rhs terms

of Eq. (17). Figure 10 shows the cospectrum of ẑx and

each term inWRS and CL runs of F30. The ‘‘fast’’ terms

are insignificant and are not plotted. The cospectrum is

evaluated at 10T# t# 120T to study the integrated effect

to reach the final state (Fig. 7). Thewhole period is divided

into 22 sections with 5T period, the cospectra is computed

at each section (averaged over 20:2l# ~z# 0), and then

the composite of all the temporal sections is taken.

From Fig. 10a, it can be found that the vorticity tilting

due to the Stokes drift shear T St contributes to all the

scales of the circulations and that the viscous diffusion

and advection counteract. As expected, a major differ-

ence between WRS and CL runs can be found at small

wavenumbers, where the CL run underestimated the

circulation intensity.

We found that the cospectrum of ẑx and T St, de-

noted as Cosp
�
ẑx, T St

�
, mainly consisted of the fol-

lowing two terms:

Cosp
�
ẑx, T St

�
’Cosp

�
ẑx, T St

h

�
1Cosp

�
ẑx, T St

y

�
,

(19)

where T St
h [ hẑy›~yu

St and T St
y [ ẑz›~zu

St represent the

tilting of vorticity from the y and z directions to the x

direction, respectively. In the CL run, the prescribed uSt

only varies in z, so T St 5 T St
y .

The cospectra of vorticity and the decomposed tilting

terms are plotted in Fig. 10b. At small scales (wave-

number between;100 and;101) where small-scale LCs

are active, T St
y mostly explains the total contribution of

Stokes tilting, and the CL run well reproduces the effect.

This can be understood as the CL2 mechanism

(Leibovich 1983). At large scales, however, T St
h be-

comes significant due to the horizontal shear of the

Stokes drift induced by the wave modulation (Fig. 2).

Since the prescribed Stokes drift is horizontally uniform

in the CL run, the effect cannot be reproduced, leading to

an underestimation of circulation intensity at large scales.

The overall mechanism of the simulated circulation

intensification at large scales is illustrated in Fig. 11a.

Consider a situation where wind and wave directions

are aligned. When there is a preexisting jet structure
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associated with LCs [possibly driven by the classical CL2

mechanism illustrated in Fig. 11b], the jet refracts the

waves, making them modulated in crosswind direction.

The modulation leads to the crosswind shear of Stokes

drift velocity, and the shear tilts the crosswind vorticity

(associated with the wind-driven shear current) to the

downwind direction. The forced downwind vorticity

is the same sign as the preexisting LCs, so they are

FIG. 10. (a) The y-direction cospectrum of streamwise vorticity ẑx and major terms in the vor-

ticity equation [Eq. (17)] of the F30 case. Solid and dashed lines show the result of WRS and CL

runs, respectively. The cospectrum is calculated by averaging in the vertical direction over

20:2l# ~z# 0 at every 5T sections in the period 10T# ~z# 120T, and then by taking composite

over the period. (b) The cospectrum of T St and its decomposed terms [Eq. (19)].

FIG. 9. The y–~z plots of (a) streamwise vorticity ẑx, (b) its tendency ›~t(hz
x), (c) Lagrangian

mean termsASt1 T St1Acur1 T cur, (d) fast-motion termsAfast1 T fast, and (e) viscosity

term of the x-component vorticity equation [Eq. (17)]. Results are fromWRS of the F30 case

and are averaged in x and over 115T # t # 120T. Only the upper half of the domain

20:5l# ~z# 0 is shown. Note that the range of the color bar is narrower in (d) and (e).
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intensified. Since the wave modulation tends to occur at

horizontal scales larger than a wavelength, the mecha-

nism only affects the circulation with such scales.

The mechanism proposed here involves the tilting of

crosswind vorticity by horizontally sheared Stokes drift

as in the CL1 mechanism first proposed by Craik and

Leibovich (1976). For this reason, we call it ‘‘modula-

tion-induced CL1’’ or ‘‘MI-CL1’’ mechanism. In the

original CL1 mechanism, it is assumed that interference

of two crossing waves produces the horizontal sheared

Stokes drift. Therefore, the CL1 mechanism requires

the relative phase between the two waves to be locked

for hundreds of wave periods (Leibovich 1983), which

makes the mechanism less plausible to be the major

driving mechanism of LCs. On the other hand, in the

MI-CL1 mechanism, the preexisting LCs modulate

waves and induce horizontally sheared Stokes drift in a

favorable way to themselves, and the wave field does

not need to hold certain phase relations.

5. Discussion and conclusions

Through a vorticity budget analysis of WRS in an

idealized condition, a new mechanism of intensifying

LCs that involves a mutual interaction of waves and

currents is found. When there are preexisting LCs

[possibly produced by the CL2 mechanism (Leibovich

1983)], the accompanying downwind jet current refracts

the wave, causing amplitude to vary in crosswind di-

rection. The resulting horizontal variation of Stokes

drift tilts the vorticity of wind-driven shear current to

downwind direction, intensifying the preexisting LCs. It

is suggested that the structure and intensity of the pre-

existing LCs control the magnitude of modulation. LCs

produced under a large turbulent Langmuir number

La 5 Fr1/2(ak)21 (i.e., large Fr and small ak) are likely

to cause stronger modulation. This condition corre-

sponds to a young sea. Also, the modulation is af-

fected by the extent of Langmuir cells, and larger cells

are likely to cause stronger modulation. The domain

depth-dependence of the wave modulation suggests

that the mixed layer depth may affect the intensity of

modulation through the size of LCs.

To reproduce this intensification mechanism using the

CL equation, the current-dependent Stokes drift field

needs to be prescribed. However, in this case, the use of

the wave action conservation law (e.g.,McWilliams et al.

2004; Smith 2006; Uchiyama et al. 2010) to prescribe the

Stokes drift is not justified because the scales of currents

and waves are not separated. WRS will be a useful ap-

proach to examine possible models of wave fields affected

by small-scale currents (e.g., Smith 1983; Suzuki 2019).

The impact of wavemodulation on current is expected

to be especially important close to the surface for the

following reasons. First, in our results, a large difference

with and without wave modulation is found near the

surface (Figs. 6 and 8), where the crosswind vorticity (to

be tilted downwind) is strong. Second, when waves

with a broad spectrum are present, shorter waves will be

most strongly affected by the current field, and shorter

waves have a strong influence on the Stokes drift close to

the surface. The intensity of LCs close to the surface is

an important factor in the air–sea exchange of heat

and gas.

Let us roughly estimate the scale of waves affected by

the currents using a result of the CL equation for ref-

erence. McWilliams et al. (2012) reports the LES result

of a wave-affected Ekman layer problem, where the

FIG. 11. Sketch of the driving mechanisms of LCs. Tubes represent vorticity, and red arrows

represent the Stokes drift profile. (a) The sketch of the modulation-induced CL1 mechanism,

where the modulated surface waves are shown with the three-dimensional surface plot. (b) The

sketch of the CL2 instability mechanism (Leibovich 1983), where the orange tube is vorticity

associated with wind-driven shear current, which is bent by the streamwise circulation to intensify

preexisting vertical vorticity.
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Stokes drift profile is calculated from a broad-banded

wave spectrum with a peak wavelength of 84m. In their

result, the value of s2
u/u

2

* (where su denotes horizontal

standard deviation of u) reaches about 2 above 40-m

depth (their Fig. 4). Using u* 5 0.019m s21 and ap-

proximating su/u* with a fixed value 1.4, we can esti-

mate that su/c’ 0.0023 and 0.0046 for waves with l5 84

and 21m, respectively. In the present study, F10 case

shows a certain amount of wave modulation with su/c5
0.0043 (Fig. 5). Therefore, we expect that the waves with

l 5 21m in their settings would be influenced by the

currents as much as our F10 case, and that the influence

will become more significant for shorter waves. Of

course, the mutual interaction of waves and currents

changes the turbulence statistics, so the above estimates

may be modified. Since the mutual interaction inten-

sifies the LCs, the modification would make the current

effect on waves occur more easily.

Because of many simplifications of our simulation

designs and the limited integration period, the discus-

sion above remains somewhat qualitative, and further

effort to quantify the wave–current mutual interaction

must be made. First, as discussed in section 4b, the

strength of wave modulation observed in our WRS is

strongly affected by the extent of the computational

domain. With a larger domain in crosswind and vertical

directions, modulation becomes stronger, and with a

larger domain in downwind direction, modulation be-

comes weaker. The reality corresponds to the situation

where the horizontal domain extent approaches infinity.

Therefore, we cannot conclude if the net effect of hori-

zontal boundaries is magnifying or reducing the wave

modulation without further experiments. Second, the

effect of system rotation is not considered in our simu-

lations. It is known from the LES of the CL equation

that the Coriolis effect tends to rotate the axes of LCs to

the right in the Northern Hemisphere (e.g., McWilliams

et al. 1997). Because the wave propagation direction is

less aligned with the jets, the current effect on waves

observed in this study could be somewhat reduced.

Third, we employed uniform viscosity rather than spa-

tially variable eddy viscosity because we consider that

the effects of turbulence on wave motions cannot be

represented through the conventional eddy viscosity form,

as pointed out by Ardhuin and Jenkins (2006). The tur-

bulence effects may alter the magnitude of wave modu-

lation through the structure of Langmuir cells (e.g., the

width of the jet). However, we may expect that our results

are insensitive to the form of viscosity because the simu-

lated flow field is fairly turbulent and it is the large-scale

circulations that strongly affected the waves. To examine

the above discussion, further study is needed to incorpo-

rate the effects of turbulence in the framework of WRS.

The horizontal variation of wave amplitude will likely

lead to nonuniform wave breaking. In our case, waves

are more likely to break at locations off the downwind

jet, where wave amplitude is large. Such nonuniformity

of breaking will further modify the wave–current inter-

action processes illustrated here (Fig. 11) because lo-

calized wave breaking will impose vertical vorticity (e.g.,

Pizzo and Melville 2013). Since the sign of imposed

vertical vorticity is opposite to the preexisting one (in

other words, downwind momentum is imposed off the

downwind jet), the couplingwithwave breakingmay lead

to a formation of a negative feedback process. If such

processes need to be properly simulated without explicit

treatment of breaking, representations of momentum

input into the mixed layer must be reconsidered.
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FIG. A1. Vertical profiles of the thickness-weighted variances of the cross-coordinate ve-

locity v in the WRS runs of the F30, F10, and F30-s cases. Total variance hhv2i (the overbar

denotes temporal average, and angle brackets denote the horizontal average) is shown with

black lines. Variance of temporal-averaged variance hhv2i is shownwith gray lines. Temporal

average is evaluated at 115T # t # 120T of each case.
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APPENDIX

Performance of VL Analysis

In this study, the mathematical framework of the VL

coordinate system (Mellor 2003; Aiki and Greatbatch

2012) is imitated by using the linear solution of irrota-

tional surface waves (section 3). In this section, it is

shown that the above method approximates the theo-

retical framework well.

In the VL system, the vertical coordinate surfaces (~z

surfaces) follow the high-frequency (wave) motions as

material surfaces. Therefore, the cross-surface velocity v

should only contain low-frequency temporal variations.

In Fig. A1, the vertical profiles of the thickness-weighted

variances of v are shown. Denoting horizontal average

with angle brackets, the total variance is hhv2i. Using

the definition of thickness-weighted average, defining

the deviation from the average as (�)0 0 [ (�)2c(�), the
total variance can be decomposed as hv2 5 hv̂2 1 hv002

(cf. Aiki and Greatbatch 2012). The horizontal aver-

age hhv̂2i represents the contribution of the low-

frequency motion to the total variance. Fig. A1 shows

that hhv2i’ hhv̂2i (where temporal average is evaluated

over 115T # t # 120T), which means that the high-

frequency variation of v is small. Therefore, ~z surfaces

follow the wave motions well.

The Stokes drift was evaluated as the thickness-

weighted average of wave orbital velocity. It is known

that the thickness-weighted wave orbital velocity in the

VL coordinate agrees with the classical Stokes drift pro-

file (Stokes 1847) using the linear solution of monochro-

matic surfacewaves (Mellor 2003).Herewe show that the

profile evaluated in the WRS result does agree with

the classical profile to the leading order. Fig. A2 shows

the vertical profiles of the x-component Stokes drift uSt

evaluated in the simulations and the prescribed ones us-

ing the linear theory [Eq. (11)]. In each case, wave aver-

age is taken over 115T # t # 120T, after which the field

is averaged in x, leaving y and ~z dependence of uSt.

Maximum in y, minimum in y, and y-averaged profiles are

shown for each case. It can be seen that the horizontally

averaged Stokes drift profile agrees well with the linear

solution, even in F30 where the wave modulation is

strongest. This result also suggests that the estimation of

viscous wave decay based on the linear theory (the decay

coefficient of e24nk2t) is appropriate, at least for the hor-

izontally averaged profiles.
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