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The Accuracy of Preliminary WindSat Vector
Wind Measurements: Comparisons With

NDBC Buoys and QuikSCAT
Michael H. Freilich and Barry A. Vanhoff

Abstract—Two preliminary, six-month long global WindSat
vector wind datasets are validated using buoys and QuikSCAT
measurements. Buoy comparisons yield speed and direction root
mean square accuracies of 1.4 m/s and 25 for the “NESDIS0”
product and 1.3 m/s and 23 for the more recently produced
“B1” product from the Naval Research Laboratory. WindSat
along- and across-wind random component errors of 0.7–1.0
and 2.6–2.8 m/s (respectively) are larger than those calculated
for QuikSCAT in the same period. Global WindSat–QuikSCAT
comparisons generally confirmed the buoy analyses. While simple
rain flags based directly on WindSat brightness temperature
measurements alone are shown to overflag for rain systematically,
the advanced “Environmental Data Record” rain flag in the B1
product matches well with Special Sensor Microwave/Imager rain
detection frequency and preserves the accuracy of the unflagged
vector wind measurements.

Index Terms—Ocean surface winds, QuikSCAT, remote sensing,
WindSat.

I. INTRODUCTION

WINDSAT was launched in 2003 to demonstrate the
capability of polarimetric, microwave radiometers

to measure near-surface ocean wind speed and direction in
all-weather conditions [1]. Accurate vector wind measure-
ments from WindSat can augment satellite-borne microwave
scatterometer data, which since 1991 have increasingly been
used to provide all-weather measurements of near-surface wind
velocity over the global oceans for research and operational
applications [2]. While scatterometers measure the single-fre-
quency backscatter cross section of the ocean surface from a
variety of viewing geometries [3], polarimetric radiometers
make simultaneous measurements of the brightness temperature
(“ ”) of the ocean–atmosphere system from a single viewing
geometry, but at a number of frequencies and polarizations.

Spaceborne microwave wind estimation relies upon empirical
model functions relating (or, for scatterometers, the normal-
ized radar cross section “ ”) to the near-surface wind speed
and direction. Since the model function and the retrieval algo-
rithms are empirically based, the satellite wind measurement ac-
curacy must be quantified over a wide range of atmospheric con-
ditions. This paper validates WindSat vector wind estimates by
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comparing them with observations both from operational U.S.
National Data Buoy Center (NDBC) meteorological buoys and
from the wide-swath QuikSCAT scatterometer.

Buoy measurements have historically been considered the
primary comparison data for satellite wind validation (see
[4]–[8] and many others), notwithstanding issues of buoy
quality control, representativeness (the buoys measure tem-
poral averages at a point, while the spaceborne data are nearly
instantaneous spatial averages [9]), buoy inaccuracies in high
wind and wave conditions [10], and the need to account for
differences due to collocation mismatches in coastal regions
dominated by orographic wind modifications. The comparison
buoys in this study were selected, based on the number and
spatial distributions of the satellite collocations, to be represen-
tative of the ocean winds measured by WindSat.

In addition to the NDBC buoy measurements, a well-
validated global vector wind dataset was available from the
QuikSCAT scatterometer covering the six-month (September 1,
2003–February 28, 2004) period of the WindSat vector wind
products. While WindSat–QuikSCAT comparisons were com-
plicated by small systematic cross-swath variations in the
accuracy of the QuikSCAT data [11], the global coverage
of the satellite–satellite collocations and the fact that both
measurements are instantaneous spatial averages allowed for
construction of a larger, and more direct, set of comparisons
than was possible with buoys.

Comparisons are analyzed here in the context of the random
component error model of Freilich et al. [6], [7]. For both
the NDBC and QuikSCAT comparisons, the error model was
extended to accommodate different error magnitudes in the
along-wind and cross-wind components [11], and the analysis
accounts for errors in both the satellite data being validated and
the comparison measurements (buoy or QuikSCAT).

This paper is organized as follows. The WindSat, QuikSCAT,
and NDBC buoy datasets are briefly summarized in Section II.
Collocation and editing criteria, including the analyses used
to select buoys representative of the satellite measurements,
are described in Section III. Section IV presents accuracy
estimates based on the buoy and QuikSCAT collocations for
the highest-quality, nonraining “NESDIS0” WindSat vector
wind measurements [12], [13]. A significant fraction of all
WindSat measurements were flagged during geophysical re-
trieval processing as being contaminated by rain. In Section V,
comparisons with Special Sensor Microwave/Imager (SSM/I)
measurements in the vicinity of the NDBC buoys are used
to assess the frequency with which NESDIS0 measurements
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were rain flagged; buoy collocations with rain-flagged WindSat
data are then analyzed to characterize the accuracy of the
flagged data. At the start of 2005, a second WindSat vector
wind dataset (denoted “B1”) was produced by the WindSat
project. This global dataset was based on refined instrument

calibrations and used a different model function and
different retrieval algorithms than were used to produce the
NESDIS0 dataset analyzed in previous sections. In Section VI,
we present preliminary characterizations of this new dataset in
order to demonstrate the improvements that can be expected
from further instrument calibration and processing refinements.
Conclusions are summarized in Section VII.

II. DATASETS

A. WindSat

The WindSat microwave radiometer on the Coriolis mission
(hereafter “WindSat”) is the first spaceborne polarimetric ra-
diometer. The mission’s primary objective is to demonstrate the
ability to measure near-surface wind speed and direction under
nearly all-weather conditions using collocated, multifrequency
polarimetric microwave radiometer measurements. Details of
the WindSat instrument design, ground processing, and prelim-
inary calibration are given in [1], and only a brief review is
provided here.

The Coriolis spacecraft flies in a sun-synchronous circular
orbit (830-km altitude, 98.7 inclination) with a local ascending
node time of 1800. In this orbit, the antenna spins at 31.6
revolutions per minute, and the effective swath width (for fore-
ward looks) is 950 km centered on the satellite subtrack. Al-
though the antenna has a 350 km-wide, aft-looking clear field of
view for all but the 6.8-GHz measurements, no aft-looking data
were used to retrieve the vector wind estimates examined in the
present study.

The WindSat radiometer provides accurate measurements
of the brightness temperature of the ocean/atmosphere system
for vertical, horizontal, , and both left- and right-hand
circular polarizations at frequencies centered on 10.7, 18.7, and
37.0 GHz; additionally, vertically and horizontally polarized
brightness temperature data are obtained at 6.8 and 23.8 GHz.
Brightness temperature differences between the and

channels are used to calculate the third Stokes param-
eter, and differences between left- and right-hand polarized
channels yield the value of the fourth Stokes parameter. The
Earth incidence angle of the measurements varies from 50
to 55 , depending on frequency. Since the instrument uses a
single 1.8-m reflector, the spatial resolutions of instantaneous
fields of view vary from 40 60 km at 6.8 GHz to 8
13 km at 37 GHz. To construct both the NESDIS0 and B1
datasets analyzed here, the WindSat ground processing system
projected all measurements onto the grid defined by the
6.8-GHz measurements. All data were then interpolated to a
12.5-km grid (defined approximately by every fourth 37-GHz
measurement in the along-scan direction and every 37-GHz
measurement in the along-track direction [14]), and geophys-
ical retrievals were obtained at each grid location. Thus, while
the true resolution of the WindSat vector winds is no better
than 50 km (the resolution of the 6.8-GHz measurements),

the environmental data records contain vector wind estimates
every 12.5 km and are oversampled by at least a factor of four
in each spatial dimension.

Changes in atmospheric water vapor and liquid water,
small-scale ocean surface roughness and foam (influenced
primarily by winds), sea-surface temperature variations, and
the presence of rain all cause variations in the WindSat
measurements. As different geophysical processes influence

differently as a function of frequency and polarization,
WindSat’s multiple, simultaneous, collocated measurements
covering a range of frequencies and polarizations can in
principle be used to estimate simultaneously the full suite of
geophysical quantities [12], [13], [15]–[17].

Several different WindSat vector wind datasets have been
produced, based on different calibrations, different empirical
model functions, and different wind retrieval and ambiguity re-
moval algorithms. In this paper, we examine two preliminary
WindSat datasets to estimate the impacts that improved cali-
brations and algorithms might have on the final vector wind
products.

1) NESDIS0 Dataset: The initial six-month, global WindSat
vector wind dataset (“NESDIS0”) was produced by Jelenak
et al. [12], [13] and released in late July 2004 [14]. It was
based on the version 1.5.1 Science Data Records (SDRs), the
first comprehensively calibrated WindSat dataset. During
model function and algorithm development for NESDIS0,
the version 1.5.1 SDR data were found to have constant and
swath-dependent biases. To the extent possible, corrections to
these calibration errors were incorporated into the NESDIS0
model function and retrieval algorithms.

A multiple-step approach was used to calculate the NESDIS0
vector winds [14], [18]. Weighted sums of horizontal and ver-
tical polarization brightness temperature measurements at
selected frequencies, combined with an empirical radiative
transfer model, were first used to retrieve integrated water
vapor, cloud liquid water, sea-surface temperature, and wind
speed separately at each measurement location. Sensitivity to
wind direction is largest for the polarimetric measurements, so
wind direction was then estimated by minimizing the weighted
sum-square differences between an empirically determined
model function and the third and fourth Stokes parameter
measurements at 10.7, 18.7, and 37 GHz, using the retrieved
SST, cloud liquid water, integrated water vapor, and wind speed
retrievals as parameters.

As with scatterometers, the empirical radiometer model
function has directional symmetries, resulting in local objective
function minima at multiple directions for each retrieval. In
contrast with scatterometer retrievals in which the objective
function is minimized with respect to both wind speed and
wind direction (and thus wind speeds can vary slightly be-
tween ambiguities), the serial NESDIS0 algorithm resulted in a
constant wind speed for all ambiguities in a given retrieval. A
median filter approach, based on initialization of the ambiguous
directions using the operational NCEP 10-m wind direction at
each WindSat measurement location, was employed to select a
unique wind direction [12], [14], [18].

Several Environmental Data Record (EDR) quality flag bits
are provided for each vector wind solution [14]. Only NESDIS0
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retrievals for which EDR quality flag bits 4–27 and bit 29 were
not set were considered “valid” and analyzed in this study. Rain-
free vector wind measurements did not have EDR quality flag bit
2 set, while potentially rain-contaminated measurements (dis-
cussed in more detail in Section VI) had the bit set. EDR quality
flag bits 3 (“Wind Speed”), 28 (“Warm Load Anomaly”), and 30
(“RFI Area”) were not considered in our analyses.

2) B1 Dataset: A second six-month global vector wind
dataset, produced by Bettenhausen et al. at the Naval Research
Laboratory, was made available in January 2005 and is here
denoted “B1.” These wind estimates were based on version
1.6.1 SDR data, which have improved calibration accuracies
and better Earth locations than did the 1.5.1 SDRs. Details
of the empirical model function and retrieval algorithms are
presented in [17]. Of importance to this study, the B1 physically
based two-stage retrieval approach yielded four ambiguities
(separated by ) for virtually every valid wind retrieval,
in contrast to the NESDIS0 dataset which had many solutions
with fewer ambiguities [13]. The B1 retrieval solved simulta-
neously for wind direction as well as wind speed, sea-surface
temperature, integrated water vapor, and integrated atmospheric
liquid water, and thus different ambiguities often had different
(although similar) wind speeds.

The quality flags associated with each B1 vector wind solu-
tion differed from those provided in the NESDIS0 dataset. All
B1 solutions flagged for ice (EDR quality flag bit 6), land (bit
7), inland lakes (bit 9), unusual sea-surface salinity (bit 10), the
presence of RFI in 10-GHz measurements (bit 12) or sun
glint (bit 13) were discarded and not analyzed further. As dis-
cussed in Section VI, a two-bit rain flag was provided for each
valid B1 wind retrieval.

B. QuikSCAT

The NASA QuikSCAT mission was launched in June 1999
carrying the first conically scanning, dual pencil-beam Sea-
Winds scatterometer. Operating at 13.4 GHz, the SeaWinds
instrument on QuikSCAT acquires vertically and horizontally
polarized measurements with approximately 25-km reso-
lution over 1800-km and 1400-km-wide swaths, respectively.
(The scatterometer dataset used in the present study is here
referred to as “QuikSCAT” in order to differentiate it from
the measurements acquired by a nearly identical SeaWinds
instrument which flew on the ill-fated ADEOS-II/Midori-II
mission from December 2002 to October 2003.)

Near-surface wind measurements from the QuikSCAT stan-
dard science product [19] were used in this study. Potentially
rain-contaminated QuikSCAT measurements were identi-
fied based on the tabular, multidimensional histogram-based
“MUDH” rain flag [20], [21]; only rain-free QuikSCAT wind
retrievals were compared with WindSat or buoy measurements.

Previous QuikSCAT validation analyses, including several
based on buoy comparisons similar to those reported here,
indicated that these standard, rain-free QuikSCAT vector wind
measurements have speed and directional root mean square
(rms) accuracies of 1.2 m/s and 19 respectively for wind
speeds from 3–20 m/s, and along-wind and cross-wind random
component errors of 0.75 and 1.5 m/s, respectively [11] (see
also [22] and [23]). The QuikSCAT measurement geometry

and azimuthal diversity varies systematically across the swath,
leading to swath-dependent variations in the accuracy of the
QuikSCAT wind velocity estimates [11], [23]. Compared with
the “sweet zones” (between 250 and 700 km from nadir),
QuikSCAT wind measurements in the nadir zone (within

125 km of the subsatellite track) have slightly greater random
speed errors. Nadir random directional errors are likewise
larger than in the sweet zones. The lack of horizontally polar-
ized measurements and the small azimuthal diversity in the far
outer swath (more than 850 km from the satellite subtrack) lead
to large speed errors. Therefore, only QuikSCAT measurements
from a 1700-km-wide swath were used in this study.

C. NDBC Buoys

During the six-month period for which WindSat vector data
are available, the U.S. National Data Buoy Center (NDBC)
had some 60 moored meteorological buoys deployed off North
American shores including Hawaii. NDBC data and docu-
mentation can be obtained at http://seaboard.ndbc.noaa.gov.
Each buoy carried redundant, mast-mounted propeller-vane
anemometer systems for measuring wind speed and direction,
along with instruments to measure air and sea-surface tem-
peratures, surface atmospheric pressure, and in some cases
humidity. The buoys reported anemometer measurements cor-
responding to 8-min time averages collected hourly. Quality
control procedures routinely applied by NDBC and estimates
of buoy wind velocity accuracy are given in [24] and [25].
Compared with a variety of satellite and numerical model data,
total buoy errors are estimated to contribute random component
errors of 1–2 m/s [9], [11]. In this study, a value of 1 m/s was
used for buoy component errors in both the along-wind and the
cross-wind directions.

The satellite model functions are tuned to provide 10-m neu-
tral stability wind estimates (i.e., the satellite wind speed is that
which would be measured by a perfect anemometer at 10-m
height if the atmosphere is neutrally stratified). Prior to com-
parison with satellite measurements, the buoy measurements of
temperature, pressure, and humidity were used to transform the
raw anemometer-height wind speeds to 10-m equivalent neu-
tral stability speeds using the approach of Liu and Tang [26] as
in [7]. Buoy measurements for which both air and sea-surface
temperature measurements were not available were discarded,
as were data from buoys having anemometer heights less than
5 m [7].

III. COLLOCATION AND EDITING

Spatial and temporal variations in the true wind field can
result in differences between even perfect satellite and buoy
measurements. The fundamental incompatibility between the
satellite’s instantaneous spatial average and the buoy’s point
temporal average can lead to differences even when both ob-
servations are obtained at the same time and the buoy is located
at the center of the satellite measurement. Mismatches in the
times and locations of the comparison measurements cause dif-
ferences since the wind field itself may vary with space and time.
Many of the NDBC buoys are located in coastal regions where
local topography creates small-scale wind features having large
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Fig. 1. Locations of the 22 selected NDBC buoys.

spatial gradients in speed and direction (see [27]–[29] and many
others). “Collocated” satellite measurements are usually located
systematically seaward of near-coastal buoys, where orographic
influences on the surface wind are typically smaller than at the
buoy location. If differences between satellite and buoy mea-
surements are to be interpreted as errors in the satellite data, it
is essential to use buoys located in areas where the buoy wind
measurement is representative of the wind at the nearby loca-
tions sampled by the satellite.

Representative buoys were selected using objective colloca-
tion criteria that did not depend on comparisons between satel-
lite and buoy wind measurements. Based on previous studies
[4], [7], the maximum temporal and spatial differences between
buoy and satellite observations were restricted to 30 min and
50 km, respectively. Since WindSat observations are reported
on 12.5-km centers, multiple WindSat measurements were typ-
ically collocated with a single buoy observation. For each buoy,
the centroid of all WindSat measurements within the collocation
thresholds over the six-month dataset was calculated. The dis-
tance between the centroid and the buoy location was small for
open-ocean buoys that were essentially surrounded by WindSat
observations over the course of the six months. For 35 of the
60 ocean buoys, the presence of land precluded wind retrieval
from large regions landward of near-coastal buoys, leading to
centroid distances greater than 12.5 km from the buoy location;
these buoys were deemed unrepresentative and excluded from
subsequent analyses. Of the 25 buoys having centroid distances
less than 12.5 km, two were eliminated from further analyses
since they had fewer than 330 collocations each (compared with
a mean of 5376 and a minimum of 3592 collocations for the
other 23 buoys). Finally, routine examination of wind speed
histograms showed that a single buoy—44 011—acquired ob-
viously unrealistic measurements throughout the WindSat pe-
riod, and this buoy was thus also excluded from the validation
analysis. The 22 selected buoy locations are shown in Fig. 1 and
collocation statistics are given in Table I.

The present buoy selection approach differs from that of
Freilich and Dunbar [7], who used the vector correlation
between scatterometer and buoy measurements to identify
representative buoys. Nonetheless, the buoys selected for these

TABLE I
NDBC OCEAN BUOYS SELECTED FOR ANALYSIS. “NPTS” IS THE TOTAL

NUMBER OF NONRAINING WINDSAT COLLOCATIONS. CENTROID DISTANCE

IS DENOTED BY “�,” AND VECTOR CORRELATION BY “�”

WindSat comparisons typically correlated well with the satellite
measurements. The mean vector correlations of NESDIS0 data
with the selected and unselected buoys were 1.53 and 1.01,
respectively (the maximum possible vector correlation is 2.0).
Among the selected buoys, Table I shows that buoy 42 002 in
the Gulf of Mexico and three of the four buoys around Hawaii
had notably small vector correlations; nonetheless, these buoys
were included in the analysis. (For comparison, the buoys
included in the Freilich and Dunbar analysis of NSCAT data
[7] all had vector correlations exceeding 1.6.) The general
tracking of vector correlation magnitude with centroid distance
supports the assumption that collocation mismatches contribute
measurably to differences between satellite and buoy data in
the vicinity of coasts.

IV. BUOY COMPARISONS FOR NONRAIN-FLAGGED

MEASUREMENTS

In this section, the accuracy of the highest quality NESDIS0
vector wind measurements is examined using the spatially and
temporally collocated buoy data. The analysis considers only
valid NESDIS0 measurements for which bit 2 of the EDR
quality flag indicated no rain contamination. For comparison,
all rain-free QuikSCAT vector wind measurements collected
during the September–February period were collocated with
the selected buoys and analyzed in the same way as the WindSat
data. Although the QuikSCAT and NESDIS0 measurements
were not necessarily collocated within 30 min and 50 km of
each other (as each was with the buoy), the two satellites made
measurements in the vicinity of the buoys at approximately the
same local time, and thus would be expected to have sampled
similar wind distributions over the six-month duration of the
WindSat dataset.

Most users of the WindSat data will rely upon the single se-
lected ambiguity provided in the WindSat EDR. However, am-
biguity removal errors can result in large directional differences
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Fig. 2. Distributions of nonraining wind speed (a) and direction relative to
north (b) from the NDBC collocated datasets. (Solid line) NESDIS0. (Dashed
line) QuikSCAT. (Dotted line) NDBC 10-m neutral stability.

between collocated satellite and buoy measurements, thus com-
plicating the interpretation of low-order directional comparison
statistics. Following the approach of Freilich and Dunbar [7],
two measures of directional accuracy were calculated for these
buoy comparisons and for the global WindSat–QuikSCAT com-
parisons analyzed in Section V: 1) an indirect estimate of “ambi-
guity removal skill” or egregious directional errors based on the
fraction of selected ambiguities that have directions that differ
from that of the comparison (buoy or QuikSCAT) measurement
by more than 90 ; and 2) directional accuracy statistics for those
selected ambiguities that are within 90 of the direction of the
comparison data. The set of collocated wind velocity pairs after
elimination of the “ambiguity removal” errors will be referred
to as the “edited” data.

A total of 112 724 rain-free, valid, edited NESDIS0 wind
estimates and 66 753 edited QuikSCAT measurements were
analyzed, with wind speed and direction distributions shown in
Fig. 2. While the NDBC and QuikSCAT wind speed histograms
are similar, the NESDIS0 speed distribution is narrower for
speeds less than 15 m/s; the NESDIS0 collocated dataset has
relatively fewer winds with speeds less than 5 m/s or between
10 and 15 m/s than either the NDBC or QuikSCAT datasets.
The NESDIS0 histogram flattens noticeably for wind speeds
from 15–18 m/s, such that a larger fraction of NESDIS0 winds
are greater than 16 m/s than in either of the other two datasets.

The directional histograms (wind direction relative to north,
oceanographic convention) show greater differences between
the datasets, although all three show a major concentration in

TABLE II
COMPARISON STATISTICS FOR THE “EDITED” SATELLITE

VERSUS NDBC COLLOCATED DATASET

the quadrant 225 to 315 (winds blowing from east to west)
and a broad minimum near 45 . The directional offset of
the main peak between the NDBC and QuikSCAT data is con-
sistent with previous findings that the NDBC buoy directions are
rotated 8 to 10 counterclockwise relative to scatterometer and
operational ECMWF and NCEP surface wind analysis products
[7]. The NESDIS0 directional histogram is quite narrow near the
maximum at 260 , falling off particularly rapidly as directions
decrease (see discussion in Section V below). Simple low-order
statistics of satellite-buoy speed and direction differences are
given in Table II.

Previous studies have demonstrated that vector wind esti-
mates from many sources can be accurately characterized by
an additive random component error model [6], [7], [11]. This
error model naturally accommodates the nonnegative property
of speeds, appropriately couples speed and direction errors
at low true wind speeds, and replicates many of the observed
properties of wind speed and direction comparison statistics.
In particular, the random component error model quantitatively
predicts both the observed positive bias of mean satellite wind
speeds for small values of buoy wind speeds, and the increase in
random differences between buoy and satellite wind directions
with decreasing buoy wind speed.

Simulation-based numerical techniques have been developed
for estimating the quantitative magnitudes of the random com-
ponent errors from analyses of the speed dependence of satel-
lite-buoy speed biases and directional standard deviations [6],
[7]. Chelton and Freilich [11] reported QuikSCAT accuracies in
terms of independent along- and across-wind additive random
error component magnitudes based on coupled least squares fits
of both speed biases and the standard deviations of QuikSCAT-
NDBC directional differences [30].

Most previous analyses have assumed that the comparison
buoy measurements were perfect, and thus all instrumental and
representativeness errors were attributed to the satellite. In the
present study, the simulation-based approach was extended to
include random component errors in the buoy measurements
as well as in the WindSat and QuikSCAT data. It was assumed
throughout that the satellite data had unity gain and no offset
relative to the NDBC measurements. Realizations of “true”
wind velocities having Rayleigh distributed speeds and uni-
form directions were generated, to which were added separate
along-wind and across-wind random component errors drawn
from Gaussian distributions with specified standard deviations



FREILICH AND VANHOFF: ACCURACY OF PRELIMINARY WINDSAT VECTOR WIND MEASUREMENTS 627

Fig. 3. Observed and simulated conditional mean satellite speeds binned on
NDBC speeds from the collocated, “edited” dataset. (Diamonds) NESDIS0.
(Crosses) QuikSCAT. (Solid line) NESDIS0 simulation using the best fit along-
and across-wind random error component magnitudes of Table II. The dashed
line represents unity gain and zero offset.

to simulate satellite and buoy measurements. The simulated
noisy satellite measurements were then compared with the
simulated noisy buoy measurements. Buoy random errors were
taken to be 1 m/s in each component [11], and simulations were
performed for a range of satellite component errors. Satellite
component error magnitudes were estimated by minimizing
the normalized square differences between simulated and
observed wind speed biases and directional difference standard
deviations for buoy speeds from 1–8 m/s [30].

Observed and simulated NESDIS0 and QuikSCAT mean
wind speeds are shown in Fig. 3 as a function of collocated
NDBC (10-m neutral stability) speed. Both satellite datasets
had nearly unbiased wind speeds for NDBC speeds from

5–15 m/s, and both exhibited the positive biases at low wind
speeds characteristic of random component errors, with the
NESDIS0 data having slightly larger low-buoy-speed biases.
While the QuikSCAT measurements remained unbiased for
NDBC speeds above 15 m/s, these buoy comparisons suggest
that the NESDIS0 dataset increasingly overpredicts wind speed
at high buoy speeds.

The fraction of satellite-buoy pairs having directional dif-
ferences (“ ”) greater than decreased rapidly with
increasing NDBC speed for both the NESDIS0 and QuikSCAT
datasets (Fig. 4), qualitatively consistent with the prediction
of the random component error model. The QuikSCAT data
had relatively fewer large directional differences at all buoy
wind speeds. The simulations underpredict the fraction of large
differences for both satellite datasets, although the discrepancy
between simulation and observations is much larger for the
NESDIS0 measurements. Ambiguity removal errors (which are
not accounted for in the random component error simulations)
should cause the observed fraction of large differences to
exceed the simulation predictions.

The standard deviation of for the edited collocated
datasets (after removal of those collocations for which

Fig. 4. Observed and simulated fractions of satellite-buoy directional
differences exceeding �90 in the unedited, collocated dataset. (Diamonds)
NESDIS0. (Crosses) QuikSCAT. (Solid line) Simulation results for NESDIS0,
using the random component errors from Table II. (Dotted line) Simulation
results for QuikSCAT.

Fig. 5. Standard deviations of edited satellite-buoy directional differences.
Symbols and line types as in Fig. 4.

) is shown in Fig. 5 as a function of NDBC speed.
The simulation based on the best fit along- and across-wind
random component error magnitudes (Table II) is quantita-
tively similar to the NESDIS0 observations for NDBC wind
speeds less than 17 m/s, notwithstanding the fact that the fit
was performed only for wind speeds less than 8 m/s. The
NESDIS0 performance exceeded that predicted by the simu-
lation for higher wind speeds (although there were very few
high wind speed observations in the collocated NDBC dataset).
QuikSCAT-buoy directional differences are consistent with
the simulation predictions for NDBC speeds below 9 m/s;
at higher buoy wind speeds, the QuikSCAT directional perfor-
mance was worse than predicted by the random component
error model, qualitatively similar to the NSCAT results [7].
The NESDIS0 directional accuracy was generally worse than
that of QuikSCAT for wind speeds below 12 m/s, consistent
with the larger NESDIS0 random component error. The two
instruments had comparable performance in the speed range
from 12–16 m/s, and the NESDIS0 accuracy relative to the
buoys was better for higher wind speeds.
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Fig. 6. Fraction of rain-free NESDIS0 WindSat data for which there was a
collocated QuikSCAT measurement.

V. GLOBAL CHARACTERIZATION FROM

QUIKSCAT COMPARISONS

Comparisons with QuikSCAT measurements can be used
to extend the regional, buoy-based WindSat validation of
Section IV to the entire global ocean, covering a much wider
range of wind and atmospheric conditions. Although issues of
resolution and temporal/spatial collocation differences remain
in WindSat–QuikSCAT comparisons, each of the satellite
datasets corresponds to a near-instantaneous spatial average
of the wind field. Representativeness errors caused by the
difference between instantaneous spatial averages and point
temporal averages are thus eliminated in the satellite–satellite
comparisons.

A. Global WindSat–QuikSCAT Dataset

As with the NDBC comparisons, only QuikSCAT wind mea-
surements from the nadir and sweet zones were used for the
global analysis. Similarly, only NESDIS0 vector wind estimates
for which EDR quality flag bits 4–27 and bit 29 were not set
were considered. Comparisons were made between the selected
ambiguity from each dataset.

The global collocated dataset was constructed by identifying
all QuikSCAT vector wind solutions within 50 km and 1 h of
each qualifying NESDIS0 vector wind solution. If QuikSCAT
measurements from two different revs satisfied the 1-h tem-
poral threshold, only data from the rev closest in time to the
WindSat measurement were considered. (QuikSCAT “revs” are
orbits defined to begin and end over land near the South Pole.)
When several 25-km QuikSCAT measurements from the same
rev satisfied the spatial cutoff criterion, the QuikSCAT measure-
ment closest to the WindSat measurement location was used.
In order to focus on the highest quality satellite measurements,
the global comparisons presented in this section exclude any
collocated measurement pair for which either the QuikSCAT
(MUDH) autonomous rain flag, or the NESDIS0 (EDR bit 2)
rain flag was set.

A total of 99 933 671 rain-free, collocated measurement pairs
were obtained over the September–February period, although
not all of these pairs were independent owing to the differ-
ence in grid resolution between the WindSat (12.5 km) and
QuikSCAT (25 km) datasets. As shown in Fig. 6, QuikSCAT
comparison measurements were generally available for more
than 70% of all rain-free WindSat data within 30 of the equator.
The number of collocations decreased at higher latitudes—even

Fig. 7. Wind speed histograms from the global, collocated dataset. (Solid line)
NESDIS0. (Dashed line) QuikSCAT. (Dotted line) Interpolated NCEP 10-m
wind analyses.

TABLE III
LOW-ORDER WIND SPEED STATISTICS FOR THE

GLOBAL COLLOCATED DATASET

after accounting for the latitudinal dependence of ocean sur-
face area—because the WindSat and QuikSCAT terminator or-
bits have opposite sense. The WindSat ascending node is near
1800 hours local time, while the QuikSCAT ascending node is

0600, and thus the time difference between spatially collo-
cated QuikSCAT and WindSat measurements tended to increase
with increasing latitude.

B. WindSat Accuracy From the Global QuikSCAT
Comparisons

The NESDIS0 and QuikSCAT wind speed histograms from
the global collocated dataset are shown in Fig. 7, and the
low-order speed statistics are given in Table III. (The NCEP
distribution was obtained by trilinearly interpolating the scalar
10-m wind speeds from the operational NCEP global analyses
to the locations and times of the QuikSCAT measurements.)
The satellite wind distributions had nearly identical means and
their standard deviations differed by only 0.1 m/s. Although the
NCEP distribution had a negligibly smaller mean, the NCEP
standard deviation was 10% smaller than either the NESDIS0
or QuikSCAT datasets. There were relatively more QuikSCAT
than NESDIS0 winds in the bands 0–4 and 10–16 m/s, consis-
tent with the buoy results (Fig. 2).

The NESDIS0 dataset had more very high winds than either
of the other datasets. There were 822 NESDIS0 collocated
speeds larger than 49.9 m/s, compared with a maximum
QuikSCAT speed of 39.4 m/s. Some 512 (62%) of these
NESDIS0 speeds were collocated with QuikSCAT speeds
below 5 m/s, and 284 large NESDIS0 speeds were associated
with QuikSCAT measurements between 5 and 10 m/s. As none
of the 50-m/s NESDIS0 speeds was associated with QuikSCAT
measurements exceeding 17 m/s, it seems likely that these
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Fig. 8. Fraction of all global collocations for which the speed difference
exceeded �10 m/s, as a function of QuikSCAT speed. (Triangles)
NESDIS0-QuikSCAT >10 m/s. (Crosses) NESDIS0-QuikSCAT < �10 m/s.

WindSat solutions are erroneous and they were excluded from
all remaining calculations.

The overall rms difference between the collocated NESDIS0
and QuikSCAT speeds was 1.04 m/s. Although generally
Gaussian-shaped, the distribution of speed differences (not
shown) had thicker tails than a normal distribution: 0.4% of
the NESDIS0-QuikSCAT speed differences exceeded 3.12 m/s
(approximately three standard deviations from the mean), while
0.7% of the differences were less than 3.12 m/s (compared
with 0.14% for a Gaussian).

For the entire global collocated dataset, only 0.04% of all the
speed differences exceeded 10 m/s. Fig. 8 reveals that while
fewer than 0.1% of all pairs with QuikSCAT speeds less than
21 m/s had (unsigned) speed differences of 10 m/s or larger,
the percentage of large speed differences increased rapidly with
increasing QuikSCAT wind speed. Indeed, for collocated pairs
in which QuikSCAT speeds exceeded 31 m/s, more than 50% of
all NESDIS0 measurements were smaller than the QuikSCAT
speed by more than 10 m/s.

Mean NESDIS0 speeds binned on QuikSCAT speeds are
presented in Fig. 9, along with simulated results based on the
NESDIS0 and QuikSCAT random component error magni-
tudes calculated from the buoy comparison. As in Section IV,
the simulation was constructed by generating a Rayleigh-dis-
tributed “true” wind field with uniform directions, then adding
(separate) realizations of along-wind and cross-wind random
component errors to generate realizations of WindSat and
QuikSCAT measurement pairs. The observed comparisons
and the simulation are almost identical for QuikSCAT wind
speeds from 4–20 m/s. This speed range accounts for 88%
of both the global and buoy collocations. Conditional mean
NESDIS0 speeds remained almost unbiased for QuikSCAT
speeds below 4 m/s, in mild contrast with the predictions of
the random component error model. For QuikSCAT wind
speeds above 20 m/s, the observations and simulation diverged,
with NESDIS0 conditional mean speeds increasingly biased
low with increasing QuikSCAT wind speed. This observed
tendency toward NESDIS0 low bias is much larger than the
simulation predicts, and while it is consistent with the results of
Fig. 8, it appears to contradict the results of the buoy analyses
shown in Fig. 3. The value of the global comparison becomes

Fig. 9. Conditional mean NESDIS0 wind speeds as a function of QuikSCAT
speed from the global collocated dataset. (Diamonds) Observations. (Solid
line) Simulation based on NESDIS0 and QuikSCAT random component error
magnitudes from Table II. (Dashed line) Perfect agreement, slope = 1.

evident when it is noted that only 121 WindSat–NDBC col-
locations had NDBC speeds greater than 20 m/s, while there
were nearly valid WindSat–QuikSCAT collocations
with QuikSCAT speeds in this speed range.

Directional differences can be caused by random component
errors (especially important at low true wind speeds) and by
ambiguity removal errors. In principle, ambiguity removal er-
rors will increase the fraction of satellite–satellite directional
differences exceeding a particular threshold for moderate and
high wind speeds, while the existence of alternate ambiguities
(which themselves are contaminated by random component er-
rors) can decrease the fraction of large directional differences
at low wind speeds. The observed fraction of global collocated
pairs with matches well with simulations based on
the NESDIS0 and QuikSCAT random component error mag-
nitudes of Section IV and neglecting ambiguity removal errors
(Fig. 10). Consistent with the presence of a small number of am-
biguity removal errors and the NDBC results (Fig. 4), large ob-
served directional differences occurred slightly more frequently
than predicted by the simulation.

Standard deviations of directional differences as a function of
wind speed are shown in Fig. 11 for both observations and sim-
ulations. For QuikSCAT wind speeds less than 12 m/s, there
was general agreement between the observations and the sim-
ulations based on random component error magnitudes calcu-
lated from the NDBC comparisons, although at moderate wind
speeds, the edited observations tended to have smaller vari-
ability than predicted. At higher wind speeds, the observed stan-
dard deviations did not decrease with increasing wind speed
as predicted by the simulation, and indeed the difference stan-
dard deviations began to increase for QuikSCAT speeds above
20 m/s. This global result is qualitatively consistent with the
NDBC comparisons (Fig. 5) and may be due to QuikSCAT di-
rection errors. This high wind speed feature of the scatterometer
directions likely results from selection of incorrect wind direc-
tion solutions that do not, however, differ from the correct solu-
tion by more than the 90 editing criterion.
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Fig. 10. Fraction of large (> 90 ) jQuikSCAT-NESDIS0j directional
differences as a function of QuikSCAT speed. (Diamonds) Observations. (Solid
line) Simulation based on along- and across-wind random component errors
calculated from the global collocated dataset. (Dashed line) Simulation based
on random component errors calculated from Table II.

Fig. 11. Observations and simulations of the standard deviation of ��
between global, collocated QuikSCAT and NESDIS0 measurements, as a
function of QuikSCAT wind speed. (Diamonds) Observations (no directional
editing). (Circles) After removal of collocated pairs for which j��j > 90 .
(Solid line) Best fit simulation to the unedited observations using the
buoy-derived NESDIS0 and QuikSCAT along-wind and across-wind error
magnitudes from Table II. (Dashed line) Simulation after directional editing.

Examination of the separate QuikSCAT and NESDIS0 wind
direction distributions from the collocated data (Fig. 12) illumi-
nates weaknesses in the NESDIS0 vector wind retrievals. While
the directional histograms from each dataset were dominated
by the tradewinds (directions near 270 in the oceanographic
convention used here) with a subsidiary concentration for the
midlatitude westerlies around 90 , the NESDIS0 distribution is
much more concentrated than the QuikSCAT data in a narrow
peak near 280 , and there were fewer WindSat directional re-
trievals in broad bands corresponding to northerly and southerly
winds. The discrepancies remain when wind directions in each
dataset were referenced relative to the spacecraft velocity vector
(not shown).

The two-dimensional normalized directional histograms for
the NESDIS0 and QuikSCAT global, collocated measurements
are roughly similar (Fig. 13). Data from each instrument
showed a relative concentration of easterly winds (directions
230 to 350 for NESDIS0 speeds less than 10 m/s), with
westerlies dominating for wind speeds from 10–25 m/s. How-
ever, the NESDIS0 directional histogram is characterized by

Fig. 12. Directional distributions (relative to north) for rain-free data from the
global WindSat–QuikSCAT collocated dataset. (Solid line) NESDIS0. (Dotted
line) QuikSCAT.

Fig. 13. Directional histograms from the global collocated dataset, for
NESDIS0 speeds from 0–30 m/s. The histogram is normalized to have
unity area at each wind speed (thus removing the effects of the wind speed
distribution). The NESDIS0 wind speed was used as a parameter for both
panels. (Top panel) NESDIS0 directions. (Bottom panel) QuikSCAT directions.

discontinuities and unrealistic features that are not present in
the QuikSCAT histogram. A notable discontinuity appears in
the NESDIS0 distribution between 4 and 5 m/s at all directions.
The NESDIS0 histograms are unrealistically concentrated at
270 to 290 (consistent with the sharp peak in the one-dimen-
sional histogram of Fig. 12). A discontinuity in direction at 70
to 90 is evident for NESDIS0 at speeds below 20 m/s, with
few selected directions between 0 to 90 at low wind speeds,
and a relative concentration of measurements at slightly larger
directions. NESDIS0 directions for speeds above 25 m/s were
concentrated near 0 and 180 .

VI. ACCURACY OF NESDIS0 RAIN-FLAGGED MEASUREMENTS

Large quantities of atmospheric liquid water and rain present
challenges for wind retrieval from microwave radiometers and
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scatterometers [21], [31]–[34]. Extensions to the nonraining
backscattering and radiative transfer models are required to
account for scattering from water droplets in the atmosphere
and centimetric roughness caused by rain drops hitting the
ocean surface.

Accurate wind retrievals are not possible at all in heavy rain,
so these measurements must be identified and excluded from
ambiguity removal and subsequent geophysical analyses. The
NESDIS0 dataset has a rain flag (bit 2 of the EDR quality flag)
that was set during ground processing, based on comparisons
between vertical and horizontal polarization differences at
37 GHz, differences between vertical polarization at 37 and
18 GHz, or absolute values of the horizontal polarization at
18 and 37 GHz [14].

The regional impact of the NESDIS0 rain flagging is evi-
dent in six-month coverage comparisons (Fig. 14). As the two
instruments have different nominal in-swath spatial sampling,
coverage here was defined in terms of the number of orbits
(“passes”) for which at least one nonrain-flagged valid wind
was retrieved in a given area. Sampling was more fre-
quent (by approximately a factor of 2) for QuikSCAT relative
to WindSat, since the 1700-km QuikSCAT swath is much wider
than the 895-km effective WindSat swath. Sampling increased
with increasing latitude for each instrument; for the 1700-km-
wide QuikSCAT swath, consecutive orbits overlap at latitudes
poleward of 50 . Both the top and middle panels of Fig. 14 show
regional sampling differences that are generally consistent with
rain climatology, with sampling significantly diminished over
the western Pacific warm pool and in the Intertropical and the
South Pacific Convergence Zones. However, the regional differ-
ences are larger on a fractional basis for the NESDIS0 dataset.

The bottom panel of Fig. 14 shows the fraction of nonraining
QuikSCAT passes for which there was a collocated (non-
raining) NESDIS0 WindSat pass. Typically far fewer than 40%
of QuikSCAT passes in any area were collocated with
WindSat passes, in part due to the differing instrumental swath
widths. However, in contrast with Fig. 6 (in which there was
no systematic, large-scale longitudinal variation in the fraction
of rain-free WindSat measurements that were collocated with
rain-free QuikSCAT solutions), there are definite regional
features in the fraction of WindSat collocations with rain-free
QuikSCAT measurements. Relatively more collocations were
found in the drier eastern portions of the midlatitude Southern
Hemisphere oceans, while there were significantly fewer
collocations in the climatologically rain-prone areas of the
convergence zones and the tropical warm pool. In these latter
regions, the bottom panel of Fig. 14 suggests that WindSat
measurements were flagged for rain more frequently than were
spatially and temporally collocated QuikSCAT measurements.
Overly conservative rain flagging can seriously degrade the
quality of satellite wind fields, since there are significant corre-
lations between rain and important wind forcing features such
as strong synoptic-scale cyclones [35].

Comparisons with SSM/I measurements at the NDBC buoy
locations confirmed that the NESDIS0 data were overflagged
for rain. Rain rates are routinely calculated from the SSM/I
microwave radiometer instruments on the operational De-
fense Meteorological Satellite Program (DMSP) spacecraft

Fig. 14. Coverage maps for (top panel) nonraining WindSat and (middle
panel) QuikSCAT datasets over the six-month dataset. Colors indicate number
of passes in each 1 � 1 area. (Bottom panel) Fraction of all QuikSCAT
passes for which there is a collocated WindSat pass in the NESDIS0 dataset.

[31], and the F13 DMSP satellite has 0600 and 1800 local
equatorial crossing times. Thus, although there was only a
relatively small number of NDBC collocations for which both
SSM/I and WindSat rain-contaminated data were acquired
nearly simultaneously at the buoys, the local times for all F13
SSM/I collocations with the NDBC buoys were similar to
those of WindSat. Approximately 14.3% of otherwise valid
WindSat–NDBC collocations at the 22 selected buoys had the
rain flag set, but only 8.1% of the SSM/I measurements had
nonzero rain rate for the September–February time period.

The distributions of rain flagged data as a function of NDBC
wind speed are shown in Fig. 15 for both the NESDIS0 and F13
SSM/I collocated datasets. The NESDIS0 and SSM/I data both
had rain flags set in 5% of the collocations for which NDBC
speeds were less than 7 m/s. However, an increasingly greater
fraction of NESDIS0 measurements (compared with SSM/I)
was flagged for rain for NDBC speeds above 7 m/s. More than
half of all collocated NESDIS0 measurements corresponding to
NDBC wind speeds above 17 m/s were flagged as rain-contam-
inated and more than 60% of all collocated NESDIS0 data were
rain-flagged for NDBC wind speeds greater than 19 m/s, while
at most 30% of the SSM/I collocations had nonzero rain rates.

The accuracies of the rain-flagged WindSat are compared
in Figs. 16–18 with those from the (more numerous) non-
rain-flagged data discussed in Section IV above. Except for
NDBC wind speeds between 1 and 2 m/s, a larger fraction of
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Fig. 15. Fraction of collocated data flagged for rain as a function of NDBC
speed. (Diamonds) NESDIS0. (Triangles) F13 SSM/I measurements with
nonzero rain rates.

Fig. 16. Fraction of NESDIS0–NDBC pairs with j��j > 90 for (open
symbols) nonraining and (filled symbols) raining conditions.

rain-flagged NESDIS0 directions differed from the buoy-mea-
sured directions by more than 90 than was the case for the
nonrain-flagged NESDIS0 data (Fig. 16). For NDBC wind
speeds greater than 11 m/s, the rain-flagged data had only
slightly larger speed biases than did the nonflagged mea-
surements (Fig. 17). However, for lower NDBC speeds, the
rain-flagged NESDIS0 measurements exhibited increasingly
larger positive speed biases with decreasing NDBC speed, in
contrast with the results from the nonrain-flagged measure-
ments; indeed, the bin-averaged rain-flagged NESDIS0 speeds
showed little sensitivity to the collocated NDBC speed for
NDBC speed less than about 8 m/s.

The directional error characteristics of rain-flagged NESDIS0
data were similar to those of the nonrain-flagged data for NDBC
wind speeds under about 5 m/s (Fig. 18). As with the nonrain-
flagged data considered in Section IV, the standard deviations
of the NESDIS0-NDBC directional differences for rain-flagged
data decreased rapidly with increasing NDBC wind speed; how-
ever, the rain-flagged WindSat directions had larger errors for
wind speeds exceeding 5 m/s.

The SSM/I comparisons and speed bias results are consis-
tent with an overly conservative rain flag, especially at higher
wind speeds. It appears that rain effects erroneously increased
the reported NESDIS0 wind speed (especially at low true wind
speeds), and that the NESDIS0 data may have been properly

Fig. 17. Conditional mean NESDIS0 (open symbols) nonraining and (filled
symbols) rain-flagged speeds from the collocated NDBC dataset.

Fig. 18. Standard deviations of edited NESDIS0 minus NDBC directional
differences for (open symbols) nonraining and (filled symbols) raining
collocated data.

flagged for low true (NDBC) wind speeds. For NDBC wind
speeds exceeding 10 m/s, the NESDIS0 rain flag may have been
improperly set a significant fraction of the time (although it
should be noted that the directional accuracy of the rain-flagged
data, even for high NDBC speed, was worse than for the non-
rain-flagged data).

VII. SECOND-GENERATION WINDSAT

VECTOR WIND DATASET

The B1 vector winds were collocated with the selected NDBC
buoys and subjected to the same analyses as were presented
in Sections IV and VI above. The presence of two rain flag
bits based on different (not necessarily complementary) criteria
complicated the analysis and allowed different “rain-free” and
“rain-contaminated” subsets to be defined. One of the rain flags
(here denoted the “SDR” flag) is based on direct measure-
ments and is similar to the NESDIS0 rain flag. The second
(“EDR”) flag is set based on a combination of and retrieval
misfit values as described in [17]. In general, the SDR flag was
set significantly more often than the EDR flag and the SDR flag
was set nearly every time that the EDR flag was set. The highest
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Fig. 19. Rain flagging as in Fig. 15 for (diamonds) the NESDIS0, (squares)
B1 SDR+ EDR raining, (circles) B1 EDR-only raining, and (triangles) SSM/I
F13 datasets collocated with the NDBC buoys.

quality B1 measurements presumably result from requiring that
neither the SDR nor the EDR flag be set (denoted here as the
“SDR EDR clear” dataset). A second (possibly) nonraining
dataset was defined by requiring only that the EDR flag not be
set (the “EDR-only clear” dataset). The “SDR EDR raining”
and “EDR-only raining” subsets are the complements of the
“clear” datasets.

Fig. 19 shows the wind speed dependence of the SDR EDR
and EDR-only flagging compared with the F13 SSM/I colloca-
tions as in Fig. 15. The wind speed dependence of the B1 SDR
EDR rain flag was nearly identical to that of the NESDIS0 rain
flag. This is not surprising, since the EDR rain flag bit was
set almost every time the SDR bit was set, and the SDR bit
logic is similar to that of the NESDIS0 rain flag bit (overall, the
SDR EDR rain flag was set for 17.4% of the valid B1 collo-
cations, compared with 14.3% for the NESDIS0 rain flag). The
EDR-only rain flag was set for 9.5% of the valid collocations
(compared with 7.9% rain occurrence rate for the F13 SSM/I
collocations). The wind speed dependence of the EDR-only flag
was similar to that of the SSM/I flag. If the wind speed and di-
rection accuracies of the B1 EDR-only clear data are accept-
able, the sampling problems caused by NESDIS0 overflagging
(evident in the middle and bottom panels of Fig. 14) might be
alleviated in the B1 dataset if the EDR flag alone is used to dif-
ferentiate raining from nonraining measurements.

Wind speed and direction histograms for the B1 clear datasets
are compared with the distributions for NDBC and NESDIS0
nonraining measurements in Fig. 20. The B1, QuikSCAT, and
NDBC speed histograms were nearly identical for wind speeds
up to the peak of the distribution (near 7 m/s), suggesting that the
B1 datasets might represent an improvement on the NESDIS0
dataset (which was depleted in low wind speeds). However,
both of the B1 distributions exhibited an unrealistic peak at
10–11 m/s, bracketed by similarly unrealistic minima at 8–9
and 11–13 m/s; these features were not present in the NESDIS0,
QuikSCAT, or NDBC datasets.

The B1 datasets had nearly identical directional distributions
(bottom panel in Fig. 20), and in general were more similar to
the QuikSCAT histogram than was the NESDIS0 curve. In par-
ticular, the B1 directional distributions did not exhibit the sharp

Fig. 20. (a) Observed wind speed and (b) wind direction distributions for
the nonraining satellite and NDBC collocated datasets (as in Fig. 2). (Solid
line) NESDIS0. (Light dashed–dotted line) B1 SDR + EDR clear. (Heavy
dashed–dotted line) B1 EDR-only clear. (Dashed line) QuikSCAT. (Dotted
line) NDBC.

TABLE IV
COMPARISON STATISTICS FOR THE “EDITED” B1 VERSUS

NDBC NONRAINING, COLLOCATED DATASETS

decrease near 245 and the deep local minimum seen in the
NESDIS0 histogram for directions 180 to 240 .

Low-order buoy–satellite comparison statistics for the B1
nonraining datasets are given in Table IV. The B1 accuracy was
comparable to or slightly better than the NESDIS0 measure-
ments (Table II). The EDR-only dataset had only slightly worse
speed bias and rms statistics than did the EDR+SDR dataset,
and comparable directional statistics.

Speed bias and directional differences as a function of
buoy speed for the nonraining B1 datasets are compared with
QuikSCAT and NESDIS0 results in Figs. 21 and 22. The
two B1 datasets had virtually identical performance for wind
speeds up to 22 m/s (Fig. 21; there were only 68 collocations
for larger buoy speeds). For wind speeds below 15 m/s, the
B1 speed biases were the same as those for QuikSCAT, while
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Fig. 21. (Symbols) observed and (line) simulated wind speed biases for the
nonraining edited NDBC collocated data. (Diamonds) NESDIS0. (Crosses)
QuikSCAT. (Squares) B1 SDR+EDR clear. (Circles) B1 EDR-only clear. The
simulation was based on random component error magnitudes from Table IV.

Fig. 22. As in Fig. 21 but for satellite-buoy direction difference standard
deviations.

for higher NDBC speeds, the B1 speeds were larger than the
buoy speeds, consistent with the NESDIS0 buoy comparison
results (Fig. 3). The directional accuracies of the B1 datasets
were slightly better than those of NESDIS0 for wind speeds
below 15 m/s, although the QuikSCAT accuracy was uniformly
better than any of the WindSat datasets for speeds less than
10 m/s. In the wind speed range 10–15 m/s, all of the datasets
had quantitatively similar performance. At higher NDBC wind
speeds, QuikSCAT accuracy decreased and NESDIS0 accuracy
increased as discussed in Section IV, while B1 datasets had
generally intermediate directional accuracy.

Wind speed biases and directional accuracies for the two
B1 rain-flagged datasets are compared with the B1 EDR-only
clear measurements in Figs. 23 and 24. The presence of rain
caused the B1 speed estimates to be biased high for NDBC
wind speeds under 15 m/s, consistent with the NESDIS0 results
discussed in Section VI above. For NDBC speeds above 15 m/s,
the rain-flagged data had negligible additional bias compared
with the rain-free B1 EDR-only clear data (open circles). The
B1 SDR EDR rain-flagged data had nearly the same bias

Fig. 23. Wind speed bias comparisons for (filled symbols) rain-flagged
WindSat measurements, compared with (open circles) rain-free B1 EDR-only
clear data. Symbol shapes are defined as in Fig. 21.

Fig. 24. As in Fig. 23 but for satellite-buoy direction difference standard
deviations.

as the rain-flagged NESDIS0 measurements for “low” NDBC
speeds ( 15 m/s), since both the B1 SDR and the NESDIS0
rain flag bits were set based on similar threshold criteria. In
this speed range, the B1 EDR-only rain-flagged measurements
had larger mean bias than did the measurements for which the
SDR EDR flag bit was set. As noted above, the EDR-only
raining data were a subset of the SDR EDR rain-flagged mea-
surements, and the comparisons with SSM/I data suggested that
the SDR EDR rain flag was set too frequently at all speeds,
although the discrepancy was especially large for NDBC wind
speeds exceeding 7 m/s (Fig. 15). The results of Fig. 23 imply
that the effect of rain contamination is to erroneously increase
the wind speed reported by WindSat; since the SDR EDR
raining dataset included measurements incorrectly flagged for
rain (and thus not actually contaminated), the mean bias of
the SDR EDR raining dataset was smaller than that of the
EDR-only raining measurements (for which a larger fraction
were truly rain-contaminated).

The directional accuracy of the rain-flagged measurements
for all WindSat datasets improved with increasing NDBC wind
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speed, but was everywhere worse than the accuracy of the non-
raining data (Fig. 24) except for noisy, sparsely sampled speeds
above 20 m/s. As with the speed bias results of Fig. 23, the direc-
tional accuracy of rain-flagged data became similar to (although
generally slightly worse than) that of the nonflagged (presum-
ably rain-free) measurements for buoy speeds above 15 m/s.

VIII. CONCLUSION

WindSat is the first spaceborne demonstration of ocean sur-
face wind speed and direction measurement using polarimetric
microwave radiometry. As this approach will be used to make
operational measurements of wind velocity on the U.S. National
Polar-orbiting Environmental Satellite System (NPOESS) con-
stellation starting in the 2010 time frame, it is essential to quan-
tify the wind performance of polarimetric radiometers, both to
improve processing algorithms and to prepare for future inter-
pretation and assimilation of the NPOESS wind measurements.

Two, six-month (September 1, 2003–February 28, 2004)
global vector wind datasets—denoted here as “NESDIS0”
[12]–[14] and “B1” [17]—were validated in this study through
comparison with measurements from 22 selected NDBC buoys
and with global collocations with the QuikSCAT scatterom-
eter. The two WindSat products resulted from processing
different versions of the basic radiometer measurements,
using different empirical model functions and different re-
trieval algorithms. Comparisons of the accuracies of the two
products indicate the potential for future improvements in
radiometer-based wind velocity measurements.

The key statistical measures of rain-free accuracy from buoy
comparisons are summarized in Tables II (for NESDIS0) and
(for the B1 datasets). Over the wind speed range 3–20 m/s, the
WindSat products had speed biases of 0.23 m/s (NESDIS0)
and 0.30 m/s (B1, using only the EDR rain flag bit to identify
rain-contaminated data), compared with a QuikSCAT bias of
0.05 m/s for the buoy collocations in this same time period.
Rain-free satellite-buoy rms speed differences were 1.43 m/s
(NESDIS0), 1.52 m/s (B1), and 1.22 m/s (QuikSCAT); the
standard deviations of directional differences (for wind speeds
3–20 m/s) were 25.2 (NESDIS0), 23.9 (B1), and 18.7
(QuikSCAT). Based on these metrics, the preliminary WindSat
vector wind measurements are somewhat less accurate than
those of the QuikSCAT scatterometer, with the more recent B1
data product being slightly more accurate than the NESDIS0
dataset. (A subsequent refinement of the NESDIS0 product was
made available too late to be validated in this study; results for
this product will be reported elsewhere.) Comparisons of buoy,
QuikSCAT, and B1 wind speed histograms showed that the
rain-free B1 datasets had an unrealistic local peak near 10-m/s
speeds (Fig. 20), suggesting a minor model function or retrieval
algorithm error.

The rain-free WindSat measurements are well characterized
in terms of additive random component errors, with different
along-wind and cross-wind magnitudes. Indeed, the buoy com-
parisons presented here demonstrate that the WindSat direction
measurements are quantitatively consistent with the random
component error model to higher wind speeds than are the
scatterometer measurements. Along-wind random component

error magnitudes for all three satellite datasets were negligibly
different (between 0.7 and 1 m/s), while the across-wind
random component error magnitudes for WindSat products
(2.8 m/s for NESDIS0, 2.6 m/s for B1) were larger than the
QuikSCAT value of 2.0 m/s based on buoy comparisons from
this time period only. This finding is consistent with the larger
direction difference standard deviations for the WindSat–buoy
versus QuikSCAT-buoy comparisons.

Global WindSat–QuikSCAT collocations that were con-
structed and analyzed for the NESDIS0 dataset provided
additional insight into the characteristics of the WindSat
wind estimates; in particular, the global satellite–satellite
comparisons extended both the geographical domain and the
range of atmospheric conditions sampled beyond that pos-
sible with the NDBC buoys alone. Both the buoy and the
satellite–satellite comparisons indicated that the NESDIS0
dataset produced winds with a slightly narrower distribution of
speeds near the mean wind speed than any other dataset, and
the NESDIS0 directional histogram was distorted, especially
near the maximum at directions around 280 (relative to north,
oceanographic convention; Figs. 2 and 12). After explicitly
accounting for random component errors in both the NESDIS0
and QuikSCAT measurements based on the buoy analyses,
the satellite–satellite comparisons generally confirmed the
quantitative random component error magnitudes calculated
from the buoy analyses (Figs. 9 and 11). At QuikSCAT wind
speeds below 4 m/s, the two satellite datasets agreed better
than predicted by the component error model. However, the
NESDIS0 speeds diverged systematically (NESDIS0 low) from
the QuikSCAT measurements for QuikSCAT speeds exceeding

20 m/s (Fig. 9), in contrast with the (admittedly sparsely
sampled) high wind speed buoy comparisons for which the
WindSat speeds exceeded the buoy speeds. The global speed
comparison results suggest that model function high wind
speed refinements may be profitable.

The global comparisons identified a small, but nonnegligible,
fraction of collocations for which there were large ( 10 m/s)
speed differences between spatially and temporally collocated
NESDIS0 and QuikSCAT measurements (Fig. 8). For most
observed winds (speeds under 20 m/s), these discrepancies
corresponded to erroneously high NESDIS0 speed estimates.
Although only 0.04% of all measurements had such large dis-
crepancies, these errors—even if randomly distributed in space
and time—will significantly distort calculations of key ocean
and atmosphere forcing derivative quantities such as surface
divergence and wind stress curl, thus detracting from the utility
of the WindSat data at high temporal resolution.

Normalized histograms of satellite wind direction as a func-
tion of NESDIS0 speed from the collocated global dataset
(Fig. 13) provide clues to the causes of the distorted NESDIS0
wind direction histograms. Discontinuities that appear at all
directions at NESDIS0 speeds of 4–5 m/s, and discontinuities
over speed ranges at directions near 90 and 270 suggest that
small refinements may be necessary in the model function or
the wind retrieval algorithms.

Rain contamination significantly degrades the accuracy of
satellite microwave wind velocity measurements (Figs. 17, 18,
23, and 24). It is thus necessary to identify rain-contaminated
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data and eliminate it from ground processing (especially ambi-
guity removal) and subsequent geophysical analysis. However,
since important ocean forcing features are often correlated with
rain, it is essential to avoid overflagging for rain and thus bi-
asing satellite-based forcing fields more than is necessary (e.g.,
[35]). This study’s comparisons with SSM/I rain measurements
in the vicinity of the buoys, as well as comparisons between
WindSat and QuikSCAT coverages (Figs. 14) showed that flags
based only on relatively simple, direct analyses of WindSat
measurements in both the NESDIS0 and the B1 dataset resulted
in systematic overflagging for rain, with increasing errors asso-
ciated with increasing true wind speed (Fig. 19). The improved
“EDR” wind flag provided in the B1 dataset clearly decreases
the number of cases of overflagging, while preserving the accu-
racy of the measurements for which the rain flag is not set.
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