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Long-time evolution of a weakly perturbed wavetrain near the modulational instability
(MI) threshold is examined within the framework of the compact Zakharov equation
for unidirectional deep-water waves (Dyachenko and Zakharov, JETP Lett., vol.
93, 2011, pp. 701–705). Multiple-scale solutions reveal that a perturbation to a
slightly unstable uniform wavetrain of steepness µ slowly evolves according to a
nonlinear Schrodinger equation (NLS). In particular, for small carrier wave steepness
µ < µ1 ≈ 0.27 the perturbation dynamics is of focusing type and the long-time
behaviour is characterized by the Fermi–Pasta–Ulam recurrence, the signature of
breather interactions. However, the amplitude of breathers and their likelihood of
occurrence tend to diminish as µ increases while the Benjamin–Feir index (BFI)
decreases and becomes nil at µ1. This indicates that homoclinic orbits persist only
for small values of wave steepness µ� µ1, in agreement with recent experimental
and numerical observations of breathers. When the compact Zakharov equation is
beyond its nominal range of validity, i.e. for µ>µ1, predictions seem to foreshadow
a dynamical trend to wave breaking. In particular, the perturbation dynamics becomes
of defocusing type, and nonlinearities tend to stabilize a linearly unstable wavetrain
as the Fermi–Pasta–Ulam recurrence is suppressed. At µ= µc ≈ 0.577, subharmonic
perturbations restabilize and superharmonic instability appears, possibly indicating that
wave dynamical behaviour changes at large steepness, in qualitative agreement with
the numerical simulations of Longuet-Higgins and Cokelet (Proc. R. Soc. Lond. A, vol.
364, 1978, pp. 1–28) for steep waves. Indeed, for µ>µc a multiple-scale perturbation
analysis reveals that a weak narrowband perturbation to a uniform wavetrain evolves
in accord with a modified Korteweg–de Vries/Camassa–Holm type equation, again
implying a possible mechanism conducive to wave breaking.
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1. Introduction
Unidirectional weakly nonlinear narrowband wavetrains evolve in deep water

according to the nonlinear Schrodinger (NLS) equation, which is integrable. The
associated Lax-pairs were discovered by Zakharov & Shabat (1972), who unveiled
the dynamics of solitons via the inverse scattering transform (IST) (see e.g. Ablowitz
& Segur (1981)). Another important asymptotic model of the Euler equations for
the free-surface of an ideal flow is the Zakharov (Z) integro-differential equation,
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which is not integrable (Zakharov 1999; Dyachenko, Kachulin & Zakharov 2013).
The Z equation is derived by means of a third-order expansion of the Hamiltonian in
wave steepness, where fast non-resonant interactions are eliminated via a canonical
transformation that preserves the Hamiltonian structure (Krasitskii 1994). The equation
is valid for weakly nonlinear four-wave interactions, but it has no constraints on the
spectral bandwidth. For unidirectional waves with narrowband spectra it reduces to
the NLS or the higher order Dysthe (1979) equation.

It is well known that a finite-amplitude uniform wavetrain is unstable to infinitesimal
subharmonic perturbations, the so-called modulational instability (MI) or Benjamin–
Feir instability (Benjamin 1967; Benjamin & Feir 1967). Whereas the MI growth
rate implied by the NLS model tends to overestimate experimental data, growth rates
predicted from the Z equation are lower and comparable to the values observed in
experiments (Crawford et al. 1981; Janssen 1983). Further, Janssen (1981) showed
within the NLS framework that in the absence of viscous dissipation, a linearly
unstable wavetrain does not evolve to a steady state, but the long-time behaviour is
characterized by successive modulation and demodulation cycles, namely, the Fermi–
Pasta–Ulam (FPU) recurrence (Fermi, Pasta & Ulam 1955). This is the signature of
breathers, homoclinic orbits to an unstable uniform wavetrain (Peregrine (1983) and
Osborne (2010), see also Tanaka (1990) and Henderson, Peregrine & Dold (1999)).

NLS breathers have been the subject of numerous studies, in particular, to explain
rogue wave formation (Peregrine 1983; Dysthe & Trulsen 1999; Osborne, Onorato &
Serio 2000; Janssen 2003; Kharif & Pelinovsky 2003; Clamond et al. 2006; Gramstad
& Trulsen 2007; Dysthe, Krogstad & Muller 2008; Kharif, Pelinovsky & Slunyaev
2009). Recently, Chabchoub, Hoffmann & Akhmediev (2011) and Chabchoub et al.
(2012) provided laboratory observations of higher-order breathers at sufficiently small
values of wave steepness (∼0.01–0.09), confirmed by numerical simulations (Slunyaev
et al. 2013).

The experimental and numerical results describing the nature of breathers, as
briefly reviewed in the preceding, provide the principal motivation for this study.
In particular, we aim to investigate further the modulational properties of the Z
equation for unidirectional deep-water waves. This should provide new insight into
the occurrence of breathers as observed in the experimental studies aforementioned.
To achieve this objective, we shall study the weakly nonlinear space–time evolution
of an unstable uniform wavetrain of the compact Z equation, hereafter referred to as
cDZ. The compact form follows from a canonical transformation of the Z equation
and eliminates trivial resonant quartet interactions (Dyachenko & Zakharov 2011). As
a result, the Z model reduces to a generalized derivative NLS-type equation (Fedele
& Dutykh 2012).

The long-time behaviour near the MI threshold is determined by means of
multiple-scale perturbation techniques (see e.g. Yang (2010)). Although the cDZ
equation is strictly valid for weakly nonlinear four-wave interactions, it captures new
features that indicate finite-time blowup or wave breaking, modelled neither by the
one-dimensional (1D) NLS nor the higher-order Dysthe (1979) equation. Therefore
we shall also explore its properties for relatively large steepness values beyond the
range of validity since the resulting predictions may serve to indicate the behaviour
of waves as they steepen and approach breaking.

The remainder of the paper is organized as follows. In § 2, the cDZ equation is
introduced, and then the associated equations in terms of local wave amplitude and
phase are derived. The linear instability of a uniform wavetrain is presented in § 3
and followed by a multiple-scale perturbation analysis to study the long-time envelope
dynamics of a weakly perturbed wavetrain in § 4. This is followed by a discussion of
the theoretical results and concluding remarks.
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2. Compact Zakharov equation
Following Fedele & Dutykh (2012), we introduce a reference frame moving at the

group velocity cg = ω0/(2k0) in deep water and the dimensionless scales X = k0(x−
cgt) and T = ω0t, with k0 = ω2

0/g and ω0 denoting the wavenumber and frequency of
the carrier wave ei(k0x−ω0t), and g denoting gravitational acceleration. The leading order
wave surface η is given by

k0η(X, T)= B(X, T)ei(k0x−ω0t) + c.c., (2.1)

and the non-dimensional envelope B follows from

i∂TB= δH
δB∗

, (2.2)

where δ denotes variational differentiation,

H=
∫
R

[
B∗ΩB+ i

4
|SB|2[B(SB)∗ − B∗SB] − 1

2
|SB|2H(∂X|B|2)

]
dX (2.3)

is the Hamiltonian and
S = ∂X + i, Ω = 1

8∂XX, (2.4a,b)

with H(b) being the Hilbert transform of b(X), and B∗ the complex conjugate of
B. The preceding do not include third- and higher-order corrections to dispersion to
simplify the analysis of the cDZ. Further, higher-order non-resonant corrections to
(2.2) hidden within the full canonical transformation of Dyachenko & Zakharov (2011)
are not accounted for, and the carrier wave steepness is defined as twice the absolute
value of B, namely

µ= k0a0 = 2 |B| , (2.5)

where a0=2 |B|/k0 is the amplitude of η. Also note that (2.2) is valid if all the Fourier
components comprising the spectrum of η travel in the same direction (Dyachenko
& Zakharov 2011). This condition is satisfied if k0 � 1 or the spectrum of B has
negligible energy for wavenumbers k < −k0, namely, the spectral bandwidth 1k/k0
is less than unity. Otherwise, a projection operator P+ would have to be applied to
the nonlinear term of (2.2) to nullify Fourier modes with wavenumbers k<−k0. We
assume that the conditions for excluding P+ are satisfied in the present analysis.

The uniform wavetrain solution of the cDZ equation is

B0(T)=
√

E0e−iE0T, (2.6)

where E0 is the squared amplitude of the wavetrain.
The stability of B0 to infinitesimal perturbations and its weakly nonlinear evolution

over the long-time scale can be studied by considering the local form of the cDZ
equation, ignoring the effects of wave-induced currents. This does not affect the
eventual conclusions of the present analysis. Under this setting, define

B=
√

E(X, T)eiφ(X,T)−iE0T, (2.7)

with E as the squared envelope amplitude and φ the associated phase. By neglecting
non-local terms in (2.3), the Lagrangian L associated with (2.2), namely

L= i
2
(B∗∂TB− B∂TB∗)−H (2.8)
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reduces to

L=−E (E0 + φT)− 4E2
(−φ2

X + 4E (1+ φX)
3)+ E2

X (−1+ 4E (1+ φX))

32E
, (2.9)

where subscripts denote partial derivatives with respect to T or X. Minimizing the
action via variational differentiation of L yields the dynamical equations for E and
φ as {

∂Tφ +ω= 0
∂TE+ ∂X(VE)= 0,

(2.10)

where, in the reference frame X moving at the group speed cg, the local frequency of
the wavetrain is given by

ω= ∂H
∂E
− ∂X

(
∂H
∂EX

)
= EXX

16E
[1− 4E(1+ φX)]+

− 1
32

(
EX

E

)2

− 1
8
φ2

X + E(1+ φX)
3 − E0 − 1

4
EXφX,

(2.11)

and the energy flux velocity by

V = 1
E
∂H
∂φX
=−φX

4
(1− 12E)+ 3

2
E+ 1

8

[
E2

X

E
+ 12Eφ2

X

]
. (2.12)

Note that if the cubic terms are neglected, (2.10) reduces to the NLS model (Chu &
Mei 1970; Janssen 1981).

Next, we can exploit the conservative nature of the system described by (2.10),
formulated in terms of E and the local wavenumber K = φX . In particular, the
differentiation of the first equation in (2.10) leads to{

∂TK + ∂Xω= 0
∂TE+ ∂X(VE)= 0.

(2.13)

Here, E and K can be interpreted as the ‘density’ and ‘momentum’ of a gas with
‘pressure’ ω. Moreover, their space averages are invariants of motion.

3. Linear stability of a uniform wavetrain
In accord with the ansatz (2.7) and (2.10), the uniform wavetrain solution (2.6) is

given in terms of E and φ as

v0 =
[

E0
0

]
. (3.1)

To proceed with the linear stability analysis of v0, we perturb it as

v = v0 + εv1, (3.2)

where

v1 =
[

E1(X, T)
φ1(X, T)

]
, (3.3)

and ε is a small parameter. Linearizing (2.10) yields the vector equation

∂Tv1 +M0v1 = 0 (3.4)



696 F. Fedele

where

v1 =
[

E1
φ1

]
, M0 =

 3E0∂X
−E0 (1− 12E0)

4
∂XX

1+ 1− 4E0

16E0
∂XX 3E0∂X

 . (3.4a,b)

The harmonic solution of (3.4) is

v1 =
[

aei(kX−wT) + c.c.
φ0

]
, (3.6)

with k and w as the dimensionless wavenumber and frequency of the perturbation, and
a and φ satisfy the system i (3E0k−w)

E0k2

4
− 3E2

0k2

1+ k2 (−1+ 4E0)

16E0
i (3E0k−w)

 [ a
φ0

]
=
[

0
0

]
. (3.7)

Therefore, for non-trivial solutions

w2 − 6E0kw+ E0k2

4
− k4

64
+ E0k2

(
6E0 + k2

4

)
− 3

4
E2

0k4 = 0. (3.8)

The growth rate γ follows from the imaginary part of w as

γ 2 =−∆w

4
= 1

64
(1− 12E0) k2

[
16E0 − (1− 4E0) k2

]
, (3.9)

where ∆w is the discriminant of (3.8). From (2.5), (3.9) can be written in terms of
µ= 2

√
E0 as

γ 2 = 1
64

(
1− 3µ2

)
k2
[
4µ2 − (1−µ2

)
k2
]
. (3.10)

Note that γ vanishes at the critical dimensionless wavenumber

k2
c =

16E0

1− 4E0
= 4µ2

1−µ2
, (3.11)

and the associated frequency wc= 3E0kc. It is noted that near the instability threshold
kc, the cDZ equation (2.2) is valid if k2

c < 1, allowing Fourier modes of the associated
wave surface η with nonnegative wavenumbers only. This yields the upper bound µm=
0.447 for µ, nearly the same as the well-known Stokes limiting steepness 0.448. Thus,
the above linear analysis is strictly valid for wave steepness µ < µm, largely within
the range of validity of the cDZ.

Perturbations with k < kc are unstable as an indication of subharmonic instability.
At the critical steepness µc = 0.577, where E = Ec = 1/12 ≈ 0.08, the perturbation
is neutral irrespective of k. Note that the same threshold holds if non-local effects
are retained in the linear stability analysis (Dyachenko & Zakharov 2011). Despite
the fact that µc is greater than the Stokes limiting steepness and beyond the validity
of the cDZ, the predictions may indicate the correct behaviour as pointed out by
Crawford et al. (1981). In particular, at µ=µc, modulational (subharmonic) instability
disappears, whereas, for µ>µc, superharmonic instability appears. For the Z equation,
µc≈ 0.5 (Crawford et al. 1981), and the two thresholds are slightly different because
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FIGURE 1. Linear sideband growth rate 4πγ of modulated unstable wave trains as a
function of the amplitude

√
E0=µ/2 for different values of the perturbation wavenumber

k: NLS (dashed line) and cDZ (solid line) predictions against data digitized from figure
1 in Janssen (1983) (◦, k = 0.4, Lake et al. (1977); •, k = 0.2, Lake et al. (1977);
N, k= 0.2, Benjamin (1967)).

the cDZ and Z models are given in terms of different canonical variables. For steep
irrotational periodic waves of the Euler equations, superharmonic disturbances are
unstable at approximately µc ∼ 0.41 (Longuet-Higgins 1978a; Longuet-Higgins &
Cokelet 1978).

In accord with cDZ, from (3.10) the linear growth rate γ of a subharmonic
perturbation reduces with respect to the NLS counterpart

γ 2
NLS =

1
64

k2
(
4µ2 − k2

)
, (3.12)

as the steepness µ of the wavetrain increases, especially for small wavenumbers
k. This is clearly seen in figure 1, showing the comparison of the theoretical γ
and γNLS against laboratory data for k = 0.2 and 0.4 (see also Crawford et al.
(1981) and Janssen (1983)). This implies that MI is attenuated as µ increases, a
well-established fact since Lighthill (1965) (see also Longuet-Higgins (1978b) and
McLean (1982)). This indicates that the likelihood of large breathers reduces as the
carrier wave steepness increases, in agreement with the recent experimental results on
the Peregrine breather (PB) presented by Shemer & Alperovich (2013). In particular,
for µ ∼ 0.1 they observed noticeable deviation from the 1D NLS solution due to
significant asymmetric spectral widening. They reported that the ‘breather does not
breathe’ since no return to the initial undisturbed wave train is observed. Moreover,
the PB amplification is slower and smaller than that predicted by the NLS PB, as
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an indication that MI effects attenuate as waves steepen. This is also confirmed by
recent numerical studies of the Euler equations (Slunyaev & Shrira 2013).

4. Long-time behaviour of an unstable wavetrain
We have shown that a finite-amplitude uniform wave train is unstable to infinitesimal

perturbations of sufficiently long wavelength, namely, |k|< kc. Near the threshold kc,
the cDZ dynamics of a slightly unstable wavetrain can be determined by means of
multiple-scale perturbation methods. Janssen (1981) has already studied the long-time
behaviour of an unstable wavetrain of the NLS equation. His analysis was restricted
to the time domain and revealed that the perturbation evolves periodically in time
and exhibits FPU recurrence.

Hereafter, in § 4.1, we extend Janssen’s analysis to the cDZ equation (2.10). This
will reveal that the perturbation nonlinearly restabilizes as the steepness increases
beyond approximately µ1 ≈ 0.27, whereas Longuet-Higgins (1978a) found linear
restabilization of a perturbed steep periodic wave at approximately 0.34. For smaller
wave steepness, the perturbation dynamics is of focusing type and dominated by FPU
recurrences.

While the cDZ equation is valid only for broadband waves with small steepness, the
predictions based on larger values µ > µ1 can plausibly be useful in exploring their
envelope dynamics near breaking. Indeed, the cDZ may capture new nonlinear features
that are not modelled by the 1D NLS and higher-order Dysthe (1979) equations, which
do not support finite-time blowup solutions or breaking. Thus, it should be worthwhile
to explore the behaviour for large values of wave steepness in § 4.2 later on.

4.1. Perturbation dynamics for small µ

Introduce the independent multiple scales ξ = ε2X, τ = εT and consider the ordered
expansion for the envelope E and phase φ in the small parameter ε

v = v0 + εv1(X, T, ξ , τ )+ ε2v2(X, T, ξ , τ )+ ε3v3(X, T, ξ , τ )+ · · · , (4.1)

where v0 is given in (3.1) and

vj =
[

Ej(X, T, ξ , τ )
φj(X, T, ξ , τ )

]
. (4.2)

The wavenumber k of the perturbation is chosen just below the critical threshold kc
to ensure instability, namely, k = kc − ε2qe, and the arbitrary parameter qe > 0 is of
O(1). From (3.9), the corresponding growth rate is of O(ε) and given by

γ = ε√χqe, χ = 1
2

E0kc (1− 12E0) , (4.3)

confirming the well-chosen slow-time scale τ (Janssen 1981). To O(ε), the asymptotic
solution for v is given by (see appendix A)

v =
[

E0 + εA(ξ , τ )eiθ + c.c.
εφ0(ξ , τ )

]
+O(ε2), (4.4)

where θ = kcX −wcT , the phase is described by

φ0 = φ0(ξ , 0)−
∫ τ

0

k2
c

16E2
0
|A(ξ , s)|2ds, (4.5)
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FIGURE 2. (Colour online) Coefficients β and χ of the NLS equation (4.6) governing
the perturbation to an unstable wavetrain as a function of wave steepness µ (µ1 ≈ 0.27,
µm≈ 0.447 and µc≈ 0.577). Note that above µ1, where β < 0, the perturbation dynamics
is of defocusing type.

and the envelope perturbation amplitude A evolves in accord with the NLS equation

iχAξ =Aττ + β|A|2A− χqeA, (4.6)

where

β = 2 (1− 8E0)
(
1− 56E0 + 128E2

0

)
(1− 4E0)

3 = 2− 104E0 +O(E2
0), (4.7)

Note that the linear term in (4.6) could be removed by the canonical transformation
A→Aeiqeξ . Since µ= 2

√
E0, β and χ can be rewritten as

β = 2
(
1− 2µ2

) (
1− 14µ2 + 8µ4

)(
1−µ2

)3 = 2− 26µ2 +O(µ3), (4.8)

and

χ = µ
3
(
1− 3µ2

)
4
√

1−µ2
. (4.9)

The variations of β and χ with µ are shown in figure 2. Correct to O(µ), β = 2 and
both the NLS and Dysthe limits of the cDZ lead to the same asymptotic equation. This
limit cannot be directly compared to that by Janssen (1981). Indeed, in the latter the
long-time evolution is studied near the neutral threshold kc, whereas in the former the
wavenumber k of the perturbation is kept as a free parameter and the NLS dynamics
is studied by perturbing the coefficient of the cubic nonlinearities.

The Benjamin–Feir Index (BFI) associated with the NLS equation (4.6) is
proportional to the coefficient β of the cubic term. In the focusing regime when β > 0,
the excess kurtosis λ40 of a random perturbation is proportional to β2 (Janssen 2003).
Thus, decreasing values of β imply a smaller λ40 and a reduced likelihood of large
breathers. When β < 0, the NLS dynamics is of defocusing type, implying suppression
of the FPU recurrence (λ40 6 0) and the appearance of nonlinear restabilization.
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To further study the perturbation dynamics as µ increases from zero, we neglect
spatial variability and simplify (4.6) as

Aττ + β|A|2A− χqeA= 0. (4.10)

Following Janssen (1981), this can be interpreted as the equation of motion of a
particle in a potential well

V(|A|)=−1
2
χqe|A|2 + 1

4
β|A|4. (4.11)

Evidently, β decreases as µ increases and vanishes at the critical steepness µ1≈ 0.27
(see figure 2). As a result, periodic solutions exist and they are given in terms of
Jacobi functions, suggesting FPU recurrence. In this case, the NLS equation (4.6) is
of focusing type and the perturbation A evolves to a state of interacting breathers.
However, their amplitude and likelihood of occurrence are somewhat diminished
because β (and so the BFI) is a decreasing function of µ, which vanishes at µ1
(see figure 2). This indicates that homoclinic orbits persist for µ�µ1, in agreement
with the Melnikov analysis applied to a higher-order NLS (HONLS) equation by
Schober (2006). This is also confirmed by the recent experimental observations of
higher-order breathers at sufficiently small values (∼0.01–0.09) of wave steepness
(Chabchoub et al. 2011, 2012). It is known that observing breathers in experiments
where µ> 0.1 is difficult because of wave breaking (Chabchoub et al. 2012; Shemer
& Alperovich 2013). In particular, Slunyaev et al. (2013) employ sufficiently small
values (60.1) for µ so as to avoid wave breaking in their numerical simulations of
breathers based on the Euler equations.

Finally, where β is positive for µ > 0.707, the perturbation dynamics becomes
of focusing type again. We have no explanation for this, but it could simply be an
artefact of the cDZ equation largely beyond its range of validity.

4.2. An explorative view of perturbation dynamics for µ>µ1

Despite the fact that the cDZ equation is valid only for broadband waves with small
steepness, the predictions beyond µ1 ≈ 0.27 may still be indicative of the trend of
wave dynamics. In particular, from figure 2 β is negative in the range (µ1, µc) and
an initially unstable wavetrain restabilizes nonlinearly over the long timescale as an
indication that FPU recurrence is suppressed. Indeed, the NLS equation (4.6) is now
of defocusing type.

The defocusing character of the long-time perturbation evolution still holds in the
range of superharmonic instability (µ>µc≈ 0.577, see figure 2). This may suggest a
change in the behaviour of the cDZ dynamics as a precursor to steepening of waves
and their eventual breaking. In this regard, Bridges (2004) showed that there is very
simple mechanism for wave breaking near the change of superharmonic instability.
Near the change there is a homoclinic orbit (in time) and so for some initial conditions
the solution is attracted to the slow Stokes wave, whereas for others wave breaking
occurs (Tanaka et al. 1987; Jillians 1989).

Hereafter, we will explore the long-time evolution of a weak narrowband
perturbation to a uniform wavetrain of large amplitude E0 > Ec or, equivalently
large steepness µ > µc. To do so, we consider the conservative form (2.13) of the
cDZ equation and apply the multiple-scale perturbation technique presented in Taniuti
& Wei (1968). This will reveal that above Ec, the weakly nonlinear dynamics is of
hyperbolic type.
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We now introduce the slow multiple scales ξ = ε(X− cT), τ = ε2T , with c as a wave
celerity to be determined, and consider the ordered expansion for the local squared
envelope amplitude E and wavenumber K in the small parameter ε as

w=w0 + εw1(ξ , τ )+ ε2w2(ξ , τ )+ · · · , (4.12)

where

w0 =
[

E0
0

]
, wj =

[
Ej(ξ , τ )

Kj(ξ , τ )

]
. (4.13a,b)

For µ>µc, the leading order solution for E and K is given by (see appendix C)

w=
E0 ± ε

√−1+ 3µ2

2
F(ξ , τ )

εF(ξ , τ )

+O(ε2), (4.14)

where µ=2
√

E0, c= (3µ±√−1+ 3µ2)/2 and F satisfies a non-dispersive Korteweg–
de Vries (KdV) equation

Fτ + βFFξ = 0, (4.15)

where

β = 3
−6+ 8E0 (9+ E0)+ (−1+ 24E0)

√−1+ 12E0

8
√

2
. (4.16)

Note that celerity c is real for µ>µc or, equivalently E0 >Ec, rendering the dynamical
equations hyperbolic. This indicates that the wave dynamics is initially non-dispersive
and the slope Fξ blows up in finite time due to steepening. However, (4.15) loses its
validity and the weakly nonlinear analysis needs to be extended to higher order. If
this is carried out to O(ε5), it yields

Fτ + βFFξ + ε
(
z1Fξξξ + z2F2Fξ

)+ ε2z3
(
2FξFξξ + FFξξξ

)= 0, (4.17)

where

z1 = 16E0 (1− 3E0)− 1
64E0

, z2 = 3
−3+ 4E0

(
9+√−1+ 12E0

)
4

, (4.18a,b)

and

z3 = (−1+ 12E0)
8E2

0 +
√−1+ 12E0

128
√

2E2
0

. (4.19)

This is a modified KdV/Camassa–Holm (CH) equation (Camassa & Holm 1993),
which describes the tendency of a wave perturbation to steepen and break eventually.
We point out that, recently, Bridges (2013) has identified a precise mechanism for the
appearance of KdV from a NLS equation as that in (4.6) in the defocusing regime.
Thus, KdV dynamics is potentially possible in deep water, and further studies along
this direction are desirable. Finally, note that for µ < µc the above multiple-scale
analysis is not applicable since c is complex and the system is elliptic.

5. Concluding remarks
We have presented the weakly nonlinear dynamics of a perturbation to a linearly

unstable wavetrain of the cDZ equation by using multiple-scale perturbation
techniques. As wave steepness increases, the analysis predicts that the linear growth
rate of an unstable perturbation and the associated BFI both decrease, thus leading to
breather suppression. An analytical solution of the excess kurtosis λcDZ

40 of the wave
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surface described by the cDZ confirms these theoretical results. To O(ν2), the excess
kurtosis assumes the form (see appendix D)

λcDZ
40 = λNLS

40

(
1− 4

√
3+π

8π
ν2

)
≈ λNLS

40

(
1− 0.4ν2

)
. (5.1)

This is smaller than the excess kurtosis

λNLS
40 =

π

6
√

3

24µ2

ν2
(5.2)

associated with the NLS equation, especially as the spectral bandwidth widens and
approaches its eventual limit ν (Janssen 2003; Mori & Janssen 2006).

Clearly, values of µ greater than µ1 lie outside the range of relative validity of the
cDZ equation. Nonetheless, the predictions indicate that above the critical threshold
µc= 0.577, subharmonic instability is suppressed, but linearly unstable superharmonic
perturbations arise. In comparison, the Z equation yields the same predictions for
µ>µc= 0.5. The preceding thresholds are in qualitative agreement with the stability
studies of steep periodic waves for which µc∼0.41 (Longuet-Higgins 1978a; Longuet-
Higgins & Cokelet 1978).

Above µc, the cDZ predicts a perturbation dynamics of defocusing type and
FPU recurrence is suppressed. This suggests a change in the behaviour of the cDZ
dynamics above µc as a precursor to wave steepening and eventual breaking, as
suggested by Longuet-Higgins (1978a). Indeed, the multiple-scale analysis reveals
here that the wave dynamics is of hyperbolic type for µ > µc. Furthermore, the
long-time evolution of a weakly nonlinear narrowband perturbation obeys a modified
KdV/CH type equation, a model that typically arises in shallow water wave theory.
These results suggest that there may be physical similarities between shallow- and
deep-water waves.

In shallow water of depth h, subharmonic instabilities are suppressed at sufficiently
small depths and harmonic waves of different wavelength tend to travel at the same
speed

√
gh. That means that dispersion is reduced and shorter (longer) waves tend to

travel faster (slower) than their deep-warer linear phase speeds. Furthermore, local and
superharmonic instabilities are enhanced, leading to wave breaking.

In deep water, the cDZ equation predicts that for large steepness µ > µc ≈
0.577, subharmonic disturbances are both linearly and nonlinearly stable, whereas
superharmonic instability arises. Moreover, dispersion is also reduced and shorter
waves tend to travel faster than their linear phase speeds. Indeed, from (2.11) at the
envelope maximum (EX = 0, EXX < 0), where a large crest occurs, the local nonlinear
frequency

ωNL =ωL − EXX

4
(1+K)+ E(1+K)3 (5.3)

increases with respect to the linear counterpart

ωL = EXX

16E
− K2

8
(5.4)

as the crest steepens, since both E and K increase. As a result, in a reference frame
moving with the group velocity of the carrier wave, the local nonlinear phase velocity

cph,NL = ωNL

K
= cph,L − EXX

4K
(1+K)+ E

(1+K)3

K
(5.5)
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of steepening crests tends to increase with respect to their linear counterpart

cph,L = ωL

K
= EXX

16EK
− K

8
. (5.6)

A similar trend is also observed for the nonlinear and linear energy flux velocities VNL
and VL beneath a crest. Indeed, from (2.12)

VNL = VL (1− 12E)+ 3
2

E(1+K2) (5.7)

and
VL =−K

4
. (5.8)

As both E and K increase as crests steepen, VNL becomes larger than VL.
This analysis provides insight into the physics as waves approach conditions

conducive to or near maximum recurrence and breaking within the cDZ framework.
More explicitly, consider an unsteady slowly varying linear wave group. Wave
dispersion induces a generic slowdown of the entire wave structure as each crest
in the group reaches its maximum height. In particular, the local phase velocity
varies in time and along the group, attaining its lowest value cph,L at the envelope
maximum, where the largest height of a crest occurs since EXX < 0 in (5.6). The
crest speed also slows down, and the slowdown is enhanced with increasing spectral
bandwidth, resulting in larger crest amplitudes. Indeed, this process causes local
energy fluxes beneath the crest to decrease since VL tends to diminish as the crest
steepens and K increases (see (5.8)). As a result, energy flows from both the upstream
and downstream regions of the wave-group maximum, resulting in the growth of crest
amplitudes. The stronger the crest deceleration, the larger its amplitude becomes at
focus. However, as the crest grows in amplitude, the cDZ equation predicts that
nonlinearities counterbalance the linear slowdown, which reduces by wave dispersion
suppression, i.e. cph,NL > cph,L, as seen in (5.5). Further, in accord with (5.7), the
nonlinear energy flux beneath the crest tends to increase, since VNL > VL, limiting
potential energy accumulation at the crest.

The preceding physical interpretation of the cDZ predictions on wave groups
suggests that dispersion reduction is the leading cause of the observed change in
behaviour of the cDZ dynamics as wave steepness increases progressively, and it
may be the main physical mechanism operative in the neighbourhood of maximum
recurrence or breaking. This is supported by laboratory studies of unidirectional
focusing wave groups by Baldock, Swan & Taylor (1996). At focus, they observe an
increase in the phases of high-frequency waves relative to their linear counterparts,
an indication that wave dispersion is reduced. More recently, Banner et al. (2014)
carried out a multifaceted study of steep wave groups by numerical simulations of
the Euler equations, laboratory and ocean field experiments. Their results support the
preceding cDZ predictions on wave group behaviour. In particular, they found that
each crest in the group decelerates, linking the slowdown to the reduced initial speed
of breaking-wave crests (Rapp & Melville 1990).

It also appears that directional effects further enhance wave collapse, suppressing the
nonlinear focusing induced by MI. In particular, we expect the long-time evolution of
a transversely unstable wavetrain of the three-dimensional version of the cDZ equation
to obey the two-dimensional hyperbolic NLS equation

iχAξ =Aττ − δAζ ζ + β|A|2A− χqeA, (5.9)

where ζ = εY is the slow scale transverse to the main direction of propagation, and δ
is a parameter that depends on steepness and angular spreading. It is well known that
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(5.9) can support finite-time blow-up solutions depending on the sign of δ (Sulem &
Sulem 1999).
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Appendix A. Multiple-scale perturbation analysis near the neutral threshold kc

Define the slow multiple-scales ξ = ε2X, τ = εT , such that space and time
derivatives are now given by

∂

∂T
= ∂

∂T
+ ε ∂

∂τ
,

∂

∂X
= ∂

∂X
+ ε2 ∂

∂ξ
. (A 1a,b)

Substitution of the ordered expansion (4.1) into the set of the main equations (2.10)
yields the following hierarchy of vector equations

O(ε) : ∂Tv1 +M0v1 = 0 (A 2)
O(ε2) : ∂Tv2 +M0v2 =−∂τv1 +R2(v1), (A 3)

O(ε3) : ∂Tv3 +M0v3 =−∂τv2 − ∂ττv1 −M3v1 +R3(v1, v2) (A 4)

where the linear differential matrix operator

M3 =

 3E0∂ξ −E0(1− 12E0)

4
∂Xξ

1− 4E0

16E0
∂Xξ 3E0∂ξ

 (A 5)

and M0 follows from (3.4). The source terms R2 and R3 are given in appendix B. In
particular, R2 is a quadratic polynomial of the components of v1 – namely, E1 and
φ1 and their space derivatives, whereas R3 is a cubic polynomial of the components
of both v1 and v2 and their space derivatives. Hereafter, the hierarchy (A 2)–(A 4)
is solved order by order by removing the secularities that are conditioned on the
nonlinear source terms. This is equivalent to imposing the orthogonality of the right-
hand sides of (A 3) and (A 4) to the the null-space of the adjoint operator M∗

0.
To O(ε), (A 2) is linear and its general solution is given by

v1 =
[

Aei(kX−wT) + c.c.
φ0

]
, (A 6)

where the unknown coefficients A and φ0 are functions of the slow scales ξ and τ .
Near the linear instability threshold, k= kc− qeε

2, with qe > 0, and v1 is re-written as

v1 =
[

a(ξ , τ )eiθ + c.c.
φ0(ξ , τ )

]
, (A 7)

where θ = kcX −wcT , and the auxiliary amplitude

a(ξ , τ )=A(ξ , τ )e−iqeξ . (A 8)
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To O(ε2), v2 of (A 3) is given by the sum of the particular solution v2,p and the
homogenous solution v2,h as

v2 = v2,p + v2,h, (A 9)

where

v2,p =
[

q0 + q12e2iθ + c.c.
q21eiθ + q22e2iθ + c.c.

]
, v2,h =

[
α1eiθ + c.c.

α3

]
, (A 10a,b)

Here, the unknown coefficients q0, q12, q21, q22, α1 and α3 are functions of the slow
scales. Using MATHEMATICA 8.0 (2010) coupled with cumbersome algebra shows
that the right-hand side of (A 3) contains secular terms. Indeed,

S2 =
 1

4 eiθ
[
4∂τa+ E0 (1− 12E0) k2

cq21
]+ c.c.(

∂τφ0 + k2
c

16E2
0
|a|2a+ q0

) + T, (A 11)

and T contains the non-secular higher-order harmonics contributions. The secular
terms can be removed if q21 and q0 are chosen such as

q0 =−φ0τ − k2
c

16E2
0
|a|2, q21 =− 4aτ

E0 (1− 12E0) k2
c

. (A 12a,b)

One can now solve for the non-secular source terms and obtain the other two
coefficients as

q12 =− 3a2kc

8E0
[
4E0 − k2

c (1− 4Ec)
] , q22 =−ia2ε

12− k2
c

4E0 (1− 12E0) kc
. (A 13a,b)

The coefficients (α1, α3) of the homogenous part together with the amplitude a can
be solved at the next order as follows. To O(ε3), substituting the solutions for v1 and
v2 ((A 7), (A 9), (A 12), (A 13)) into the right-hand side of (A 4) yields a source term
that still contains secular terms given by

S3 =
[

S10 + S11eiθ + c.c.
S20 + S21eiθ + c.c.

]
, (A 14)

where

S10 = q0τ , (A 15)
S11 = α1τ + 3E0aξ − 3ikcaφ0τ + d|a|2a, (A 16)

S20 = α3τ + 3E0φ0ξ − 3ikc
1− 4E0

4E2
0 (1− 12E0)

(
a∗aτ − aa∗τ

)
, (A 17)

S21 = q21τ − k2

16E2
0
aφ0τ + ik

1− 4ε2E0

8E0
aξ + d2|a|2a, (A 18)

and

d= ik
−48E0 (1− 12E0)+ k2

c

(−3+ 108E0 + 64E2
0(−13+ 24E0)

)
32E2

0

(
1− 16E0 + 48E2

0

) , (A 19)

d2 =−3− 88E0 + 576E2
0 − 1024E3

0

2E2
0 (1− 12E0) (1− 4E0)

2 . (A 20)
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To have bounded solutions for v3, these secular terms must be removed. From
(A 15), S10 = 0 yields q0 = c0, where the constant c0 can be set equal to zero if at
initial time q0(τ = 0)= 0. From (A 12), it then follows that

φ0τ =− k2
c

16E2
0
|a|2. (A 21)

Imposing S11 = 0 and S12 = 0 yields two equations, from which one can solve for α1
and α3 once a is known. The evolution equation for a follows from (A 18) by setting
S21 = 0, which yields

iχaξ − aττ − β|a|2a= 0, (A 22)

where χ is given in (3.9) and

β = 2 (1− 8E0)
(
1− 56E0 + 128E2

0

)
(1− 4E0)

3 . (A 23)

The main equation (4.6) for A follows from (A 22) by substituting a = Ae−iqeξ (see
(A 8)) and the derivative aξ =

(
Aξ − iqe

)
e−iqeξ .

Appendix B. Source terms
The components of

R2 =
[

R21
R22

]
(B 1)

are given by

R21 = 3E1E1X + 1
4 (−1+ 24E0) (E1φ1XX + E1Xφ1X)+ 1

4 E1X
(
E1XX + E2

0φ1Xφ1XX
)
, (B 2)

and

R22 = 1
32E2

0

[−E2
1X + E1

(−2E1XX + 96E2
0φ1X

)+ 4E2
0 (−1+ 24E0) φ

2
1X

− 8E2
0

(
φ2

1XE1XX + E1Xφ1XX
)]
, (B 3)

and those of

R3 =
[

R31
R32

]
(B 4)

by

R31 = 1
4 (E2XE1XX + E1XE2XX)+ 1

4 (−1+ 24E0) (φ1XE2X + E2φ1XX + E1φ2XX)

+ 3
(
E2

1φ1XX + 2E1E1Xφ1X + 2E0E1Xφ2X
)

+ 3
(
E2

0φ2Xφ1XX + E2
0φ1Xφ2XX + E1E0φ1Xφ1XX + E0E1Xφ

2
1X

)
+ 3 (E1E2X + E2E1X)− 1

4 E1Xφ2X, (B 5)

and

R33 = 1
16E3

0

[
E1E2

1X + E2
1E1XX − E0 (E2E1XX + E1XE2X + E1E2XX)

]− φ1Xφ2X

4
+ 3 (E2φ1X + E1φ2X)+ 3

(
E1φ

2
1X + 2E0φ1Xφ2X

)
+ 1

4

(
E0φ

3
1X − E2XXφ1X − E2Xφ1XX − E1XXφ2X − E1Xφ2XX

)
. (B 6)
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Appendix C. Multiple-scale perturbation analysis for µ>µc

We draw on Taniuti & Wei (1968) and define the multiple scales ξ = ε(X− cT), τ =
ε2T , with c as a wave celerity to be determined. Substitution of the ordered expansion
(4.12) into the set of the main equation (2.13) for E and K yields the following
hierarchy of vector equations

O(ε2) : (−cI+V)∂ξw1 = 0 (C 1)
O(ε3) : (−cI+V)∂ξw2 =−∂τw1 +R(w1), (C 2)

where

V =
3E0 −E0(1− 12E0)

4
1 3E0

 (C 3)

and the source term

R=−

 3K1K1ξ + −1+ 24E0

4
K1E1ξ

3(KE1ξ + E1K1ξ )+ −1+ 24E0

4
K1K1ξ

 (C 4)

The eigenvalues of V follows as

λ1,2 = 3E0 ± 1
2

√
−1+ 12E0 (C 5)

and the associated right- and left-eigenvectors are given, respectively, by

q1,2 =
±√−1+ 12E0

2
1

 , p1,2 =
[
± 2√−1+ 12E0

1
]
. (C 6a,b)

The eigenvalues are real for E0 > Ec, denoting the hyperbolic nature of the hierarchy
equations; however V is diagonalizable only for E0>Ec (For E0=Ec, V can be made
triangular via the Jordan decomposition, but this case will not be considered here.) As
a result, to O(ε2) we set c= λj and the solution of (C 1) is given by

w1 = qjF(ξ , τ ), (C 7)

and F is solved to the next order. Indeed, to O(ε3) the compatibility condition
for (C 2) imposes its source term to be orthogonal to the corresponding row
left-eigenvector pj of V (see Taniuti & Wei (1968)). This yields

Fτ −
pjR(qjF)

pjqj
= 0, (C 8)

which after some simplifications yields the non-dispersive KdV equation (4.15).

Appendix D. Excess kurtosis
Drawing upon Mori & Janssen (2006), the excess kurtosis of weakly nonlinear

waves that obey the local cDZ equation is given by

λ40(t)= 24µ2

ν2

∫∫∫
T123

√
w

w1w2w3
S1S2S3

1− cos(∆ω0t)
∆

dk1dk2dk3, (D 1)
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where the dimensionless frequency wj=
√

kj, ∆=w+w1−w2−w3, the dimensionless
Gaussian spectra

Sj(kj)= 1√
2π

e−(kj−1)2/(2ν2), (D 2)

with ν as the spectral bandwidth, and the kernel T123 is given in Dyachenko &
Zakharov (2011) as

T123 = 1
8π

[kk1 (k+ k1)+ k2k3 (k2 + k3)] . (D 3)

To solve for (D 1), define the auxiliary variables zj= (kj−1)/ν. Then, correct to O(ν2),
equation (D 1) reduces to

λ40 = 24µ2

ν2

∫∫∫
e−(z2

1+z2
2+z2

3)/(2ν
2)

(2π)3/2
G

1− cos(Zα)
Z/4

dz1dz2dz3, (D 4)

where α = 1
4ν

2ω0t, Z =− (z1 − z2) (z1 − z3), and

G= 1+ ν
2
(−z1 + 3z2 + 3z3)+ ν

2

8

(−3z2
1 + 4z2

2 + 10z2z3 + 4z2
3

)
. (D 5)

Following Fedele et al. (2010),

dλ40

dα
= 24µ2

ν2

∫∫∫
e−(z2

1+z2
2+z2

3)/(2ν
2)

(2π)3/2
G sin(Zα)dz1dz2dz3, (D 6)

and in vector notation
dλ40

dα
= 24µ2

ν2
Im [J(α)] , (D 7)

where Im(x) denotes the imaginary part of x,

J(α)= 1
(2π)3/2

∫∫∫
e−1/2zTΩz

(
1+ ν

2
cTz+ ν

2

8
zTAz

)
dz, (D 8)

and

z=
z1

z2
z3

 , c=
−1

3
3

 , (D 9a,b)

Ω =
1+ 2iα −iα −iα
−iα 1 iα
−iα iα 1

 , A=
 −3 0 0

0 4 5
0 5 4

 . (D 10a,b)

The Gaussian integral equation (D 8) can be solved exactly by the change of variable
s = Q−1z, where Q is the eigenvector matrix of Ω = Q−1DQ, and D that of the
eigenvalues. Then,

J(α)= 1
(2π)3/2

∫∫∫
e−1/2sT Ds

(
1+ ν

2

8
sTQ−TAQ−1s

)
ds, (D 11)
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and after integration

J(α)= 24+ 48iα + 72α2 + ν2
(
5+ 10iα − 9α2

)
24
(
1+ 2iα + 3α2

)3/2 . (D 12)

Integrating (D 7) in α with J(0)= 0 yields

λcDZ
40 = 24µ2

ν2

[(
π

6
√

3
− ν2 12+π

√
3

144

)

− Im

2ν2 (5α − i)+ i
√

3
(

8− ν2
)√

1+ 2iα + 9α2 arcsin
(

1− 3iα
2

)
√

1+ 2iα + 3α2


 .

(D 13)

At steady state, as α→∞,

λcDZ
40 =

24µ2

ν2

(
π

6
√

3
− ν2 12+π

√
3

144

)
. (D 14)

The NLS limit derived by Mori & Janssen (2006) follows by neglecting O(ν2) terms
within parenthesis, namely

λNLS
40 =

π

6
√

3

24µ2

ν2
. (D 15)

Thus, correct to O(ν2),

λcDZ
40 = λNLS

40

(
1− 4

√
3+π

8π
ν2

)
≈ λNLS

40

(
1− 0.4ν2

)
. (D 16)
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