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S U M M A R Y
Microseisms are the background seismic vibrations mostly driven by the interaction of ocean
waves with the solid Earth. Locating the sources of microseisms improves our understanding
of the range of conditions under which they are generated and has potential applications to
seismic tomography and climate research. In this study, we detect persistent source locations of
P-wave microseisms at periods of 5–10 s (0.1–0.2 Hz) using broad-band array noise correlation
techniques and frequency-slowness analysis. Data include vertical component records from
four temporary seismic arrays in equatorial and southern Africa with a total of 163 broad-band
stations and deployed over a span of 13 yr (1994–2007). While none of the arrays were deployed
contemporaneously, we find that the recorded microseismic P waves originate from common,
distant oceanic bathymetric features with amplitudes that vary seasonally in proportion with
extratropical cyclone activity. Our results show that the majority of the persistent microseismic
P-wave source locations are within the 30–60o latitude belts of the Northern and Southern
hemispheres while a substantially reduced number are found at lower latitudes. Variations in
source location with frequency are also observed and indicate tomographic studies including
microseismic body wave sources will benefit from analysing multiple frequency bands. We
show that the distribution of these source regions in the North Atlantic as well as in the Southern
Ocean correlate with variations in bathymetry and ocean wave heights and corroborate current
theory on double-frequency microseism generation. The stability of the source locations over
the 13-yr time span of our investigation suggests that the long-term body wave microseism
source distribution is governed by variations in the bathymetry and ocean wave heights while
the interaction of ocean waves has a less apparent influence.
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1 I N T RO D U C T I O N

The primary motivations for studying microseisms are to provide in-
formation useful for seismograph site selection (e.g. Peterson 1993;
McNamara & Buland 2004), imaging the Earth structure (Sabra
et al. 2005; Benson et al. 2007; Yang & Ritzwoller 2008; Lin et al.
2008, 2009; Prieto et al. 2009; Tsai 2009; Harmon et al. 2010; Zhang
et al. 2010b; Lawrence & Prieto 2011; Lin & Ritzwoller 2011; Lin
et al. 2012a,b), monitoring geological structures (Sens-Schönfelder
& Wegler 2006; Wegler & Sens-Schönfelder 2007; Brenguier et al.
2008a,b) and climate (Aster et al. 2008, 2010; Stutzmann et al. 2009;
Grob et al. 2011). Arrays of seismometers can be used to filter the
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wave energy by slowness (the inverse of velocity), azimuth and fre-
quency (Burg 1964; Capon 1969; Lacoss et al. 1969; Rost & Thomas
2002, 2009), thus providing a powerful approach to the study of mi-
croseisms. Array analysis of microseism properties has focused
on surface wave sources (Ramirez 1940a,b; Haubrich & McCamy
1969; Capon 1973; Cessaro & Chan 1989; Cessaro 1994; Friedrich
et al. 1998; Schulte-Pelkum et al. 2004; Shapiro et al. 2006; Stehly
et al. 2006; Chevrot et al. 2007; Obrebski et al. 2012, 2013)
and compressional body wave sources (Toksöz & Lacoss 1968;
Haubrich & McCamy 1969; Gerstoft et al. 2006, 2008; Koper &
de Foy 2008; Zhang et al. 2009; Koper et al. 2009, 2010; Landes
et al. 2010; Zhang et al. 2010a; Obrebski et al. 2013). While many of
these studies have inferred that surface wave microseisms observed
on continents are primarily generated from ocean wave action near
coastlines, recent studies using polarization analysis provide evi-
dence for an open ocean origin (Kedar et al. 2008; Stutzmann et al.
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2009; Obrebski et al. 2012, 2013). In contrast, there is consensus
among studies of compressional body wave microseisms that these
waves originate near the wind source. This potential distinction be-
tween surface and body wave microseism provenance can lead to
large differences in the distribution of the two wave types as ocean
waves may travel thousands of kilometres from the storm centre
(the wind source) to a coastline.

Microseisms created by the action of ocean waves produce two
broad peaks in the Earth’s background spectra and are classified as
either single-frequency (SF) or double-frequency (DF) microseisms
depending on the mechanism of generation (Longuet-Higgins 1950;
Haubrich et al. 1963; Hasselmann 1963; Webb 1992; Bromirski
& Duennebier 2002; Tanimoto 2007; Webb 2008; Ardhuin et al.
2011, 2012; Ardhuin & Herbers 2013). While both SF and DF
surface wave microseisms are regularly observed, only DF body
wave microseisms have been conclusively detected (e.g. Haubrich
& McCamy 1969) although a recent effort to detect teleseismic
body waves in the frequency range of SF microseisms has been
made (Landes et al. 2010). Recent studies (Bromirski et al. 2005;
Tanimoto 2007; Zhang et al. 2010a) have further differentiated the
DF microseisms into two subclasses: long-period double-frequency
(LPDF) and short-period double-frequency (SPDF). This division
arises because the source locations of these two subclasses are
often distinct, due to the greater attenuation of ocean swell from
distant storms at SPDF frequencies than at LPDF frequencies. This
increased attenuation of higher frequency ocean waves also gives
rise to a strong correlation of SPDF microseisms with wind activity
near the source location (Bromirski et al. 2005; Zhang et al. 2009).

Within a few years of the first identification of microseismic
body waves (Backus et al. 1964), studies found these waves mostly
originated near storms over the ocean and often from storms mov-
ing faster than the storm-wind–generated ocean waves (Toksöz &
Lacoss 1968; Lacoss et al. 1969; Haubrich & McCamy 1969).
After three decades with little further study, interest in microseis-
mic P waves returned (e.g. Gerstoft et al. 2006) as tomographic
imaging with Rayleigh wave microseisms became routine practice
(e.g. Benson et al. 2007). The identification of microseismic body
waves generated from distant storms that penetrate the Earth’s core
has been recently reported numerous times (Gerstoft et al. 2008;
Koper & de Foy 2008; Koper et al. 2009, 2010; Landes et al. 2010)
and better establishes storms as candidates for seismic data in to-
mographic studies. Several studies have also noted that long-term
averages of microseism data from arrays in North America and Asia
identify sources of compressional body wave microseisms coming
from regions of increased ocean wave activity (Gerstoft et al. 2008;
Landes et al. 2010; Zhang et al. 2010a). In particular, most of these
regions lie within the 30–60◦ latitude range dominated by large
maritime storms known as extratropical cyclones. These storm sys-
tems constantly sweep across the mid-latitude band of the Northern
and Southern hemispheres and differ significantly in structure from
the tropical cyclones that occur at low latitudes (Wallace & Hobbs
2006). Because extratropical cyclone systems are strongly linked
to the energy budget of the atmosphere through the Lorenz Energy
Cycle (Lorenz 1955), they are likely influenced by climate change
(e.g. Bengtsson et al. 2009) and potentially generate climate sig-
nals recoverable from the analysis of the body wave microseism
spectrum.

In this study, we infer the seasonal distribution of microseis-
mic body waves propagating through several regional broad-band
arrays in equatorial and southern Africa utilizing noise correla-
tion techniques and frequency-slowness analysis. Although the ar-
rays were not operated simultaneously, combining observations as a

function of month allows us to infer general properties of the sea-
sonal microseism spectra in Africa. Our focus is on the properties of
compressional body wave microseism sources in two period bands:
an SPDF band (5–7.5 s) and an LPDF band (7.5–10 s). We find
evidence for several common, stable locations supporting that body
wave microseisms produced by the interaction of opposing ocean
wavefields are enhanced by bathymetry (Longuet-Higgins 1950;
Tanimoto 2007; Kedar et al. 2008; Ardhuin et al. 2011; Ardhuin &
Herbers 2013). We also show that the majority of body wave micro-
seism observations are linked to the latitude ranges (30–60◦) and
seasonality of extratropical cyclone activity.

2 DATA

Observations of compressional body wave microseisms have used
arrays in North America (Toksöz & Lacoss 1968; Haubrich &
McCamy 1969; Lacoss et al. 1969; Gerstoft et al. 2006, 2008;
Koper et al. 2009; Zhang et al. 2009, 2010b), Asia (Koper & de
Foy 2008) or on both continents (Landes et al. 2010; Zhang et al.
2010a) with one notable exception at short periods (Koper et al.
2010). Africa provides a convenient landmass to study microseisms
in that it extends from the northern equatorial regions into the South-
ern Hemisphere, thus providing constraints and comparisons on
noise generation in both hemispheres, including the largely oceanic
Southern Hemisphere. We chose to use four arrays deployed in
equatorial and southern Africa over a 13-yr time span (Fig. 1). For
the remainder of this study we refer to the arrays as the Cameroon,
Ethiopia, South Africa and Tanzania arrays when we need to distin-
guish between them. In the following sections we provide a short
description of each array.

Figure 1. Location and deployment times of the broad-band seismome-
ter arrays in this study. There are four arrays consisting of the 32-station
Cameroon array (red triangles, deployed from 2005 January to 2007
January), the 28-station Ethiopia array (blue triangles, deployed from 2000
February to 2002 May), the 21-station Tanzania array (purple triangles, de-
ployed from 1994 May to 1995 June) and the 82-station South Africa array
(yellow triangles, deployed from 1997 April to 1999 July).
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2.1 Tanzania

The Tanzania Broadband Seismic Experiment has the fewest seis-
mometers, the shortest duration and the earliest deployment of the
arrays in our study. The array consists of 21 broad-band stations
deployed from 1994 May to 1995 June in two lines forming a cross
pattern intersecting near the middle. The linear components have 11
seismic stations spaced about 100 km apart with one line oriented
roughly east–west and the other northeast–southwest. The seismic
equipment consisted of a Streckeisen STS-2 (G. Streckeisen & Co.,
Pfungen, Switzerland) or Güralp CMG-3ESP (Güralp Systems Ltd.,
Reading, UK) seismometer linked to a REF TEK RT72A-08 digital
recorder (Refraction Technology, Inc., Plano, TX, USA) sampling
at 20 and 1 Hz. The experiment has been used to image the struc-
ture of the Archean Tanzania Craton and the terminus of the East
African Rift in northern Tanzania using local, regional and teleseis-
mic earthquakes (e.g. Nyblade et al. 1996; Weeraratne et al. 2003;
Julià et al. 2005).

2.2 South Africa

The Southern Africa Broadband Seismic Experiment is the most
instrumented array in our study with 82 broad-band sites deployed
from 1997 April to 1999 July. The array has been successfully used
to image the Archean Kaapvaal and Zimbabwe Cratons, the sur-
rounding Proterozoic provinces, and the underlying mantle using
teleseismic earthquakes and seismic noise (e.g. James et al. 2001,
2003; Fouch et al. 2004; Yang et al. 2008). The array comprised
32 fixed stations and a 23-station mobile component that occupied
another 50 sites over the 2-yr deployment. The sites were spaced
at roughly 100 km intervals in a fairly regular grid with lines ori-
ented north–south and east–west and a total aperture of approxi-
mately 2000 km in the northeast–southwest direction and 700 km
in northwest–southeast direction. Instrumentation included Streck-
eisen STS-2 and Güralp CMG-3 seismometers digitized at 20 Hz
which we decimated to 1 Hz for our analysis.

2.3 Ethiopia

The Ethiopia Broadband Seismic Experiment utilized 38 broad-
band stations deployed between 2000 March and 2002 March. Data
from the array have been used to image the crustal and upper-mantle
structure of the East African Rift and surrounding plateaus using
local, regional and teleseismic earthquakes and seismic noise (Ny-
blade & Langston 2002; Dugda et al. 2005; Bastow et al. 2008; Kim
et al. 2012). We removed 10 stations from the original 38-station
Ethiopia array as these sites formed a separate subarray located
700 km to the south in Kenya. During the first year of the experi-
ment only six seismic stations were operational in Ethiopia while
an additional 22 stations were installed in the region for the second
year. The aperture of the Ethiopia array was about 550 km east–west
and 700 km north–south with an irregular spacing of 50–200 km to
optimize 3-D seismic imaging at mantle depths. Stations comprised
either a Güralp CMG-3, CMG-3T, CMG-40T or Streckeisen STS-2
seismometer that was digitally recorded at 20 and 1 Hz.

2.4 Cameroon

The Cameroon Broadband Seismic Experiment was deployed be-
tween 2005 January to 2007 January with a design goal of 3-D
imaging the structure of the continental portion of the Cameroon
Volcanic Line and the northern limit of the Congo Craton using tele-

seismic earthquakes (Reusch et al. 2010; Tokam et al. 2010; Reusch
et al. 2011; Koch et al. 2012). The experiment started with eight
pilot stations for the first year and was expanded to 32 stations for
the remaining year. The array aperture varied from a maximum of
over 1000 km in the northeast–southwest direction to a minimum of
just over 600 km in the northwest–southeast direction. The stations
extend throughout the country of Cameroon and were spaced un-
evenly at 50–200 km intervals to optimize imaging at mantle depths
using body waves and surface waves. Each station consisted of a
Streckeisen STS-2, Güralp CMG-3T or Güralp CMG-3ESP with a
REF TEK RT130 digital recorder sampling at 40 and 1 Hz.

3 M E T H O D S

3.1 Isolation of microseisms

One method of studying the seasonal characteristics of seismic
noise is to correlate months-long seismic records to produce noise
correlation functions (NCFs) that summarize the spatially coherent
noise field between pairs of stations. Previous studies have noted the
equivalence of NCFs from correlating long time sections with those
produced by averaging the correlations of smaller time sections (e.g.
Benson et al. 2007; Seats et al. 2012), a power spectrum feature
originally exploited by Welch (1967). We take advantage of this
approach by dividing 1 Hz vertical component recordings into 25-hr
windows with overlap during the first hour of each day. This provides
a seamless correlation of data across day boundaries with only minor
data repetition. A side-effect of using time windows of this length
is that most windows include earthquake waveforms that may bias
the results. To suppress the earthquake waveforms in the records we
utilize techniques intended for ambient noise tomography (Benson
et al. 2007) while other studies average correlations of shorter time
windows to suppress earthquakes (e.g. Gerstoft & Tanimoto 2007).
We summarize below these additional data processing steps on
individual records in our study.

After windowing, records with no amplitude variation or those
with data from less than 75 per cent of the 25-hr window were
removed to avoid bias from significant instrumental problems. The
records were then detrended, tapered and converted to displacement.
Next, both time-domain and frequency-domain normalization was
implemented to force the energy ratio of earthquakes and micro-
seisms to the relative proportions that the two represent in time.
In our study region and for all previous studies of microseisms
that we are aware of, time periods with only microseismic noise
far outnumber those with earthquakes waveforms. In this way, nor-
malization leads to earthquake energy having little influence on
the seismic noise field (e.g. Toksöz & Lacoss 1968). Our tempo-
ral normalization utilized a two-pass sliding absolute mean. The
first pass normalization utilized a 75-s sliding window of the un-
filtered records to suppress the effect of automatic recentring of
seismometer masses. The second pass normalization was tuned to
the earthquake band (15–100 s) as in Benson et al. (2007). The last
normalization step, spectral whitening, was implemented by divid-
ing the complex spectra with a smoothed version of the amplitude
spectra generated with a 2-mHz-wide sliding mean. The normalized
records were then cross-correlated for each unique station pair in
every 25-hr window. These correlograms were cut between −4000
and 4000 s in lag time to save space without affecting the coherent
signal between the stations. Finally, the NCF data were generated
by stacking correlograms for each station pair across each month
independent of year. For example, a January stack for a station pair
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Figure 2. Plot of noise correlations from station pairs in the Ethiopia array
as a function of station pair separation. The noise correlations are 2-yr
stacks (the entire deployment time of the array). Arrivals in positive (causal)
time correspond to correlated noise propagating through the source station
before the receiver station, while negative (acausal) time indicates the noise
arrives at the receiver station first. The waves with slowness near 35 s deg–1

(corresponding to a group velocity of about 3.2 km s–1) are the Rayleigh
waves of the partially recovered two-way Green’s function of the Earth
between each station pair. The arrivals with moveouts higher than 9 s deg–1

represent teleseismic body waves consistently arriving from specific abyssal
locations and are not part of the interstation Green’s function.

in the Cameroon array may include correlations from January of
2005, 2006 and 2007. In Fig. 2 we show NCFs from stacking cor-
relograms for the entire deployment time of the Ethiopia array as
the body wave microseisms, which travel at lower slownesses than
surface wave microseisms, are visible at lag times corresponding to
slownesses below 9 s deg–1.

3.2 Frequency–slowness spectra

To understand the seasonal properties of microseisms propagating
through each array, we used a conventional frequency–wavenumber
(f–k) approach to estimate the frequency-slowness power spectrum
(hereafter referred to as the f–s spectrum; Lacoss et al. 1969). The
f–s spectrum gives the distribution of seismic wave power as a func-
tion of frequency, slowness and direction of propagation through
an array. This approach assumes the wavefield is both stationary in
space and time implying that the second-order statistics do not vary
significantly for a set of our 25-hr recordings of an array. We expect
this assumption is valid as the individual arrays in this study do not
span one or more continents or include ocean-bottom stations and so
the microseisms are unlikely to attenuate significantly across an ar-
ray or differ significantly in their characteristics. In the conventional
approach, the f–s spectrum is estimated by frequency-domain delay
and sum of cross power spectra over a range of slowness vectors.
The power of the array for an individual slowness and frequency is
expressed as:

P( f, s) = 1
N 2

N∑

i=1

N∑

j=1

w′
iw j Ci j ( f )e−i2π f s(x j −xi ), (1)

where wi and wj are station weights, Cij is the cross-spectra between
stations i and j, s is the slowness vector in the direction of the wave
source and xj − xi is the spatial difference vector for the station pair.

The ’ symbol denotes complex conjugation. We normalize the cross
spectra using each record’s power spectra to give the coherency of
the wavefield between a pair of stations at a particular frequency:

Ci j ( f ) = S′
i ( f )Sj ( f )

√
S′

i ( f )Si ( f ) + S′
j ( f )Sj ( f )

. (2)

Because correlograms are the time-domain representation of the
cross power spectrum between a pair of stations, converting our
NCFs to the frequency-domain gives the individual elements of the
cross-spectral matrix C. We limited our NCFs to unique station pairs
and did not include autocorrelations which means our estimation
of the f–s spectrum is reduced to a summation over half of the off-
diagonal elements of C. This modifies (1) to a summation over pair
indices rather than station indices:

P( f, s) = 1
N

N∑

p=1

wp
Cp( f )∣∣Cp( f )

∣∣ e−i2π f sx p , (3)

where we have also combined the individual station weight and lo-
cation terms. This reformulation halves the slowness spectrum com-
putation while improving the beam resolution (Westwood 1992). A
disadvantage of this approach is it prevents us from using more
sophisticated high-resolution f–s spectra estimations that require
inversion of the cross-spectral matrix (e.g. Capon 1969) but these
have been shown to give similar results to the conventional approach
for statistical studies of microseisms (Koper et al. 2010).

We then average the f–s spectra computed above over frequency
to simplify our analysis to SPDF and LPDF sources:

PSPDF(s) = 1
M1

1
5 s∑

f = 1
7.5 s

P( f, s), (4)

PLPDF(s) = 1
M2

1
7.5 s∑

f = 1
10 s

P( f, s). (5)

M1 and M2 are the number of discrete frequencies over which the
f–s spectra are summed in the SPDF and LPDF bands, respec-
tively. These two bands represent a large frequency range that po-
tentially may hide narrow band microseism sources in lieu of those
with a greater bandwidth. Equivalently, sources that are short-lived
will also have less power in the spectra compared to those that
are persistent throughout the time span of an individual spectrum
(1 month). Therefore, our f–s spectrum estimates give the dis-
tribution of microseisms as a function of slowness, azimuth and
frequency where the power is a product of microseismic source co-
herency across the array, time persistence and frequency bandwidth.

The spatial arrangement of elements within an array has a sub-
stantial effect on the estimation of the f–s spectrum of the micro-
seisms passing through that array (e.g. Haubrich 1968). In an ideal
case, to perfectly resolve the propagating waves under the array
requires an infinite number of stations that completely sample the
waves spatially. While all arrays are far from this ideal, some repre-
sent a pragmatic compromise in spectral resolution for a significant
reduction in the number of stations. One of the best ways to un-
derstand how well an array may estimate the true microseism f–s
spectrum is to compute the array response function (ARF) for a
single plane wave:

ARF( f, s) = 1
N

N∑

p=1

wpe−i2π f (s−s0)sp , (6)
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Figure 3. Array response function (ARF) for each array averaged over the 546 frequencies (spaced at 0.000122 Hz) from the Fourier transform of the
corresponding data in the period band of 5–7.5 s. These ARFs are the slowness resolution of the arrays to a plane wave with unit spectral amplitude over the
period band 5–7.5 s and zero slowness (the equivalent of a vertically incident plane wave). The slowness resolution for an incident 5–7.5 s period P wave is
a shift of these ARF images from zero slowness to the corresponding slowness of the P wave. The slowness resolution for the 7.5–10 s band (containing 273
Fourier frequencies) is not shown here but is similar with an enlargement of the features proportional to the ratio of the two period bands. Each response is
normalized to give 0 dB at the median value and clipped to the range of 0–24 dB. This emphasizes the features of the main peak and as well as subtle slowness
aliasing such as the grating lobes of the South Africa ARF.

where (6) is equivalent to (3) when the cross spectral elements
C are set to unity and s0 is the slowness vector of the plane wave
propagating through the array. The ARF shows the slowness aliasing
pattern (spectral resolution) of the array for that wave. We computed
the array response for waves incident on each array with a slowness
of 0 s deg–1 over the SPDF frequency band to highlight the aliasing
features (Fig. 3). The averaging over frequency smears aliasing
features such as grating lobes because the slowness of the lobes
varies with frequency (Rost & Thomas 2002). In strong contrast to
the grating lobes is the central peak, corresponding to the correct
slowness of the propagating wave, that is enhanced by the averaging
because its slowness does not change with frequency.

All of the arrays in our study have similar station spacing but
variations in the number of stations, their arrangement and the
overall aperture result in distinct array responses. The number of
stations in an array affects the signal-to-noise ratio of the central
lobe, the arrangement determines the grating lobe locations and
the aperture of an array is directly related to the sharpness of the
central lobe (Rost & Thomas 2002). For example, the Tanzania
array is a 21-station, cross-shaped array with a maximum aperture
of 900 km while the Ethiopia array consists of 28 clustered stations
with a maximum aperture of 750 km. Comparing the responses of
the two arrays in Fig. 3 shows that while the central lobe of the
Tanzania array response is actually sharper due to the array’s wider
aperture, there is substantial anisotropy of the central lobe width
due to the cross-shape of this array. The Ethiopia response has a
well-developed central peak with no significant grating lobes within

30 s deg–1. The overall background level of the response is also
higher for the Tanzania array due to the fewer number of stations
(Ethiopia has 28 while Tanzania has 21) resulting in a lower signal-
to-noise ratio of the central lobe. The 7.5–10 s spectral band has
similar array responses to that at the short periods but the spectral
features are enlarged as array response scales linearly with period.
This has a result of moving the rather significant grating lobes in
the ARF of the South African array farther from the central lobe at
longer periods.

3.3 Backprojection of frequency–slowness spectra

In our analysis, slowness in the f–s spectrum is related to a unique
ray path and distance for a given phase (Figs 4a and b). This allows
backprojection of the f–s spectrum over a range in slowness to a
range in distance for a particular body wave phase (Haubrich &
McCamy 1969). Some of the body wave energy in these slow-
ness ranges also propagates as phases other than P, PP & PKP,
but these are not anticipated to be as energetic as pointed out by
Gerstoft et al. (2008) and so we did not explore backprojection of
those phases. Slownesses are matched to a phase ray path using
the 1-D earth model AK135 (Kennett et al. 1995) and combined
with the backazimuth to give an estimate of the originating location
of the body wave energy relative to the array centre. For exam-
ple, we projected the f–s spectrum of the NCFs stacked over the
entire deployment of the Ethiopia array (Fig. 2) in the slowness
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Figure 4. Plot illustrating the method of backprojecting body wave seismic noise recorded by the Ethiopia array to estimate source locations. (a) Example
ray paths of microseismic body wave phases expected to have the highest amplitudes (Astiz et al. 1996; Gerstoft et al. 2008). (b) Plot of the slowness versus
distance relationship of those seismic phases for a surface source propagating through the 1-D earth model AK135 (Kennett et al. 1995). The overlap in
slowness of P & PP introduces a distance ambiguity for waves recorded in the slowness range of 4.5–9.25 s deg–1. For example, waves travelling through
the array at 7.5 s deg–1 may be interpreted as P waves from a source 50o from the array and PP waves from a source at a 100o distance range. We do not
include the P & PP slowness curves above 9.25 s deg–1 in our analysis as triplications in these phases further complicate the slowness to distance relationship.
(c) Slowness spectrum for the noise correlations in Fig. 2 averaged across the 5–7.5 s period band. The spectrum is divided by concentric black rings at 2.0,
3.5 and 4.5 s deg–1 corresponding to the slowness ranges of the different seismic phases shown. The spectrum is normalized to give 0 dB at the median value.
(d) P & PKPbc backprojection of the slowness spectrum using the slowness–distance curves. (e) Significant wave height hindcasts (Tolman 2009) averaged
from 2000 February to 2002 May (the Ethiopia array deployment duration) show that the backprojected seismic noise recorded by the Ethiopia array is strongest
where there is substantial ocean wave activity.

ranges of P and PKPbc as they do not overlap in distance and are
expected to be higher in amplitude compared to the other phases
in this study (Figs 4b–d). The backprojected Ethiopia f–s spectrum
indicates that the North Atlantic between Greenland and Iceland is
a significant source of P waves as well as two other regions in the

Southern Hemisphere. Hindcasts of significant ocean waveheights
(Tolman 2009) averaged over the same time span show two main
belts of high seas between 30o and 60o latitude (Fig. 4e) overlapping
with the backprojection locations. This provides confidence that the
body waves are P waves and not PP waves as the backprojection of
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Figure 5. Backprojection ARFs for hypothetical source locations (black boxes) of microseismic P waves at each array in this study showing the source location
resolution for the 5–7.5 s period band. Each array has the stations coloured as from Fig. 1. The responses are created for each array by offset of the ARFs from
Fig. 3 to the corresponding slowness for P waves from the source locations, averaging these offset ARFs for the six source locations, and then backprojecting
this average. The result is normalized to give 0 dB at the median value.

the f–s spectrum assuming PP-wave propagation places the three
sources in the central Pacific Ocean where wave heights are com-
parably lower. Direct comparison of backprojected f–s spectra to
significant wave heights (a measurement of the ocean wave ampli-
tude) is not straightforward as DF microseisms are generated by
the interference of ocean waves and are modulated by the ocean
depth as well as wave heights (Longuet-Higgins 1950; Ardhuin &
Herbers 2013). Modelling of the ocean wavenumber spectrum di-
rectly shows the intensity of interference of ocean waves and pro-
vides a more appropriate tool for relating body wave microseisms
propagating beneath arrays to the activity of ocean waves and storms
(Kedar et al. 2008; Ardhuin et al. 2011, 2012; Obrebski et al. 2012,
2013). However, in this study we make inferences based only on
maps of significant wave height and bathymetric excitation. We
suggest that together these alternatives provide a realization of the
DF microseismic spectrum we are interested in without estimation
of the ocean wavenumber spectrum assuming wave—wave inter-
ference of the ocean is spatially and directionally random over the
timescales in our study. We note that the strong geographic cor-
respondence of a year-long average of ocean-bottom pressure es-
timated from ocean wavenumber spectra by Ardhuin et al. (2011)
(see their fig. 7a) and long averages of significant wave height, such
as shown in Fig. 4(e) of this study, lend support to our approach.

The interpretation of backprojection f–s spectra is limited by
the slowness resolution of the corresponding array. For example,
if an array has a low resolution because of a small aperture then
it is difficult or impossible to determine the number, location and

geometry of the microseism sources. Aliasing features such as grat-
ing lobes further degrade resolution. To understand the resolution of
the arrays in this study, we computed multiplanewave ARFs for each
array corresponding to P waves originating from several oceanic
locations. These were constructed by averaging the ARFs for the
different locations and then backprojecting the result (Fig. 5). For
the SPDF band of 5–7.5 s shown in Fig. 5, all backprojection P-wave
source locations match the expected locations with no discernible
aliasing at other locations.

At LPDF periods, the slowness resolution of several arrays be-
gins to be too low to resolve neighbouring P-wave source loca-
tions. In this case the responses of the sources merge and ap-
pear as a single source around the average location. For instance,
only the South Africa array is able to accurately separate the two
North Atlantic source locations in the LPDF band while the other
three arrays inaccurately indicate Iceland as the sole source lo-
cation. The Ethiopia array resolution is also nearly too low to
distinguish the Southern Hemisphere source locations while in
contrast, the South Africa array resolution is such that the spec-
trum is nearly undersampled by a 1◦ step-size. The computation
of backprojection ARFs are also useful for evaluating the dimen-
sions of a source region by comparing the observed f–s spectra
to the point source resolution at the source regions. For example,
the main source regions of 5–7.5 s P-wave microseisms observed
by the Ethiopia array (Fig. 4d) are different than the 5–7.5 s back-
projection ARFs in the same locations in Fig. 5. The differences
indicate that there is no distinct second source to the north while in
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the south the regions are significantly broader than that of a point
source.

3.4 Combining microseism observations from multiple
arrays

Because every array has a different response to propagating waves
(Rost & Thomas 2002), combining the f–s spectra from multiple
arrays is not a straightforward task. Instead we created a graphical
interface to allow an analyst to pick peaks in a spectrum. These picks
provide a simple representation of the microseismic body waves
traversing an array and we use them to combine and summarize
the f–s spectra from all the arrays in order to look for common
sources. We selected as many peaks as necessary to represent the
main features of the f–s spectrum (Fig. 6). We defined these main
features as peaks that are 2 dB above the median of the spectrum
but exceptions (down to 1.8 dB) were made for the South Africa
and Tanzania arrays as we found their spectral features were often
weaker, possibly due to signal loss associated with aliasing and array
aperture. While this approach does introduce some subjectivity, we
felt it the most pragmatic method to avoid the detrimental effects
of slowness aliasing that would otherwise hinder a more automated
analysis. Other studies analysing more slowness spectra include
only the maximum of each spectrum to similarly avoid bias from
aliased features (e.g. Koper et al. 2009, 2010).

Location errors larger than the width of the continental shelf
have the potential to significantly alter interpretation of microseism
generation near distant coastlines. While there are a number of
studies that have located microseismic body wave sources, none to
our knowledge have attempted to estimate the effect of 3-D seismic
velocity structure on the apparent locations. Such an investigation
is straightforward as methods have been devised for earthquake
waveforms (e.g. Nolet 2008). We perform a simple investigation
into the effect of 3-D velocity structure on our apparent source
locations assuming the 3-D structure of Crust1.0 (Laske et al. 2013)
and HMSL-P06 (Houser et al. 2008).

Figure 6. Peaks picked for the Cameroon array June f–s spectrum averaged
over 7.5–10 s periods. An analyst picks a peak (white X’s) by selecting the
local slowness–azimuth space (black boxes). Concentric black rings denote
seismic phase slowness ranges from Fig. 4(c). The spectrum is normalized
to give 0 dB at the median value.

To find the effect of the 3-D velocity heterogeneity, we first gen-
erate ray paths through the 1-D mantle model AK135 between each
station in the array and an apparent source location. We then accrue
a travel time perturbation for each ray path using Fermat’s princi-
ple (Nolet 2008). Perturbations due to ellipticity are also included
(Kennett & Gudmundsson 1996). We then performed a linear least-
squares fit to the traveltime perturbations for an array as a function
of either north or east position. This gives the slowness bias of the
3-D heterogeneity in terms of seconds per degree north and east.
This bias is then removed from the original slowness measurement
to get a corrected slowness. Backprojection of the new slowness
gives a better estimate of the source location if the Earth structure
is appropriately represented by the velocity models and assuming
the bias factors do not change significantly over the scale lengths of
the location correction. The typical values of these slowness correc-
tions and their effect on the backprojected locations are discussed
in the results section.

4 R E S U LT S

4.1 Backprojection spectra

Backprojection maps for January and June f–s spectra (Fig. 7) il-
lustrate the seasonal differences of P-wave microseisms originating
from the Northern and Southern hemispheres. In January, every
array detects microseisms that appear to originate in the North
Atlantic region south of Iceland and west of Greenland (hereafter
SI). The averaged significant wave height hindcast (Tolman 2009)
for the month of 2001 January shows the SI region is associated with
consistently strong ocean wave activity. Another apparent source of
January P-wave microseisms observed in Tanzania appears to be lo-
cated in West Africa. These microseisms are most likely PP waves
from the SI region which bounce beneath West Africa as atmo-
spheric disturbances over land do not generate significant P waves
(Hasselmann 1963) and low-frequency cultural noise is rare and has
not been observed at teleseismic distances (e.g. Sheen et al. 2009).

Two of the arrays (Cameroon and Tanzania) also find P-wave mi-
croseisms originating from near the northern coast of Iceland (NI).
The January significant wave height map shows that this region is
near strong wave heights and it is likely that the averaged significant
wave height maps for January during the years these two arrays were
deployed have similar levels of ocean wave activity in this region.
While it is possible that the NI region represents a common PP-
wave bounce point from two separate sources, such an occurrence
is highly unlikely because of the increased attenuation of PP waves.
Several additional source regions are observed by the arrays but as
these are not detected by two or more of the arrays for the month
of January their provenance is less certain and we will not discuss
them further here.

The June backprojection maps do not show any definitive P-
wave microseism sources in the Northern Hemisphere, consistent
with the reduction in northern extratropical cyclone activity in June.
However, three of the arrays (Tanzania, Ethiopia and Cameroon)
detected multiple sources of P-wave microseisms in the Southern
Hemisphere. The lack of detection of these sources by the South
Africa array is confirmed in other months and appears to be the
result of strong slowness aliasing from the configuration of the
array.

Both Ethiopia and Cameroon June backprojection spectra detect
P waves from two regions in the 30o to 60o latitude belt of the South-
ern Hemisphere. One of these locations is near the plate boundary
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Figure 7. Seasonal comparison of P & PKPbc backprojection of slowness spectra and WaveWatch III significant wave heights (Tolman 2009). The slowness
spectra on the left are for each array in January averaged over the 5–7.5 s period band while the slowness spectra on the right are averaged for the month of June
for the 7.5–10 s period band. The spectra are normalized to give 0 dB at the median value. Maps of significant wave heights from the WaveWatch III model are
averaged over the months 2001 January and 2001 June.

triple-junction in the South Atlantic (SATJ). Bouvet island, which
is the only island within this location, is small in area (49 km2) and
unlikely to generate the ocean wave interference necessary to sig-
nificantly excite teleseismic P-wave microseisms. Furthermore, the
source region is much broader than the resolution at this location for
either array (Fig. 5). This indicates that the P waves are generated
over a broad region overlapping the plate boundary triple-junction
and not just near the coast of Bouvet Island. We prefer to interpret
the observations as the result of shallower bathymetry along the
mid-ocean ridges near the SATJ enhancing the wave-interference
coupling to the solid Earth. Ardhuin and Herbers (2013) extension
of Longuet-Higgins (1950) theory of microseism generation indi-
cates that specific ocean depths can have a substantial effect on
P-wave excitation (see their fig. 11). An alternative explanation for
the localization of P-wave microseisms that we did not explore is
that extratropical cyclones travel faster in this region than in other
parts of this belt which could generate a focused amount of wave
interference (Haubrich & McCamy 1969).

The other source in the southern 30–60o latitude belt corresponds
to P waves originating near the Kerguelen plateau (KP). This region
has been noted by other studies as a significant source of body wave

microseisms (Gerstoft et al. 2008; Landes et al. 2010; Zhang et al.
2010a). This particular location likely represents the scenario for
high amounts of microseism generation: regular storm activity over
the local seas, increased wave interference from reflection off of the
islands’ coastlines and the enhancing effect of shallow bathymetry
due to the KP.

The other generating region of June P-wave microseisms lies near
the equator along the northern coast of the Indian Ocean extending
from Southeast Asia to the northwest coast of Australia. This cor-
responds to the end of the monsoon season for Southeast Asia, but
we do not observe an increase in the wave heights during adjacent
months that would support this as an explanation for the P-wave
microseism activity. If the microseisms were generated by the per-
sistent interference of swell reflected along these coastlines, then
the swells would have travelled from the southern Indian Ocean
where they were generated by the extratropical cyclone activity
which is relatively strong in June (Guo et al. 2009). In this case we
would expect to observe similar microseismic activity during other
months but we found that this region does not have P-wave micro-
seism activity during any other month of the Southern Hemisphere
winter season making this explanation less tenable. We have not
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eliminated the possibility that these are the detection of earthquake
activity such as an aftershock sequence, but this explanation also
is unlikely as the arrays were not deployed contemporaneously and
we have found little other evidence that would suggest earthquakes
are influencing the f–s spectra.

4.2 Peak pick statistics

Overall, we picked 206 peaks in 96 f–s spectra from the four arrays
using the procedure described earlier. While the SPDF and LPDF
bands had similar totals, the number of peaks picked varied by array.
Both the Tanzania and Cameroon arrays had nearly equal amounts
of microseism detections in the two bands while the Ethiopia array
detected nearly twice the LPDF sources compared to SPDF sources
and the South Africa array mostly detected SPDF sources. Com-
parison of the slownesses of the f–s spectra picks finds ample P-
and/or PP-wave sources while PKP phases account for <10 per
cent of the picks (Fig. 8). This is consistent with relative amplitudes
for these phases found by stacking many near-surface earthquakes
(Astiz et al. 1996).

As noted in Section 3.3, the laterally heterogeneous structure of
the Earth can bias the locations of the backprojected energy. We have
investigated this effect for all peaks picked in the P-wave slowness
range. The discrepancy between the uncorrected and corrected lo-
cations is typically less than 2o, but may be as much as 4o (Fig. 9a).
This can affect the interpretation of P-wave microseism sources near
the coast and should be performed for spectra that have resolution
lengths smaller than this effect. The effect of the corrections on our
SPDF P-wave source locations is generally minor, although we do
note that the source locations to the southwest of Conrad Rise (CR)
move closer to that feature. This may be the effect of the large, low
shear velocity province in the lower mantle below Africa and also
indicates that this source region may provide new constraints on that
mantle structure. Repeating the correction procedure for velocity
structure bias on the corrected locations gives similar slowness bias
to the original locations (Fig. 9b) and confirms our assumption that
the bias varies little over the scale lengths of the corrections and
that the corrected locations are sufficient to account for the assumed
velocity structure.

Figure 8. Number of picked peaks as a function of slowness with 0.5 s deg–1

wide bins. Seismic phase slowness ranges are delimited by the solid vertical
black lines and do not lie within any bins.

Figure 9. Correction of backprojected peak picks for 3-D seismic veloc-
ity heterogeneity by accounting for crustal (Laske et al. 2013) and mantle
structure (Houser et al. 2008). (a) Histogram for all peaks in the P-wave slow-
ness range binned by the distance between the uncorrected source location
and the source location accounting for 3-D seismic velocity heterogeneity.
(b) Comparison of the slowness bias caused by 3-D seismic velocity hetero-
geneity from the uncorrected (x-axis) and corrected (y-axis) locations.

By backprojecting and combining all of the SPDF or LPDF ar-
ray picks in the P-wave slowness range onto a single map, we
show that the rather complicated peak distribution in slowness
space is simplified to a few geographic source regions (Fig. 10).
In the Northern Hemisphere, the main source regions are the mid-
Atlantic ridge extending South from Iceland (SI), near the southern
tip of Greenland and the northern coast of Iceland (NI). In the
Southern Hemisphere the source regions are the Walvis Ridge-Rio
Grand Rise system (WR-RGR), the Antarctic Peninsula coastline
(APC), the Enderby Abyss southeast of the CR, the plate boundary
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Figure 10. Backprojection of all peak picks (coloured stars) from periods (a) 5–7.5 s and (b) 7.5–10 s in the P-wave slowness range plotted on the P-wave
bathymetric excitation coefficients for wave–wave interference (Ardhuin & Herbers 2013) for Crust1.0 (Laske et al. 2013). Star colouring corresponds to that
of the observing array (triangles). Regions outlined in green denote the main body wave microseism source locations: north of Iceland (NI), south of Iceland
(SI), Walvis Ridge-Rio Grande Rise (WR-RGR), South Georgia Island (SG), Antarctic Peninsula coast (APC), South Atlantic triple junction (SATJ), Conrad
Rise (CR) and Kerguluen Plateau (KP).

triple-junction in the South Atlantic (SATJ) and the vicinity of South
Georgia Island (SG) and the Kerguelen Plateau (KP).

The open ocean source regions in Fig. 10 (e.g. WR-RGR, SATJ
and CR) may be explained by enhanced microseism generation in
comparison to the surrounding regions due to the bathymetry (e.g.
Longuet-Higgins 1950; Ardhuin & Herbers 2013) although the lack
of detections of LPDF P-wave microseisms from two of these lo-
cations (WR-RGR and CR) is not in agreement with the expected
increase in excitation from bathymetry. Alternative explanations for
the lack of LPDF microseisms from these locations are related to
consistent changes in storm speed and intensity as a function of
position. For instance, this lack of detection may indicate that the
speed of the storm exceeds the speed of the swell at SPDF peri-
ods but not at LPDF periods or that there is a lack of long-period
ocean wave interference due to weaker storm systems. These are
unlikely to explain the lack of LPDF P-waves from the CR region
though as there are nearby source regions of LPDF P-wave mi-
croseisms at similar latitudes (e.g. SG, SATJ and KP). The APC
source region only appears at LPDF periods and is also inconsistent

with the expected increase in bathymetric enhancement of micro-
seism production at SPDF periods for this location. Recent work
by Tanimoto (2007) and Gualtieri et al. (2013) has found that using
a normal mode approach with more realistic Earth structure sub-
stantially changes the bathymetric excitation functions from those
of Longuet-Higgins (1950) and Ardhuin & Herbers (2013). Thus
these regions may require additional structural details to appropri-
ately model their bathymetric excitation but we have not examined
this possibility further.

The P-wave microseism detections originating from along the
WR-RGR are a bit puzzling in that they are farther north than most
of the Southern Hemisphere sources. There are some extratropi-
cal storm systems that pass near this latitude range of the South
Atlantic but they are infrequent and typically occur in the South-
ern Hemisphere winter months. Fig. 7 indicates P-wave energy
propagating across the Ethiopia array originating from this region
during January (summer for the Southern Hemisphere) while a hind-
cast from this same time frame shows that the average significant
wave heights over the region are among the lowest in the Southern
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Table 1. Monthly P-wave peak pick counts combined from all four arrays for northerly (N ± 60o) and
southerly (S ± 60o) azimuths.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total

North 12 9 3 2 0 0 4 1 1 1 9 8 50
South 7 8 10 11 10 12 14 9 11 10 9 6 117

Hemisphere. These observations could be explained if the WR-
RGR is a region where wave–wave interaction far from storms like
that observed by Obrebski et al. (2012) occurs frequently enough
to have an influence at our timescales. The results of Ardhuin et al.
(2011) do not support this theory though as the WR-RGR is found
to not be a region of strong wave forcing over long time averages
(this can be seen by looking at their fig. 7a). Another viable expla-
nation for the WR-RGR P-wave microseisms is that the coupling
of interfering waves in the region to the solid Earth is significantly
enhanced by the local bathymetry in comparison to the surrounding
regions. While this enhancement is not seen at SPDF periods where
most of the detections occur, it is seen at LPDF periods (Fig. 10).
We prefer this latter interpretation for the WR-RGR observations as
the enhancement has a strong geographic correspondence to our ob-
servations, and seismic structure in this region may be influencing
the frequency range of amplified P-wave microseism bathymetric
excitation (e.g. Tanimoto 2007; Gualtieri et al. 2013).

Extratropical cyclones are strongest during the winter season
of the hemisphere in which they are located. Comparison of the
strength of the Northern and Southern hemisphere storm tracks
shows that during the Northern Hemisphere winter the ratio is about
unity while during the Southern Hemisphere winter the southern
storm activity is about four times that of the north (e.g. Guo et al.
2009). Our limited monthly P-wave microseism source count agrees
with these ratios (Table 1). However, the serendipitous effect of array
location, source geometry and choices in averaging are likely to
have had a significant influence on the observed ratio in microseism
sources. Regardless, more comprehensive studies of microseisms
may provide an independent measure of the relative strength of
storms over the northern and southern oceans as the level of storm
activity directly modulates the ocean wave spectrum and in turn the
microseism spectrum.

5 D I S C U S S I O N

5.1 Why no regional distance P waves?

One puzzling feature of this study is the reduction of body wave
microseism sources at distances less than 60o. This can be seen in
Fig. 8 as the rather significant difference in number of peaks picked
at a slowness of 6 s deg–1 compared to 8 s deg–1. Attenuation from
the asthenosphere is not a reason for the lack of PP arrivals and
P arrivals from shorter distances as the ray paths corresponding to
slownesses below 10 s deg–1 extend into the lower mantle and thus
do not spend a significant amount of time in the asthenosphere. One
potential reason may be that the body waves propagating through the
array from closer locations are poorly approximated by a plane wave
and so their coherency is diminished in the f–s spectrum computa-
tion. Additionally, the slowness of P waves can vary substantially
over the span of the arrays in this study, further reducing the co-
herency. Both of these may be avoided by beamforming directly
for each location using delays based on the traveltimes to each re-
ceiver rather than a plane wave approximation across the array and
backprojection of the result (e.g. Zhang et al. 2010a). A third effect,

similar to the previous two, is lateral variations in velocity structure.
This can introduce phase delays that diminish coherency and bias
the backprojection. Furthermore, the Tanzania and South Africa ar-
rays are less effective in resolving body wave microseisms due to
their unusual array responses (Fig. 3) so this could be a significant
influence on the apparent lack of closer P-wave microseism sources
as the arrays with more P-wave detections (Cameroon and Ethiopia)
are further from the southern storm belt compared to the Tanzania
and South Africa arrays.

5.2 Influence of bathymetry

Body wave microseisms are generally accepted to result from non-
linear wave interference (Haubrich & McCamy 1969; Gerstoft et al.
2006; Zhang et al. 2009, 2010a; Obrebski et al. 2013). There are
several ways that ocean waves interact to generate microseisms
(Haubrich & McCamy 1969; Ardhuin et al. 2011): (1) reflection
along the coasts, (2) interference directly under a storm, (3) in
the wake of a storm or (4) between two storms. Studies of body
wave microseisms in the secondary microseism frequency range
(0.1–0.2 Hz) observed over short timescales have found that the
body waves originate near tropical and extratropical storm tracks
(Haubrich & McCamy 1969; Gerstoft et al. 2006, 2008; Zhang et al.
2010a,b; Obrebski et al. 2013). Statistical studies of microseisms at
higher frequencies have observed body wave microseisms originat-
ing from the northern Pacific Ocean (Koper et al. 2009), the central
Pacific Ocean (Koper & de Foy 2008; Koper et al. 2010) and the
Central Atlantic (Koper & de Foy 2008). Zhang et al. (2009) found
that seismic noise at similar high frequencies (0.6–2 Hz) has a sig-
nificant amount of P-wave microseisms that are strongly correlated
with offshore wind speeds.

In contrast to these studies of P-wave microseisms from short
time windows, the source of 5–10 s microseismic body waves from
averaging long time spans such as in our study are much more likely
to originate within the extratropical cyclone belts at latitudes of
30–60o due to the persistent strong ocean wave activity in this region
as evidenced by the significant wave height maps (Tolman 2009) in
Figs 4 and 7. Our results for the Atlantic and Southern Oceans show
that most of the P-wave sources are within the 30–60o latitude belts
with some exceptions (e.g. the detections from the WR-RGR). This
dominance of mid-latitude sources is in agreement with the 5–10 s
period results of Landes et al. (2010) who used a technique similar
to that of our study. This is also largely consistent with the survey of
short time span body wave microseism sources found by Obrebski
et al. (2013) who looked at ∼0.2 Hz P-wave microseisms observed
by the Southern California Seismic Network. They found that the
microseismic P waves originated from the 30–60o latitude range in
the northern and southern Pacific Ocean while a large number of
sources were found at mid- and low latitudes in the North Atlantic.

Comparison of our results (Fig. 10) to the model of Ardhuin et al.
(2011) find striking agreement to their 0.08–0.32 Hz Rayleigh wave
microseismic source regions from a year-long average of wave–
wave interference (e.g. see their fig. 7b) as we have found micro-
seismic P-wave detection clusters for all of their seismic sources in
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the North Atlantic, South Atlantic and Indian ocean. Our results only
indicate one additional source missing from their model: the WR-
RGR. This correspondence shows that averaging microseism data
over long time spans can potentially lead to similar source distribu-
tions for Rayleigh waves and P waves, a feature which is not found
by microseism studies looking at short time spans (e.g. Haubrich &
McCamy 1969; Obrebski et al. 2013). The strong agreement of our
source regions for multiple arrays across a broad time span sug-
gests that static features such as bathymetry and seismic structure
have strong control on the source locations of persistent body wave
microseisms and that the relative amplitude of these sources are
modulated by the seasonally varying intensity of the extratropical
cyclone belts. These results show that the source regions for body
wave microseisms from averages of a month or more of data can be
readily inferred from averages of significant wave height (Tolman
2009) and the bathymetric amplification factor (Longuet-Higgins
1950; Ardhuin & Herbers 2013).

6 C O N C LU S I O N S

Using frequency-slowness analysis of multiple broad-band seis-
mometer arrays, we show that monthly averages of body wave mi-
croseisms propagating through equatorial and southern Africa are
largely consistent with locations predicted by microseism theory
for their generation from wave–wave interference (Ardhuin et al.
2011; Ardhuin & Herbers 2013). The frequency dependence in
these results shows that sources of SPDF (5–7.5 s) and LPDF (7.5–
10 s) microseisms have substantial differences that imply that the
bathymetry below the interference region plays a critical role in the
excitation of body wave microseisms, corroborating previous the-
ory (Longuet-Higgins 1950; Tanimoto 2007; Ardhuin & Herbers
2013). These variations with frequency provide a better source dis-
tribution that is potentially useful for seismic tomography studies.
Corrections to our source locations for bias from seismic velocity
structure show a potentially significant impact on our interpretation
of some sources and should be accounted for in studies requir-
ing high-resolution P-wave microseism source locations. Northern
and Southern hemisphere body wave sources are consistent with
the seasonality of extratropical cyclone activity and by comparing
these regions we have shown that they can be useful for monitoring
the relative strength of the two extratropical storm belts indepen-
dent of satellite-based studies (e.g. Guo et al. 2009). The observed
frequency-dependent behaviour of P-wave microseisms from the
APC, CR and WR-RGR regions were found to be inconsistent with
expectations based on bathymetric excitation (Ardhuin & Herbers
2013). These may be related to recent discrepancies noted in bathy-
metric excitation coefficients (Tanimoto 2007; Gualtieri et al. 2013)
and warrant further investigation.
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