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Abstract 

 A month-long time series of wave, current, salinity, and suspended-sediment 

measurements were made at five sites on a transect across the Mouth of Columbia River 

(MCR). These data were used to calibrate and evaluate the performance of a coupled 

hydrodynamic and wave model for the MCR based on the Delft3D modeling system. The 

MCR is a dynamic estuary inlet in which tidal currents, river discharge, and wave-driven 

currents are all important. Model tuning consisted primarily of spatial adjustments to 

bottom drag coefficients. In combination with (near-) default parameter settings, the 

MCR model application is able to simulate the dominant features in the tidal flow, 

salinity and wave fields observed in field measurements. The wave-orbital averaged 

method for representing the current velocity profile in the wave model is considered the 

most realistic for the MCR. The hydrodynamic model is particularly effective in 

reproducing the observed vertical residual and temporal variations in current structure. 

Density gradients introduce the observed and modeled reversal of the mean flow at the 

bed and augment mean and peak flow in the upper half of the water column. This implies 

that sediment transport during calmer summer conditions is controlled by density 

stratification and is likely net landward due to the reversal of flow near the bed. The 

correspondence between observed and modeled hydrodynamics make this application a 

tool to investigate hydrodynamics and associated sediment transport. 
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1. Introduction 
 Coastal management, planning and maintenance increasingly rely on numerical 

model predictions of hydrodynamics, sediment transport and morphodynamic change. 

Although of considerable disagreement among researchers in this field, recent studies by 

e.g. Hibma [2004], van Maren [2004], Elias et al. [2006], and Lesser [2009] suggest that 

process-based models can be successfully applied to model hydrodynamics and 

morphodynamics in complex tidal inlet systems. However, as tidal inlets with their rapid 

rates of water flow, sediment transport, and morphological change are challenging places to 

make observations, there is an absence of suitable field data sets that comprise sufficient 

and coherent observations for model validation. The United States Army Corps of 

Engineers (USACE) in collaboration with the United States Geological Survey (USGS) 

conducted the “Mega Transect Experiment” (MGT) during the summer of 2005 in the 

Mouth of the Columbia River (MCR). One of the specific goals of the MGT 

measurements was to provide observations suitable to evaluate the model skill of a 

process-based model. In combination with hydrographic observations at gaging stations 

in the estuary and upriver, and waves at an offshore buoy, the combined set of flow, 

waves, salinity and sediment transport measurements in such complex and energetic inlet 

mouth provide an excellent model validation case.  

The Columbia River, draining a 669,000 square kilometers watershed, is the 

largest river on the Pacific coast of the United States (see Figure 1 for location). Aligned 

by entrance jetties, the MCR and its continuously dredged entrance channel provides safe 

passage for shipping, forms a vital connection for salmon migration [Casillas, 1999], and 

links the sediment exchange from the river basin to the Columbia River littoral cell 

[Kaminsky et al., 2010]. One of the characteristic features of the MCR is the buoyant 
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plume created by the large Columbia River outflow into the Pacific. The dynamics of the 

Columbia River plume have been studied extensively [Barnes et al., 1972; Jay and Smith, 

1990; Hickey, 1998; Hickey et al., 2005; Orton and Jay, 2005; Horner-Devine, 2008; 

Horner-Devine et al., 2009). Recently, coastal margin observatories CORIE [Baptista, 

2006], now SATURN/CORIE, large research programs (RISE, CREDDP), and several 

numerical applications were completed. Hickey et. al. [2010] summarize recent findings 

from the RISE (River Influences on Shelf Ecosystems) project, while major advances 

understanding of the hydrology, sedimentology, and ecology of the estuary were made 

earlier through the CREDDP - Columbia River Estuary Data Development Program 

(Hamilton, 1990; Jay and Smith, 1990; Jay et al., 1990; Sherwood and Creager, 1990; 

Sherwood et al., 1990). Numerical modeling started with salinity and circulation 

modeling by Hamilton [1990] using a laterally averaged estuary model, and has advanced 

to three-dimensional circulation models without the influence of waves [Baptista et al., 

2005; Zhang and Baptista, 2008; Banas et al., 2009; Liu et al., 2009a,b; MacCready et 

al., 2009; Burla et al., 2010]. No attempt has yet been made to model the transport of 

sand in the MCR, which requires successfully modeling the waves and the three 

dimensional currents.. Improved understanding of the sediment exchange (mechanisms) 

between estuary and ocean is seen as crucial to understand the observed (locally severe) 

erosion of the adjacent coasts and Jetty foundation [Gelfenbaum and Kaminsky, 2010]. 

In principle, the process-based numerical model Delft3D [Stelling, 1984; Lesser et 

al., 2004) contains the necessary physical processes and formulations to compute 

hydrodynamics and sediment transport under influence of a buoyant plume interacting 

with strong tidal currents and a severe wave climate. Extensive validation of the Delft3D 
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flow and sediment transport equations has been performed with laboratory data and case 

studies [summarized in Lesser et al., 2004 and Gerritsen et al., 2007]. World-wide case 

studies indicate that Delft3D is accurate in a wide range of applications. Comparison of 

model results with dedicated field campaigns such as Coast3D [Elias et al., 2000; 

Walstra et al., 2000; Klein et al., 2001; Sutherland et al., 2004) and DUCK [Morris, 

2001; Hsu et al., 2008] indicate that near-shore hydrodynamics and sediment dynamics 

can be computed accurately. Waves and wave-flow coupling have been tested by Walstra 

et al. [2000] and compared to field measurements by Mulligan et al. [2008; 2010]. Plume 

dynamics were investigated by Mulligan et al. (2011). A dedicated calibration and 

validation study of the Delft3d model on the combined forcing of waves, tides and 

estuarine circulation at a high-energetic estuary mouth is to our knowledge not yet 

documented.  

 

In the current study, presented in two parts, the MGT data set was used to validate and 

calibrate a coupled Delft3D-SWAN hydrodynamic, wave and sediment transport model 

setup for sand-sized sediment. Although the Delft3D model system is used, the presented 

field data provides a unique validation dataset for similar type systems. The study area 

and MGT field data are briefly described in Section 2. The numerical model formulations 

and MCR application are discussed in Section 3. Section 4 presents the results of 

calibration of the hydrodynamic and wave models. The focus in the wave model 

calibration is on the realistic representation of the three-dimensional current field in 

SWAN as Groeneweg et al. [2008] and Van Vledder et al. [2008], amongst others, have 

shown the significant influence of currents on wave prediction by SWAN [Booij et al., 
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1999] in tidal inlets. The conclusion (Section 5) of this study is that based on a calibration 

of the bed roughness in combination with default settings,  the flow model yielded good 

agreement in surface elevation, flow and salinity at the MCR and through the estuary. 

The agreement between observed and modeled hydrodynamics makes this application a 

tool to investigate hydrodynamics and associated sediment transport in future 

applications (part 2 of this study described in a subsequent paper). 

 

2. Study Site and Field Data 

2.1. Study Location 

 The MCR provides access between the Pacific Ocean and the Columbia River 

making this an important connection for commercial and recreational activities (Figure 

2). The MCR is also vital for the reproduction cycle of Columbia River salmon that travel 

from the Columbia River to the Pacific as juveniles and back to their spawning grounds 

as adults. Over thousands of years the river has supplied much of the sand that forms the 

beaches and estuaries of the Columbia River littoral cell, formed by the southwest 

Washington and northwest Oregon coast [Gelfenbaum and Kaminsky, 2010]. Since the 

early 20th century the river hydrodynamics and morphodynamics have been significantly 

altered to facilitate navigation (e.g. construction of entrance jetties and dredging in the 

entrance and estuary), while over 200 dams built for irrigation, power generation, and 

flood control changed the rivers hydrograph and sediment load [Sherwood et al., 1990; 

Gelfenbaum et al., 1999; Mikhailova, 2008]. Gelfenbaum et al. [1999] calculate that as a 

result of flow regulation and flood control the fluvial sand supply to the estuary decreased 



 7

from 4.3 million m3/year in the interval 1878– 1935 to 2.6 million m3/year during 1935–

1958, and down to 1.4 million m3/year in 1958–1997.  

Prior to jetty construction, the tidal channels through the MCR shifted north and 

south between Fort Stevens and Cape Disappointment (Figure 2), and varied in depth 

between 18 to 25 feet deep below MLLW. Ships faced a difficult task traversing the 

Columbia River bar (ebb-tidal delta) due to severe and unpredictable wave conditions and 

shifting tidal channels and shoals. The construction of entrance jetties, South Jetty 

between 1885 and 1895, North Jetty between 1913 and 1917, and Jetty A in 1939, 

improved navigation through the MCR, but also significantly altered the inlet morphology. 

The ebb-tidal delta moved offshore into deeper water by about 3 km [Kaminsky et al., 

2010]. In addition, the main channel deepened and stabilized in position, although annual 

maintenance dredging is still required to keep the channel at its required depth of nearly 

17 m (55 ft.). Based on the analysis of bathymetric maps, Moritz et al. [2003] conclude 

that between 1885 and 1925 375 to 600 million m3 of sand was pushed out of the MCR 

and estuary. Rapid initial accretion along the beaches near the Columbia River mouth 

was followed by equally rapid shoreline retreat since the early 1950s [Hickson, 1936; 

Buisman et al., 2003; Moritz et al., 2003; Gelfenbaum and Kaminsky, 2010; Kaminsky et 

al., 2010].  

The severe wave and tide climate impacting the MCR made frequent repairs of 

the North and South Jetties necessary [Ward, 1988; Byrnes et al., 2007]; the latest repairs 

occurred in 2005 on the North Jetty and 2006-2007 on the South Jetty. Despite 

intermittent repair and partial rehabilitation efforts, all of the MCR jetties are currently in 

deteriorated condition (Batelle, 2011). One of the issues is scour of the Jetty foundation, 
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and severe hot-spot erosion at the adjacent shorelines of Cape Disappointment (Benson 

Beach) and Clatsop Spit.  

The reversal from overall accretion along the adjacent coast in the past to varying 

degrees of localized erosion at present is not fully understood. Strategically placing 

dredged materials at the Mouth of the Columbia River (MCR) could help reduce local 

sand deficits and shoreline retreat, but basic understanding of the sediment transport 

pathways needs to be improved to select the appropriate disposal locations and to adopt a 

sustainable maintenance strategy. The sediment transport model presented in this paper 

can help examine and isolate the physical processes responsible for sediment transport 

and morphological change in this dynamic estuary entrance. 

 
2.1. Forcing Conditions 

A severe wind and wave climate, a large tidal range and tidal currents, substantial river 

discharge and plume dynamics affect nearshore hydrodynamics and sediment transports 

at MCR [Hickey and Banas, 2003; Hickey et al., 2005 ; Styles, 2006; Spahn, 2009). River 

flows are highly regulated at upstream dams, resulting in an annual mean flow of 7300 at 

The Dalles, with seasonal variations ranging from 2.5 – 11 x 103 m3/s [Bottom et al., 

2005]. 

Ocean tides are mixed semi-diurnal with a mean tidal range of 2.4 m, and a 28-

day lunar variation of spring and neap tides in the 2 to 4 m range (Figure 3a). Peak tidal 

velocities in the narrow entrance channel typically attain 2.6 m/s, but often exceed 3 m/s 

during peak ebb tides and high river discharge. In the estuary the fresh river flow and 

salty ocean tides converge, creating a turbulent water circulation [Jay and Smith, 1990] 

and a buoyant outflow into the Pacific, the Columbia River plume [Morgan et al., 2005; 
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Orton and Jay, 2005; Horner-Devine, 2008; Horner-Devine et al., 2009]. The important 

plume source zone were low-saline waters lose contact with the seabed, roughly lies 

between the MCR jetties, although the location varies with tides, tidal range and river 

discharge. The far-field zone were final mixing with ambient seawater occurs may extend 

up to the Strait of Juan de Fuca in the north, and the Oregon-California border in the 

south depending on coastal circulation and weather conditions [Hickey et al., 1998; 

Hickey and Banas, 2003; Horner-Devine et al., 2009].  

The interaction of the strong Columbia River outflow into the predominantly 

opposing westerly winds and ocean swells creates unpredictable conditions with large 

waves, making the MCR notoriously dangerous for boating and shipping. Waves are 

highest during winter with an average significant wave height around 3 m and periods of 

12 s from the southwest. However, storms wave heights can reach up to 14 m just outside 

the ebb-delta. During summer (May-August) waves are smaller with an average of 1.2 m 

at 8 s and predominantly from the west-northwest [Ruggiero et al., 1997; Tillotson and 

Komar, 1997; Allan and Komar, 2000]. Such conditions were observed during the MGT 

experiment (Figure 3 and Figure 4).  

 

2.3 The USACE Mega Transect experiment  

The USACE Mega-Transect experiment (MGT) provides a comprehensive dataset 

for hydrodynamic, wave and sediment model validation [Moritz et al., 2007]. The MGT 

was designed to quantify the flux of sand through the mouth of the estuary, and to 

elucidate important processes acting in the estuary entrance by deploying an array of five 

tripods across the entrance (labeled MGT 1 – 5 in Figure 2). Tripods were 2-3 m tall and 
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equipped with upward-looking ADPs and ADCPs to measure velocity profiles and 

waves, ADVs to measure near-bottom currents and near-bed wave motions (Figure 5). 

Salinity and sediment transport concentrations were obtained using CTD and OBS 

instruments. Data were collected from 3 August – 9 September 2005, with the exception 

of MGT 3, in which the time series were truncated as the tripod was dragged offsite and 

toppled over by the tow-line of a passing barge and container ship on August 16th.  

The upward looking Sontek ADPs at stations 1 and 2 sampled velocity half hourly 

at a 1 Hz frequency and 5 minute burst length at 1500 kHz and 500 kHz respectively. 

ADCPs at stations 4 and 5 were configured to measure velocities in 0.5 m bins. Five 

minute ensembles were taken at a 1 Hz frequency and 30 minute intervals. Instrument 

placement was approximately 2.4 m above the bed with a blanking distance of 0.88 m 

above the instrument. Using the heading, tilt and roll measurements of the internal 

compass, velocity measurements were rotated and stored in geographic coordinates of 

velocity (east, north, up). Waves were measured half hourly with 17 min bursts at 2 Hz. 

Time series of water levels for each station were obtained from the pressure sensors 

assuming a constant density over the water column. Acoustic Doppler Velocimeters 

(ADVs) were placed closer to the bed, at 1.2 m, to measure near-bottom currents and 

orbital velocities. Conductivity, salinity and temperature and were measured with a 

Microcat SBE (CTD). Estimates of the suspended sediment concentrations were obtained 

using two Optical Backscatter Sensors (OBS) on tripods 1, 2, 3 and 5. Each OBS was 

calibrated with sediment samples collected at the station to convert the counts into 

sediment concentrations in kg/m3 values. 
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Figure 4 presents time series of representative measurements taken at MGT 4 and 

5 (more data are presented in the model validation section). The conditions encountered 

during the experiment were typical for summer conditions: a relatively small fresh-water 

inflow from the river (averaging 4000 m3/s), mild winds (0.2 – 9.2 m/s) and low to 

medium wind waves (0.64 – 2.41 m) predominantly from the Northwest (Figure 3e). The 

most salient features in the observations are: (1) the large tide range and significant (up to 

2.5 m/s) tidal velocities (Figure 4a, d), (2) the pronounced spring-neap variations in 

velocity magnitude, salinity and sediment transport rates (Figure 4c, d, f), and (3) the 

distinct modulations of the wave signal that correlate strongly with wave-current 

interaction as waves near double in height during strong opposing ebb currents (compare 

Figure 3d and Figure 4b). The time-series of suspended sediment concentrations and 

salinity correlate strongly to the spring-neap cycle. The largest sediment concentrations 

are observed during spring tides when velocities maximize (Figure 4f). The largest 

sediment transports are observed in the main channel (stations 2 and 3) due to larger 

velocities. The low wave energy observed during the experiment in combination with 

wave sheltering by the entrance jetties did not produce significant wave breaking and 

associated currents and transports on the shoals (stations 4 and 5). In general, the two 

OBS devices per tripod show a similar spring-neap fluctuation in sediment concentration, 

the differences at exact time points are a possible indication of the accuracy of the 

method and variability in the sediment flux rates. The salinity time series (Figure 4c) 

illustrate the large salinity variations that develop at the MCR. During neap to mean tides 

the MCR is relative salty with salinities ranging between 28 and 33 ppt. during ebb and 

flood respectively. During spring ebb-tide, the water column becomes more stratified 
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with salinity values dropping below 25 ppt. These observations are consistent with other 

observations in the Columbia River estuary [e.g. Jay and Smith, 1990]. Water 

temperatures (not shown) have a 10° C mean value but show significant daily and semi-

diurnal variations in the 7.5–15.5° C range. During flood tide relatively cold ocean water 

(down to 7.5° C) enters the MCR. In the shallow estuary, water temperature increases due 

to mixing and solar radiation resulting in temperatures up to 15.5° C during spring ebb 

conditions. 

In addition to the MGT observations, long-term (continuous) measurements of 

waves and wind are made at an NDBC buoy (46029) located about 37 km west of the 

Columbia River entrance. Continuous discharge and water level are recorded upstream by 

the U.S. Geological Survey at Beaver Army Terminal near Quincy, OR. These additional 

wave and discharge observations are used as model boundary conditions. Salinity and 

water level measurements (CORIE\SATURN and NOAA) at various locations 

throughout the estuary are also used for model calibration. Figure 2 and Table 1 provide a 

complete overview of the locations and calibration data used. 

 
3. Model Formulations and Model Setup 

The interaction of a substantial river discharge and prominent buoyant plume, 

large tidal range and strong tidal currents and a severe wind and wave climate make 

hydrodynamic and sediment modeling at MCR a challenging numerical modeling task. In 

principle, the process-based numerical model Delft3D [Stelling, 1984; Lesser et al., 

2004] contains the necessary physical processes and formulations to account for: (a) 

complex stratification variations over the tidal and spring-neap cycle resulting from 

variations in the buoyancy flux of riverine inflow, advection by tides and the circulation 
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and mixing in the estuary; (b) wetting and drying of large tidal flats and other wetlands in 

the lower estuary; (c) wave-current interaction at the entrance [de Booij, 1999]; (d) 

sediment transports using the sediment transport models of Van Rijn [1993]. The main 

expressions of Delft3D-FLOW and SWAN are summarized below. 

 

3.1. Hydrodynamic model 

Delft3D-FLOW [Lesser et al., 2004; Deltares, 2010b] solves the non-linear 

shallow-water equations derived from the three dimensional Navier Stokes equations for 

incompressible free surface flow (in 2D or 3D). For brevity we present the 2D basics 

here. By default, vertical accelerations are neglected reducing the vertical momentum 

equation to the hydrostatic pressure equation (eq. 1). The set of equations consists of (eq. 

2, 3) the horizontal equations of motion wherein the horizontal pressure terms are given 

by Boussinesq approximations and the horizontal Reynold’s stresses are based on the 

eddy viscosity concept, (eq. 4) the continuity equation, and (eq.5) the transport equations 

(here the k- turbulence closure model is used). Mx and My represent external sources or 

sinks of momentum (in these simulations the wave and wind stresses). See Lesser et al. 

(2004), Deltares (2010).  
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In which: 

c  mass concentration (kg/m3) of constituent (e.g salinity, sediment) modeled 

DH, DV  horizontal and vertical diffusion coefficient (m2/s) 

f  Coriolis coefficient (s-1) 

g   gravitational acceleration (m/s2) 

h   water depth (m) 

H  total water depth (m) 

u, v, w  horizontal and vertical Eulerian velocity components (m/s) in Cartesian 

coordinates 

U, V  Generalized Lagrangian Mean (GLM) velocity components (m/s) for 

simulations including waves (U = u+ us and V = v+vs with us and vs being 

the stokes drift components (Lesser et al., 2004) 

 ,U V   depth-averaged GLM velocity components (m/s) 

S  source and sink terms per unit area 
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vH, vV  horizontal and vertical kinematic viscosity (m2/s) 

for the k- model the eddy viscocity is modeled as '
Vv c L k with 'c and 

cD calibration constants, k the turbulent kinetic energy, and the mixing 

length and D

k k
L c


  

   fluid density (kg/m3) 

0  reference density of water (kg/m3) 

  vertical coordinate (m). In a Cartesian coordinate system:   /z H  

  water surface elevation above reference datum (m) 

  vertical velocity component in sigma coordinate system (s-1). 

 

The discretized set of equations is solved on a staggered Arakawa B grid using an 

Alternating Direction Implicit method [Stelling, 1984; Leendertse, 1987] by specifying 

boundary conditions for the bed (quadratic friction law), free surface (wind stress), lateral 

boundaries (water level, currents, and/or discharges) and closed boundaries with free-slip 

conditions at the coast.  

 
3.2. Wave model 

Wind-generated waves are computed by the spectral wind wave model SWAN 

[Booij et al., 1999; Booij et al., 2004; Holthuijsen et al., 1993]. SWAN simulates the 

evolution of wave action density (N = E/σ, where E is the variance density and σ the 

intrinsic radian frequency) using the action balance equation (eq. 6), taking into account 

propagation in geographical space, depth- and current-induced refraction, the shifting of 
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the intrinsic radian frequency due to variation in mean current and depth, and various 

source terms (eq. 7): 
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cg linear wave group velocity (m/s) 
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The transfer of wind energy to the waves (Sin), the dissipation of wave energy due 

to whitecapping (Swc), and the nonlinear transfer of wave energy due to quadruplet (four-

wave) interactions (Snl4) are typical deep-water wave model components. In shallow 

water, additional terms include the dissipation due to bottom friction (Sbot), depth-induced 

breaking(Sbrk), and nonlinear triad (three-wave) interaction (Snl3).  

For use in SWAN, current information is converted from the three-dimensional 

flow field produced by the hydrodynamic model to a representative two dimensional flow 

field. By default, the top-layer of the three-dimensional flow field, given by (eq. 8), is 

used for this purpose. Alternatively, the depth-averaged velocity (eq. 9) can be applied. In 

strongly stratified flow conditions such as present at MCR, these approaches may give 

vastly different results and can be rather inaccurate. To better represent the influence of a 
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depth-varying current field on the wave field, the use of the averaging method of Kirby 

and Chen [1989], given by (eq. 10), was investigated. This expression, first applied to the 

Columbia River by Lesser et al. [2005], weights the magnitude of the current at a 

particular depth with the orbital velocity of a spectral component with wave number k at 

that same depth. For a stratified current profile, higher frequency components, whose 

orbital velocities are restricted to the upper layers of the water column, would therefore 

have a higher effective current compared to depth-averaged values, whereas low-

frequency components are expected to yield results close to the depth-averaged values.  
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Here the impact of wave-orbital weighting is assessed by applying a single 

spectral mean wave number in (eq. 10) to represent the wave field, which produces a 

single weighted current field. The spectral mean wave number is computed by (eq. 11): 
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In turn, the hydrodynamic and sediment transport models include the effect of 

waves on the instantaneous flow and transport. The following processes are included in 

the form of additional terms in the Reynolds and sediment transport equations: (a) 

radiation stresses, computed using the energy dissipation analogy of Dingemans et al. 

[1987], with the resulting forces distributed in the vertical over the breaking wave height, 
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(b) bed shear stresses, following the wave-current interaction model of Fredsoe [1984], 

(c) Stokes drift contributions to the Eulerian velocities, (d) wave-energy production and 

dissipation terms to the K- turbulence model, and (e) wave streaming [Walstra et al., 

2000].  

 

3.3. Application to the MCR field case 

3.3.1 Hydrodynamic model 

Grid schematization for any numerical model is a tradeoff between computational 

time and processes to be modeled. Grid resolution and time step should be sufficient to 

capture the phenomena of interest, but still allow efficient and accurate computations. At 

the MCR, important processes include ocean tides, waves, wind driven flows, estuarine 

circulation and their interactions. To accurately capture these processes, domain-

decomposition was used to couple three well-structured, orthogonal curvilinear grids for 

the ocean, estuary and river domain (Figure 6). Grids are aligned along the land 

boundaries to improve numerical representation of the grid for the flow solver. The ocean 

domain has a maximum grid-size of 2 km2 along its seaward boundaries, and is refined 

towards the MCR. In the entrance, a horizontal resolution of 100 to 200 m is used to 

represent the jetties, navigation channel, and shoals. As the interaction of tidally-induced 

and density-driven flow is known to play an important role in the residual flow and 

sediment transports, it is crucial to capture the main features of the estuarine circulation 

accurately. A time step of 15 seconds results in a courant number below 10 for tidal wave 

propagation (sensitivity testing by running smaller time steps did not alter results). In the 

model, a 20-layer vertical grid schematization of the sigma layers ensures an adequate 
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feedback between salinity and the flow structure, accurately resolving the mixing of 

freshwater river discharge and saline sea water that drives complex estuarine circulations. 

Although the results presented here use a 20 layer vertical grid schematization, sensitivity 

testing revealed that near identical results can be obtained with a carefully selected 9 

layer distribution. The K-ε model, with default settings, was used as turbulence closure 

model. Corrections of artificial vertical diffusion errors due to steep bed gradients were 

accounted for [Stelling and van Kester, 1994]. The river domain is depth-averaged, 

because its primary purpose is to extend the model to the U.S. Geological Survey river 

gauging station at the Beaver Army Terminal near Quincy (OR), 86 km upstream from 

the mouth. Tidal energy extends beyond this location, but observed hourly flow data 

(water level and discharges) provides accurate upstream boundary conditions for the 

model (Figure 3b). 

An initial estimate of the ocean boundary values was obtained from a regional 

scale model [Lesser, 2009] forced by the GOTOO.2 global tidal model estimates [Ray, 

1999]. The calibrated main tidal constituents (Table 2) were imposed on the western 

boundary of the MCR ocean domain. The northern and southern boundaries were defined 

as zero-velocity Neumann boundaries (no alongshore water level gradient) which allow 

for the undisturbed propagation of alongshore currents out of the domain [Roelvink and 

Walstra, 2004]. Applying the Neumann boundaries is especially important for internally 

generated currents (e.g. due to wave breaking or density differences) that are difficult to 

predict and impose as boundary conditions without direct observations. A salinity value 

of 33 ppt. is prescribed on all open-sea boundaries. Although the seaward boundaries are 

located outside the direct sphere of inlet influence, the Columbia River plume often 
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extends beyond its seaward and northward limit [Hickey and Banas, 2003; Hickey et al., 

2005]. An underlying assumption in these model simulations is that the buoyancy field at 

MCR is dominated by salinity, which is largely controlled by the known input of river 

water to the system, and the mixing of the river with the offshore waters [Horner-Devine, 

2008]. Surface heat and freshwater heat fluxes were not considered as realistic treatment 

of temperature variations related to upwelling and downwelling and the effects on MCR 

circulation are not possible with the present boundary conditions. For simulations 

focusing on detailed plume dynamics the model would need to be coupled to a larger-

scale domain to obtain a more realistic boundary forcing of the ocean circulation, density 

and temperature.  

On the free surface, wind is implemented as a uniform shear stress, based on the 

wind data available from the nearby NDBC wave buoy 46029, and included in the 

momentum equations. Wind stress magnitudes are computed by, 

 

2
10s a dC U           (12) 

Wherein a is the density of air (kg/m3), U10 the wind speed 10 m above the free surface 

(m/s) and Cd the wind drag coefficient. Wind speed dependent drag coefficients are 

defined accordingly,  
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With values for 10
AU = 0 m/s, 10

BU = 100 m/s, for A
dC = 0.0025 and B

dC = 0.0289.  
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The bed stress ( b


) is modeled as a quadratic friction based on the magnitude of the 

Eulerian velocity in the first layer above the bed ( bu


), 

 
0

2
2

b b

b
D

g u u

C


 

 


        (14) 

With C2D being the 2D- Chézy coefficient (based on calibration of water levels, see 

section 4.1).  

 

The underlying model bathymetry is based on measurements provided by the 

USACE (Portland District) that were reconstructed from 2002-2004 data from the latest 

available National Ocean Service (NOS) data sets. These data were interpolated to a 

Washington State Plane 83 horizontal datum and the NGVD 29 vertical datum (Figure 2). 

Lidar elevation observations (2005) were used to schematize the intra- and supra-tidal 

shoal areas in the estuary in detail. These shoal complexes are essential to properly model 

the tidal storage and propagation in the estuary. Depending on the resolution of available 

observations, depth measurements were triangularly interpolated (low sample resolution) 

or grid-cell averaged (high sample resolution) to the curvilinear grid.  

 

3.3.2 Wave model 

The SWAN wave model version 40.72ABCDE was applied in third-generation 

mode. Deep water physics were modeled using the combination of wind input (Sin) and 

saturation-based whitecapping (Swc) as proposed by Van der Westhuysen [2007]. 

Quadruplet nonlinear interaction (Snl4) was modeled using the Discrete Interaction 

Approximation (DIA) of Hasselmann et al. [1973a]. The shallow water source terms 
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include triad nonlinear interaction (Snl3) according to Eldeberky [1996] and bottom 

friction (Sbot) according to Hasselmann et al. [1973b], both with their default settings in 

SWAN For depth-induced breaking (Sbrk), the bi-phase breaker model of Van der 

Westhuysen [2010] was applied, with the parameter settings proposed by Van der 

Westhuysen [2009].  

The curvilinear wave grid is based on the sea domain hydrodynamic grid (Figure 

6). The offshore boundary extends to the location of the NDBC -46029- wave buoy. The 

directional spectrum observations from this buoy were applied as spatially constant, but 

time-varying boundary conditions. Spatially constant boundary conditions are justified 

given the high correlation between the Columbia River buoy and Grays Harbor buoy 

(NDBC buoy 46211) located some 75 km to the north. At the lateral boundaries, the 

specification of a uniform wave condition introduces some errors in the nearshore area 

due to water-depth restrictions. By using a slightly larger wave grid than hydrodynamic 

grid, these disturbances are damped before the flow model is reached and therefore do 

not affect the local model results at the MCR. The MCR jetties are implemented as non-

penetrable obstacles (transmission coefficient 0). The default gradient based convergence 

criteria for relative change of wave height and local mean wave period have been applied. 

In addition, a small degree of under-relaxation (  = 0.001) was applied to improve the 

convergence behavior in the presence of strong opposing currents at the mouth (van der 

Westhuysen and Elias, 2010). 

The hydrodynamic and wave models are run in so-called quasi-nonstationary 

mode. This involves a two-way coupling (10-minute intervals) of a nonstationary 

hydrodynamic calculation in combination with stationary wave model simulations. Every 
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10 minutes during the hydrodynamic simulation time SWAN is activated, and then 

performs a stationary simulation, using the corresponding measured wave spectra, and 

the corresponding water levels, currents and bed levels provided and computed by the 

hydrodynamic model, as boundary conditions. 

 

Chapter 4: MODEL RESULTS 

A robust model calibration requires synoptic data capturing as many processes as 

possible over a range of forcing conditions. The ultimate goal is to use the MGT dataset 

and numerical model to understand sediment transport patterns and processes at the 

MCR. However, before such assessment can be made, we need to ensure that the model 

captures the essentials of the underlying waves and currents. The hydrodynamic model 

skill is evaluated using the ‘index of agreement’ or skill as proposed by Willmott [1981]:  
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where X and X are time-series and time-average of the selected variable. Skill 

varies between 0 (complete disagreement) and 1 (perfect agreement). The Willmott skill 

has been used by Warner et al. [2005] and Liu et al. [2009b] to quantify model 

performance in the Hudson and Columbia River estuary respectively. The advantage of 

model skill is that it is dimensionless so a comparison over multiple parameters can be 

made. 
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The predictive ability of the wave model was determined on the basis of relative 

bias (16), scatter index (17), and bias-corrected scatter index scores (18), which were 

computed for the significant wave height (Hm0), the mean period (Tm01) and the deep 

water steepness parameter (Hm0/L0 = 2πHm0/gTm0
2). These measures are defined 

respectively as 
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4.1 Tidal water levels 

The 10 main tidal constituents were imposed on the western boundary of the 

MCR ocean domain and explain 99% of the ocean sea-level variance (Table 2). Towards 

and into the Columbia River, the baroclinic ocean tides are modified. These 

modifications result from bed friction on the relatively shallow ebb-tidal delta, and 

interactions with additional forcing mechanisms such as the buoyant plume (density 

gradients), wind and wave stresses. As a first step the constituents were corrected with 
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the local water level measurements taken at the MGT. This correction yielded amplitude 

corrections of 0 to 5% and phase corrections between 1 and 9 degrees. Secondly, water 

level data for representative stations distributed evenly over the estuary (Astoria, 

Skamokawa and Beaver Army Terminal, see Table 1 and Figure 2 for locations) were 

used to verify the correct tidal propagation in the estuary. The observed amplitude 

variations between the stations reveal the changing tidal wave shape as it propagates 

through the estuary. The observations illustrate that initially towards Astoria, the mean 

tidal range increases due to the funnel shape of the lower estuary. Upstream of Astoria, 

towards Skamokawa and Beaver, tidal modulation reduces due to the dominance of bed 

friction and opposite-directed river flow. The goodness of fit of the computed free surface 

was determined by performing harmonic tidal analysis on both the computed and 

observed water levels over synoptic time frames using the t_tide toolbox [Pawlowicz et 

al., 2002].  

Initial simulations using constant bottom drag coefficients showed poor skill in 

reproducing the upper-estuary tidal propagation between Astoria and Skamokawa. An 

improved schematization of the major tidal flats and careful reconstruction of the 

channels upriver of Astoria, to accurately model storage volume and propagation on the 

relatively coarse grid, significantly improved the results. This highlights the importance 

of the bathymetry (and topography) in determining the accuracy of the model. To first 

order, the model conserves water mass; Thus, it is critical that: (1) an accurate combined 

bathymetry and topography map is present, (2) the model resolves the salient features, 

and (3) the model must employ numerical approaches and gridding schemes that are 

efficient enough to allow the required resolution. The sensitivity of the tidal propagation 
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was examined for a range of Manning (0.02, 0.0225, 0.0275 and 0.030) and Chézy (55, 

60, 65 and 70 m1/2/s) roughness coefficients. Using constant values for the Chézy bed 

roughness coefficient of 61 m1/2/s in the ocean domain, and lower values of 55 m1/2/s and 

50 m1/2/s in the estuary and river domain yielded acceptable accuracy. Lower Chézy 

values upriver are consistent with the finding of Giese and Jay [1989] and are attributed 

to the lower effective drag coefficients in the stratified part of the system. 

After calibration, the five major constituents (M2, K1, S2, O1, N2 and P1) show 

good skill at the calibration station MGT4 (Table 3 and Figure 7, top panel), while in the 

estuary amplitude errors of the major constituents are generally below 0.05 m, phase 

differences within 10 degrees, and model skill decreases from 0.99 at MGT 4 and Astoria 

to 0.96 at Beaver. Fine-tuning of the model settings by applying spatially variable bed 

roughness and increased grid resolution to resolve variations in bedform size and spacing 

in the estuary may improve the tidal predictions further, but was not attempted here.  

 

4.2 Salinity 

The estuarine salinity structure is a result of the interplay between the buoyancy 

flux from riverine inflow, advection by tides and the estuarine circulation, and mixing. 

Early field observations by Hughes and Rattray [1980] suggest that over half the up-

estuary salt flux can be due to tidal pumping, with the remainder due to gravitational 

circulation. Accurate numerical predictions of the salinity field therefore depend critically 

on the accurate modeling of tidal and sub-tidal flow, as well as the accuracy of the 

turbulence closure parameterization for mixing of momentum and salt. An extensive 

elaboration on the importance of the turbulence closure schemes for estuarine dynamics 
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was addressed by Warner et al. [2005] using the ROMS model [Shchepetkin and 

McWilliams, 2005] and not repeated here. In this study it was found that the K-ε model 

with default settings of eddy viscosity and diffusivity (1 m2/s and 1x10-6 for horizontal 

and vertical viscosity and diffusivity respectively) yielded good agreement in tidal 

monthly spring-neap variations in MGT4 (Figure 7d). The hydrodynamic model results 

were compared to estuary data collected at the SATURN observation stations red26, 

dsdma, grays, coaof and cbnc3. Relatively good skill is obtained in and near the MCR at 

stations MGT 3 and MGT 5, red26 and dsdma (Table 4). Perfect agreement between 

model and measurement is not expected as the response of the plume to coastal forcing is 

not included in the present model [Chawla et al., 2008]. In general, skill values in the 

estuary decrease upstream (Table 4). Mid-estuary skill ranges between 0.83 and 0.86 at 

the stations of grays and coaof. Towards the upstream limits of salinity intrusion (cbnc3) 

skill reduces to 0.69. However this skill is still a confirmation that the upper limits of 

salinity intrusion are modeled well, and in agreement with the observations. The 

increasing discrepancies between model and observations must at least partly be 

attributed to model inaccuracies in hydrodynamics and vertical turbulent mixing due to 

the coarse model schematization, and errors in bathymetry. Skills scores are comparable 

to extensively calibrated and validated hydrodynamic models for the MCR such as 

presented in Liu et al. [2009a; 2009b].  

 

4.3 Flow  

The MCR is known to exhibit strong along-channel, lateral and vertical variations 

in the flow fields from the complex interaction of friction, Coriolis force, channel 
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curvature and topography [Cudaback and Jay, 2000; Cudaback and Jay, 2001]. Model 

calibration and validation of flow with a limited number of observation stations is not 

trivial due to flow variability partially from flow interaction with local bathymetry. As a 

first step, we therefore qualitatively compare the modeled flow patterns (Figure 8) to 

existing knowledge. Model simulations show ocean residual flows predominantly to the 

south, consistent with the wind and wave direction during summer months (Figure 8c-d). 

Near the MCR currents increase strongly as flow is funneled through the entrance 

channel (Figure 8a-b). Areas of flow convergence and divergence roughly correlate with 

areas of strong bathymetric gradients. For example flow acceleration at the jetty tips is 

reflected in the form of large scour holes.  

Modeled ebb currents are strongest in the central channel (Figure 8). Currents 

over the northern shoal are about half the speed of central-channel currents (Figure 8: 

MGT1 versus MGT5). The modeled surface outflow is stronger on the north side of the 

thalweg, while the inflow is shifted more to the channel axis. This asymmetry probably 

results from the forces of channel curvature and Coriolis that reinforce each other during 

ebb but are in opposition during flood. Also the upstream channel bifurcation (see Figure 

2) and the interaction with the jetty tips are known to play an important role in the spatial 

flow variability. Consistent with observations, the southern fork of the channel 

bifurcation is governed by a net outflow. Blockage of the flood by a dominant outflow 

along the south side tends to push the inflow more northward. This strong lateral shear in 

estuarine along-channel transport with net landward transport of water and salt prevailing 

along the north side of the estuary, and a net seaward transport along the south side is a 

well-documented feature [Hughes and Rattray, 1980; Jay and Smith, 1990]. Validity of 
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the estuarine flow can further be inferred from the correspondence in salinity values 

(Table 4). The estuarine salinity structure is a result of the interaction between the 

buoyancy flux from riverine inflow, advection by tides and the estuarine circulation, and 

mixing. It has been shown that salinity intrusion is inversely dependent on tidal velocity 

[Geyer et al., 2000]. Model skill ranges from 0.86 to 0.69 in the mid-estuary stations 

(grays, coaof and cbnc3; Table 4) near the upstream limits of salinity intrusion, indicate 

that the model representation of estuarine circulation was adequate. 

A quantitative analysis of the model results is based on comparison of flow time-

series (Figure 7 and 8), tidal ellipses (Figure 9) and residual flow distributions (Figure 

10). The simulated velocities for MGT 1-5 were analyzed in the same manner as the 

observations. Synoptic time series of observational and model data were compiled, and 

the model data was linearly interpolated onto the corresponding ADCP bin-depths. 

Depth-averaged velocities were determined by averaging the ADCP bins between MLW 

and the bed. Principal axis decomposition was performed on the measured and modeled 

depth-averaged flow, and on the flow in the individual bins to determine major and minor 

components. Similar to the sea level variations, the along-channel (major) velocities are 

dominated by the semidiurnal tide with distinct spring-neap variations. Observed and 

modeled depth-averaged velocity magnitudes approach 1.5 m/s during spring flood tides 

and exceed 2.0 m/s during spring ebb. Model skill, ranges between 0.92 and 0.99 for the 

middle and bottom bins, with errors increasing towards the surface (Table 5). The top 

layer velocities are difficult to model due to the presence of waves, the buoyant plume, 

spatially variable winds,  the relatively coarse vertical model schematization and limited 

data availability (only during flood).  
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The correspondence in measured and modeled flow ellipses illustrates that the 

model is able to capture the across channel variations in flow (Figure 9). In general, the 

flow velocities in the central part of the channel (MGT3) are reproduced more accurately 

then flow along the channel banks. The rotational character and a west-northwest 

orientation of the MGT 1 tidal ellipse display the sheltering effect of Jetty A on the local 

flow. The model reproduces the main direction but tends to over predict the bottom and 

mid-depth flow magnitudes at stations MGT 1 and MGT 5. Largest directional 

differences are observed at MGT 2 (top), and MGT 4 and MGT 5. A mismatch between 

model bathymetry and actual bathymetry present during the experiment as indicated in 

the observed depths of the stations might play a role. Flow magnitudes in the bottom 

layers of stations MGT 1 - 4 are accurately reproduced. The modeled mean flow shows 

the typical characteristics of stratification induced two-layer flow with a net outflow in 

the upper part of the profile, and inflow near the bottom (Figure 10, left). The modeled 

residual and mean peak ebb and flood flow accurately represent the observations (Figure 

10, left and right respectively). The left-hand panel of Figure 10 approximates the 

transect-averaged, residual flow by averaging the individual MGT observations and 

corresponding model output (reference simulation). Results are presented as a station 

averaged flow, plotted over the relative depth wherein 0 is MSL and -1 the bed (the 

individual stations show similar results). Both the residual flow magnitude and the 

transition from seaward flow in the upper part of the profile and landward flow near the 

bed, typical for estuarine circulations, are well reproduced (Figure 10, left). There also 

exists excellent agreement between measured and observed (average) maximum ebb and 

flood peak velocities (Figure 8 bottom and the right panel of Figure 10). The subsurface 
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flood and ebb maxima, and the strong shear in velocities between bottom and surface 

bins are well reproduced. 

We examined the sensitivity of the model to the various forcing processes 

(density, wind, waves). The importance of the density-driven circulation was investigated 

by running the model with a saline river discharge. The results reveal that in the absence 

of density gradients a near-uniform outflow (0.1 m/s) prevails. Density gradients 

introduce the observed and modeled reversal of the mean flow at the bed and augment 

mean and peak flow in the upper half of the water column. Garcı´a Berdeal et. al. [2002] 

and MacCready et al. [2009] point to the importance of wind on the Columbia River 

Plume dynamics. In the model, contributions of wind and waves on peak ebb and flood 

flow are minor with a 1 to 10% increase of the residual outflow near the surface and 

similar decrease in inflow near the bed (Figure 10). The limited wind and wave influence 

is due to the calm conditions encountered during the MGT experiment. 

 
4.4 Waves 

Validation of the wave model SWAN focuses on the process of wave-current 

interaction and bottom friction. Olabarrieta et al. [2011] showed the importance of wave-

current interactions in the nearby Willapa Bay. The measured wave height time-series of 

Figure 4b clearly illustrate the importance of wave-current interactions in the MCR as 

during opposing ebb tides waves nearly double in height. In general the wave model 

tends to underestimate the larger wave heights during peak ebb (Figure 7). This is clearly 

evident between 03/08 and 10/08 and linked to the discrepancy in modeled velocities. 

The sensitivity of the wave-current interaction and related amplified wave heights is 
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clearly illustrated in Figure 12. The MGT measurements are at the edge of the amplified 

wave-height zone and small deviations can lead to significant offsets.    

As described in section 3.2, the standard version of the Delft3D-SWAN uses the 

top layer of the three-dimensional current field as the representative two-dimensional 

current field in SWAN (eq. 8). Under highly-stratified conditions such as in the MCR this 

approach may not be valid. Hence two alternative approaches for integrating the current 

profile are considered here, namely taking the depth-averaged velocities (eq. 9) or the 

wave-weighted approach of Kirby and Chen [1989] given by (eq. 10).  

Figure 11 presents the corresponding scatter plot using all of the MGT data 

compared to the model results. Depth-averaging of the current (eq. 9, center column) 

yields a smaller bias-corrected scatter index in Hm0 than the top-layer approach (eq. 8, 

left-hand column), 0.197 versus 0.212, but increases the negative bias from -0.06 to -

0.126. Especially higher wave heights appear to be underestimated. With this approach, 

both the scatter and the bias of the mean period increase. The scatter in the mean 

steepness parameter Hm0 /Lm0 also increases (0.091 to 0.119), but, due to the lower mean 

periods, the bias is reduced from -0.069 to -0.017. The right-hand column presents the 

results of the simulation with wave orbital-weighted velocities (eq. 10), the physically 

most realistic of the three averaging options. Using this approach, the bias-corrected 

scatter of Hm0 is somewhat reduced (from 0.0197 to 0.0193), and so is the bias of the 

mean steepness Hm0 /Lm0. The statistics of Tm0 are relatively unchanged. The negative bias 

in Hm0 is slightly increased from -6% to -7%. The orbital-averaged method yields 

somewhat better accuracy than both the top-layer and simple depth-averaged methods. 

Because this approach also provides a better representation of the underlying physics of 
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wave-current interaction, the wave orbital-averaged approach (eq. 10) was taken as the 

calibration result. 

Although not fully evident in the scatter plots, the importance of the flow on wave 

attenuation is clearly illustrated in Figure 12. For one selected time step during 

representative ebb, the right panels of Figure 12 show the resultant 2DH current field 

(input to SWAN) and the left panels the Hm0 fields for the three current averaging 

approaches. It can be seen that the Hm0 is significantly increased in the mouth due to the 

ebb flow. The simulation with depth-averaged currents yields the lowest effective 

currents and wave heights. It is, however, interesting to note that the plume mostly affects 

the wave field offshore of the MGT stations, so that its impact is much attenuated in the 

computed time series at MGT4. 

In the results presented above, a wave bottom friction coefficient Cf,JON = 0.067 

m2s3 was used, which is the default value in SWAN for wind sea conditions, based on 

Bouws and Komen [1983]. However, considering that the wave energy propagating 

through the domain is mainly swell from the offshore, a lower value of Cf,JON = 0.038 

m2s3 (swell default, based on Hasselmann et al., 1973b) may be more appropriate. In 

addition, Van Vledder et al. [2010] argue that this lower value of Cf,JON  is appropriate 

under both wind sea and swell conditions. Using the lower Cf,JON  an improvement can be 

seen in the results for Hm0, with a reduction in the negative bias from -7% to -4%. The 

bulk statistics for Tm0 and the steepness parameter Hm0 / Lm0 show only small differences 

(Table 6). 

From the above, the model variant featuring wave-weighted current velocities and 

a bottom friction coefficient of (Cf,JON  = 0.038 m2s3) is considered to be the most accurate 
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of those considered here, and is applied with these settings in combination with the 

hydrodynamic model. 

 
Chapter 5: CONCLUSIONS AND RECOMMENDATIONS 

5.1. Conclusions 

A coupled hydrodynamic and wave model for the Mouth of the Columbia River 

(MCR) based on the Delft3D modeling system was constructed to allow state-of-the-art 

sediment transport modeling in this dynamic estuary entrance (see Part II). The following 

conclusions can be drawn from the results of this study: 

1. The Mega Transect (MGT) measurements provide a valuable dataset for model 

validation.  

2. The measured conditions are typical for summer conditions at MCR.  

3. The MCR model presented here is able to simulate the dominant features of the 

observed tidal flow, salinity and wave fields, which are all important to the 

accurate modeling of sediment transport. 

4. A calibration of the bed roughness in combination with default settings of the 

flow model yielded good agreement in modeled surface elevation, flow and 

salinity at the MCR and through the estuary.  

5. Current velocity profiles in the MCR are highly stratified. Of the three methods 

considered for representing these profiles in the wave model with a single value - 

top layer, depth-averaged or wave orbital averaged – the latter, proposed by Kirby 

and Chen [1989], is considered the most realistic for the MCR. Applying this 

method using a single mean wave number yields some improvement in results 

relative to simulations using the top layer. The performance of the full expression, 
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in which an effective current field is computed for each spectral component, 

should be investigated here. 

6. The use of a lower bottom friction coefficient (Cf,JON  = 0.038 m2s3) improved 

results of Hm0, especially during ebb, relative to those obtained with Cf,JON  = 

0.067 m2s3 without deterioration in the mean period Tm01. 

7. Sensitivity studies shows that, in the absence of density-driven circulation, a near-

uniform seaward flow (0.1 m/s) prevails below MLW. Density gradients 

introduce a reversal of the mean flow at the bed which will be critical to sediment 

transport calculations and augment mean and peak flow in the upper half of the 

water column.  

8. Contributions of wind and waves on residual flow and peak ebb and flood flow 

were minor due to the calm conditions encountered during the summer MGT 

experiment. This implies that sediment transport during calmer summer 

conditions is controlled by density stratification and is likely net landward due to 

the reversal of flow near the bed. During winter conditions, when wind and waves 

are larger and more important, net circulation may be different and the control on 

sediment transport more complicated. These implications for sediment transport 

are the central focus of related studies which will be published in future work. 

  

5.2. Recommendations 

The correspondence between observed and modeled hydrodynamics illustrates 

that the model is well capable of reproducing the hydrodynamic behavior of a dynamic 

estuary entrance, like the Mouth of the Columbia River, at least during summer 
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conditions. Especially the important density driven reversal of mean flow from outflow to 

inflow near the bed is well reproduced. This makes the presented model application a 

powerful tool to investigate hydrodynamics and associated sediment transports.  

River discharges varies strongly throughout the year and the associated density 

fields are likely to fluctuate correspondently. The model should be run over a broad range 

of river conditions to investigate the effects of stratification on residual flow and 

sediment transport at the MCR. Similarly, wind and waves are known to vary seasonally 

and it is likely that sediment transport is wind and wave dominated during storm events, 

while density stratification is less pronounced. Running the model over a large range of 

coastal and river forcing conditions can identify the sediment transport magnitudes and 

patterns over long-term (year-averaged), thus supporting management of the estuary 

entrance. 

 Such events were however not present during the MGT observations. A broader 

range of validation and calibration is therefore essential. Recently added wave buoys on 

the ebb-tidal delta and nearshore measurements provide a more comprehensive validation 

dataset that should be included.  

To improve model prediction in the ocean and MCR domain a detailed 

prescription of boundary conditions is needed to include large-scale coastal forcing such 

as upwelling and downwelling events. Large-scale ocean models are available to provide 

these boundaries. Density variations in the present model are only attributed to salinity, 

whereas additional parameters such as temperature should be included.  

One important aspect is the importance of the current field on the waves. The 

most pronounced effects are observed seaward of the MGT, were measurements are 
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lacking. Measurements on a broader spatial scale are essential to further validate the 

model performance for wave current interaction. 
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Figure 1: The Columbia River is located in the Pacific Northwest coast of the United States, and 
forms part of the Columbia River Littoral Cell that spans 165 km of coastline between Tillamook 
Head(Oregon) to the south and Point Grenville (Washington) to the north. The Continental Shelf 
facing the MCR is 25 to 50 km wide with depths increasing to 150m. 
 
Figure 2: MCR model bathymetry (2002-2004 data) and details of the MCR (insert). The MCR 
connects the lower Columbia River estuary to the Pacific Ocean. The asymmetric ebb-tidal delta 
protrudes 7 km seaward and 15 km alongshore and is dissected by a 17m deep navigational 
channel. The federal navigational channel is kept in depth and place by maintenance dredging 
and three major stone jetties: North Jetty, South Jetty and Jetty A. The North and South Jetty 
extend 3.5 km and 10 km seaward, respectively. Located slightly inward and normal to the 
channel axis, Jetty A was added in 1939 to further stabilize the shifting channel. Maximum depths 
of 25 to 25 m are observed at the Jetty tips. The main channel is aligned along the tips of North-
Jetty and Jetty A. Clatsop spit forms a buffer between a major part of South Jetty and the 
channel. MGT1-5 indicates the tripod locations during the Mega Transect Experiment. 
 
Figure 3: Overview of the forcing conditions during the timeframe of the MGT experiment (3 
August – 9 September 2005). From top to bottom: (a) measured water levels at Astoria, (b) daily 
mean discharges at Beaver Army Terminal, (c, d, e, f) hourly values of wind speed (U10), 
significant wave height, direction and peak period from NDBC buoy 46029 (see Table 1 for 
location). 
 
Figure 4: Time series of representative measurements for the MGT experiment at stations 4 and 
5. From top to bottom: (a) water levels (MGT 4), (b) significant wave heights (MGT 4), (c) salinity 
(MGT 5), (d) depth-averaged velocity derived from averaging the ADCP bins (MGT 5), (e) orbital 
velocities (ADV, MGT 5), and (f) sediment concentrations at 1.3m above the bed for OBS1 and 
OBS2 (MGT 5). 
 
Figure 5: Typical tripod deployed during the MGT campaign. 
 
Figure 6: MCR model grid for flow and waves. Dashed lines indicate the boundaries of the 3 
subdomains for sea, estuary and river. Dashed grey ocean domain shows the extend of the wave 
grid. Top right insert: details computational grid at the MCR.  
 
Figure 7: Time series of observations (solid line) and model results (dashed) at station MGT 4. 
From top to bottom: (a) water levels, (b) significant wave height, (c) mean absolute wave period, 
(d) salinity, (e) depth-averaged velocity, and (f) velocity at ADV location (1.2 m above the bed). 
 
Figure 8 (top panels): Modeled depth-averaged flow at (a) max flood tide (22 August 09:00), (b) 
max ebb tide (22 August 13:00). Month-averaged residual flow velocities in the top (c) and bottom 
layers (d). (e). Measured and modeled maximum ebb and flood flow at stations MGT 1-5 (left to 
right).  
 
Figure 9: Comparison of the observed (solid line) and modeled (dashed) tidal velocity ellipses at 
MGT1-5 in the (a) upper, (b) middle and (c) bottom layers. 
 
Figure 10: (a) Comparison of the observed (dots) and modeled residual flow. (b) Comparison of 
the mean peak ebb and flood currents. Both plots are averaged over MGT1-5 and relative to the 
total water depth. The dashed and dash-dot line illustrate the importance of salinity and wind and 
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waves respectively. An estimate of the salinity contribution is obtained by running a simulation 
with tides and a saline river discharge as forcing. Wind and wave contributions are estimated by 
running with tides and river discharge only. 
 
Figure 11: Scatter plot results of wave model at MGT4 for the entire MGT experiment. Shown are 
results for top-layer (left), depth-averaged (center) and wave-weighted (right). See equations 16, 
17 and 18 for definition of Rel. bias, SI and BCSI. 
 
Figure 12: Influence of current profile averaging in the MCR. Spatial results of Hm0 (left) and 
current fields (right) on 22 Aug 2005 14:00. Shown are results for (a) top-layer, (b) depth-
averaged and (c) wave-weighted methods. 
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Table 1: Summary of observation stations and data used in this study. 
     Station Lat. 

Long.  
X(1) 
Y 

Data Source Wind Waves Water 
levels 

Current Salinity 

 [oN oW] [km]       
NDBC 
46029(2) 

46.1440 
124.5100 

190.330 
97.979 

NOAA X X    

MGT 1 46.2708 
124.0577 

225.869 
110.382 

USGS   X X  

MGT 2 46.2629 
124.0594 

225.698 
109.510 

USGS   X X X 

MGT 3 46.2573 
124.0547 

226.032 
108.872 

USGS   X X  

MGT 4 46.2510 
124.0600 

225.276 
108.206 

USGS  X X X  

MGT 5 46.2398 
124.0673 

224.974 
106.974 

USGS  X X X X 

Astoria(3) 46.2083 
123.7667 

247992.78  
102475.01 

NOAA   X   

Skamokawa(3) 46.2667 
123.452 

272524.09  
107996.22 

NOAA      

Beaver(3) 46.1806 
123.182 

292957.42 
97693.91 

USGS   X X  

red26 46.207 
123.951 

233676.88  
102917.38 

SATURN(4)     X 

dsdma 46.2257 
123.955 

233460.93  
105040.63 

SATURN     X 

grays 46.2735 
123.767 

248167.29   
109642.47 

SATURN     X 

coaof 46.205 
123.774 

247314.67  
102113.36 

SATURN     X 

cbnc3 46.2095 
123.716 

251963.87  
102478.27 

SATURN     X 

(1) Coordinate system: Washington State Plane South. 
(2) http://www.ndbc.noaa.gov/station_page.php?station=46029 
(3) http://tidesandcurrents.noaa.gov 
(4) http://ida.water.usgs.gov/ida/available_records.cfm?sn=14246900 
(5) The SATURN observation network is operated by the Center for Coastal Margin Observation & Prediction (CMOP), under 

the direction of Dr. Antonio Baptista and with support from the National Science Foundation (OCE-0424602), the National 
Oceanic and Atmospheric Administration (NOAA Fisheries and NANOOS), U. S. Army Corps of Engineers, Bonneville 
Power Administration, Office of Naval Research, and the M. J. Murdock Charitable Trust. 
(http://www.stccmop.org/datamart/observation_network) 
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Table 2: Calibrated tidal constituents at the center of the open-sea model boundary 
(facing the MCR). 
Constituent Amp (m) Phase (deg) 
A0 0.000  
M2 0.920 224 
K1 0.425 233 
S2 0.266 247 
O1 0.266 218 
N2 0.190 199 
P1 0.129 230 
K2 0.070 239 
NO1 0.056 194 
Q1 0.055 210 
 
Table 3: Differences in water level amplitude and phases for the 6 main tidal constituents. 
 
 
Station  

Constituent 
M2 K1 S2 O1 N2 P1 
(m) () (m) () (m) () (m) () (m) () (m) () 

MGT4 obs 
mod 

0.91 
0.91 

230 
230 

0.42 
0.42 

220 
220 

0.30 
0.30 

270 
270 

0.27 
0.27 

220 
220 

0.18 
0.18 

207 
207 

0.13 
0.13 

233 
233 

Astoria obs 
mod 

0.93 
0.88 

264 
264 

0.39 
0.38 

256 
258 

0.27 
0.26 

314 
312 

0.24 
0.26 

243 
242 

0.18 
0.16 

242 
244 

0.12 
0.11 

252 
255 

Skamokawa obs 
mod 

0.84 
0.79 

292 
288 

0.32 
0.31 

273 
275 

0.25 
0.22 

343 
340 

0.19 
0.22 

262 
260 

0.15 
0.14 

271 
271 

0.10 
0.09 

270 
272 

Beaver obs 
mod 

0.64 
0.64 

317 
303 

0.24 
0.25 

294 
290 

0.19 
0.17 

10 
358 

0.15 
0.19 

290 
271 

0.12 
0.11 

298 
290 

0.08 
0.08 

291 
288 

 
Table 4: Model Skill and RMS errors for salinity 

Station Model Skill Rmse (ppt) 
MGT3 0.90 3.0 
MGT5 0.87 1.6 
red26 0.90 4.7 
dsdma 0.96 2.9 
grays 0.83 1.7 
coaof 0.86 2.1 
cbnc3 0.69 2.0 

 
Table 5: Comparison of RMS errors, model skill (Willmott 1984) and residual flow for 
MGT 1 to 5 

Station RMS [m/s] Model Skill [-] Residual flow [m/s] 
(bottom bin) 

MSL middle bed MSL middle bed obs model 
MGT1 
MGT2 
MGT3 
MGT4 
MGT5 

0.39 
0.47 
0.39 
0.44 
0.44 

0.22 
0.21 
0.22 
0.24 
0.31 

0.12 
0.16 
0.19 
0.16 
0.20 

0.74 
0.89 
0.94 
0.95 
0.91 

0.95 
0.99 
0.99 
0.99 
0.96 

0.92 
0.97 
0.98 
0.99 
0.94 

0.15 
0.02 
0.09 
0.12 
0.02 

0.15 
0.03 
0.15 
0.14 
0.15 
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Table 6: Summary of the statistical results for waves at MGT4. 1 
RunID Model Settings Statistics 

(1) 

 

CFjon 
(m2/s-3) 

Rel. Bias 
Hm0 

SI Hm0 Rel Bias 
Tm01 

SI Tm01 

1 13 0.067 -0.059 0.221 0.011 0.092 
2 14 0.067 -0.124 0.234 -0.035 0.125 
3 15 0.067 -0.067 0.205 -0.006 0.098 
4 (default) 15 0.038 -0.036 0.195 0.006 0.099 

(1) formulation used to calculate the flow velocities used in SWAN 2 
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