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[1] The marginal ice zone (MIZ) is the boundary between the open ocean and ice‐covered
seas, where sea ice is significantly affected by the onslaught of ocean waves. Waves are
responsible for the breakup of ice floes and determine the extent of the MIZ and floe size
distribution. When the ice cover is highly fragmented, its behavior is qualitatively different
from that of pack ice with large floes. Therefore, it is important to incorporate wave‐ice
interactions into sea ice–ocean models. In order to achieve this goal, two effects are
considered: the role of sea ice as a dampener of wave energy and the wave‐induced breakup
of ice floes. These two processes act in concert to modify the incident wave spectrum and
determine the main properties of the MIZ. A simple but novel parameterization for floe
breaking is derived by considering alternatively ice as a flexible and rigid material and by
using current estimates of ice critical flexural strain and strength. This parameterization is
combined with a wave scattering model in a one‐dimensional numerical framework to
evaluate the floe size distribution and the extent of the MIZ. The model predicts a sharp
transition between fragmented sea ice and the central pack, thus providing a natural
definition for the MIZ. Reasonable values are found for the extent of the MIZ given realistic
initial and boundary conditions. The numerical setting is commensurate with typical ice‐
ocean models, with the future implementation into two‐dimensional sea ice models in mind.
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1. Introduction

[2] The marginal ice zone (MIZ) is the portion of ice‐
covered seas that is significantly affected by open ocean
waves. The MIZ is a complex and highly variable sea ice
environment usually appearing as many individual floes of
arbitrary shape and made of mixed ice types, from young
forming ice to fragmented multiyear ice, depending upon the
location and the history of the MIZ. Ocean waves are the
primary source of energy for ice breakup in the MIZ and are
therefore themain driver determining its properties and extent
[Squire et al., 1995]. Swell can penetrate great distances into
the ice and potentially transform a large ice sheet into a col-
lection of small individual floes, depending on ice conditions
and incident wave energy [Squire, 2007]. One major conse-
quence is to reduce the ice resistance to wind and ocean
current large‐scale stresses. Unlike in the central ice pack, sea
ice in the MIZ is much more mobile and fluid. Thus, the
presence of ice vortices at the ocean’s surface (Figure 1) is a
clear indication of the low cohesion and low shear viscosity
at the large scale.

[3] Many authors attempted to describe ice dynamics in the
MIZ using either simple [Røed and O’Brien, 1981, 1983;
Hakkinen, 1986] and sophisticated ice rheologies [Shen et al.,
1986, 1987; Feltham, 2005]. They all recognized the role
of waves play in ice dynamics but did not explicitly take
them into account. The work of Shen et al. [1987] is a good
example of a rheology formulation that implicitly considers
the role of waves. They first consider sea ice as a collection of
circular floating disks of constant diameter that collide with
each other thanks to the wave‐induced random motion. The
fluctuation velocity is set constant, uniform, and significantly
larger than the large‐scale deformation, assumptions made in
order to obtain an analytical expression for the stress tensor.
The resulting non‐Newtonian fluid has lower strength,
cohesion and viscosities compared to the viscous‐plastic
(VP) formulation [Hibler, 1979], in agreement with the
dynamical properties of the MIZ. Waves are implicitly
included in the fact that sea ice is fragmented and that floes are
animated by randommotion. Ideally, if a collisional rheology
is to be implemented in a sea ice model, waves would have to
be considered explicitly, although an empirical method
would also be possible.
[4] Waves also impact sea ice thermodynamics. By

breaking up the floes, they can accelerate ice melting during
summer due to enhanced lateral melting for small floes
[Steele et al., 1989; Steele, 1992], and promote ice forma-
tion during winter by creating interstices between ice floes
where new ice can form.Waves can affect ice growth and heat
fluxes in polynya and near the ice edge [Lange et al., 1989],
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and significantly alter ocean mixing and air‐sea momentum
transfer [Janssen, 2004; Jenkins, 2007].
[5] In the Antarctic, theMIZ surrounds the Southern Ocean

ice cover, which is continuously impacted by ocean swell
from the Indian, Atlantic and Pacific Oceans. In the Arctic,
the MIZ is mainly encountered in the marginal seas, such as
the Nordic Seas, the Barents Sea, the Beaufort Sea and the
Labrador Sea. By strongly scattering the wave energy, thick
multiyear ice prevents swell from penetrating deeply into the
Arctic ice pack. However, with the recent changes affecting
Arctic sea ice, the Arctic has more ice‐free seas exposed to
wind. Consequently, waves gain more energy from the
extended fetch and can therefore penetrate further into the ice
pack. With the increasing human presence in the Arctic,
waves pose security and safety issues. As marginal seas are
targeted for oil and gas exploitation, understanding and pre-
dicting ocean waves and their effects on sea ice become
crucial for structure design and for real‐time safety of op-
erations. The juxtaposition of waves and sea ice represents a
risk for personnel and equipment deployed on ice, and may
complicate critical operations like a platform evacuation. The
risk is difficult to evaluate because there are no long‐term
observations of waves in ice, swell events are difficult to
predict from local conditions, ice breakup can occur on very
short timescales [Liu and Mollo‐Christensen, 1988; Marko,
2003], and wave‐ice interactions are beyond the scope of
current forecasting models. For these reasons, the need to
incorporate wave‐ice interactions in sea ice–ocean forecast-
ing models is becoming a pressing issue.
[6] The main objective of this paper is to design and test a

method to calculate the floe size distribution as waves prop-
agate through and break up sea ice into small floes. This
method aims at introducing floe size as a prognostic variable
in sea ice models for the inclusion of MIZ processes. In this

paper, two processes are identified, parameterized, and tested
in both idealized and realistic conditions: (1) the attenuation
of gravity waves in sea ice and (2) floe breaking due to the
action of waves.
[7] In the former case, we take advantage of the significant

advances made in the mathematical modeling of waves in
ice‐covered seas. The theory that considers ice floes as
floating elastic plates, formulated by Wadhams [1986], was
solved by Meylan and Squire [1994] in two dimensions.
The three‐dimensional solution of this problem began with
the work of Masson and Leblond [1989] and was sub-
sequently developed by others [Meylan and Squire, 1996;
Meylan et al., 1997; Meylan, 2002; Bennetts et al., 2010]. In
Squire’s [2007] review, it is argued that the level of realism
of today’s models encourages to use and test them in more
realistic problems. Here we use the model of Kohout and
Meylan [2008] developed for the MIZ.
[8] To account for floe breaking, we use an approach that

differs from the elastic plate theory, but still recognize the
mechanical properties of sea ice. This approach takes into
account experimental knowledge about the flexural strength
of sea ice, which is not explicitly included in the elastic
plate theory. Finally, these two processes are combined and
implemented in a numerical framework commensurate
with typical ice‐ocean models, in order to facilitate further
implementation in climate or operational coupled models.
A functional definition of the MIZ follows naturally and is
used to estimate its extent.
[9] The outline of the paper is as follow. The model and

its components are described in section 2. In section 3, the
sensitivity of the model to parameters and environmental
conditions is assessed. Then, the model is applied on the
output of a high‐resolution ice‐ocean model of Fram Strait.
Based on these results, an empirical method is proposed
to segregate dynamical regimes in sea ice models without
having to include waves explicitly. A conclusion is provided
in section 4.

2. Model

2.1. Incident Wave Spectrum

[10] Ocean waves are forced by the wind and their energy is
a function of wind speed and fetch, i.e., the distance over
which the wind blows. Short waves are first produced and
grow into longer waves due to dispersion and wave‐wave
interactions. Under sustained wind conditions, waves grow
until generation is balanced by dissipation (e.g., through
wave breaking). A fully developed sea is then achieved.
Transient sea states are referred to as partially developed seas
or growing seas. When wind weakens or waves travel away
from their site of generation, the sea is said to be decaying.
Energy density spectra are used to characterize the sea state,
which can be retrieved from times series of sea surface ele-
vation or produced by a spectral wave model. Typically,
the wave spectrum can be characterized by a finite set of
parameters such as the peak period Tp and the significant
wave height Hs, defined as the average height (from trough
to crest) of the 1/3 highest waves in a given record [World
Meteorological Organization (WMO), 1998]. Semiempiri-
cal functions based on these two parameters have been
proposed to characterize the wave spectrum of different sea

Figure 1. Synthetic aperture radar (SAR) image of Fram
Strait on 16 January 2010. The thick dashed line marks the
transition between the marginal ice zone (MIZ, area B, where
floes are undistinguishable) and the central ice pack (area A,
where floes are large enough to be distinguished). Area C
represents open water. The width of area B varies from
25 to 100 km.
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states. The Pierson‐Moskowitz spectrum SP [Pierson and
Moskowitz, 1964] describes a fully developed seas using
the peak period as the only free parameter. It was obtained
from wave measurements in the North Atlantic and is given
by

SP Tð Þ ¼ 8:1� 10�3g2
T

2�

� �5

e�1:25 T=Tpð Þ4 ; ð1Þ

where T is the period and g = 9.81 m2 s−1 is the gravita-
tional acceleration. To represent a broader range of partially
developed seas, the two‐parameter Bretschneider spectrum
SB [Ochi, 1998] is used and includes a dependence on both
Hs and Tp. It is defined by

SB Tð Þ ¼ 1:25H2
s T

5

8�T4
p

e�1:25 T=Tpð Þ4 : ð2Þ

SP is obtained from (2) by letting Tp = 5p
ffiffiffiffiffiffiffiffiffiffi
Hs=g

p
. A real sea

is the result of an infinite number of superimposing waves
with different periods, speeds, amplitudes and directions. A
wave spectrum gives averaged information about the spectral
distribution of the wave energy, which is proportional to the
square of the amplitude. Although it can be written using
continuous functions like those mentioned above, the wave-
field is defined in a discretized spectral domain, whether it is
provided by a wavemodel or calculated fromwave data using

Fourier transforms. By integrating S over a range of periods,
one obtains information about the average amplitude of this
group of waves. In a discretized spectral domain,

Aw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sw!w

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4�Sw=Tw

p
ð3Þ

can be regarded as the mean amplitude for a given interval,
say between Tw − DT and Tw + DT [WMO, 1998]. By
choosingDT small enough, one can resolve the spectrum and
obtain a good estimation of the mean amplitude. Figure 2
shows the wave amplitude spectrum corresponding to the
Pierson‐Moskowitz spectrum with different Tp values. The
real amplitude, however, results from the superimposition
of many waves with different phases and directions in space
and time. Because selective attenuation tends to narrow the
spectrum toward low frequencies and dispersion tends to
decorrelate individual waves that travel with different speeds,
this effect is more significant near the ice edge and becomes
less important as waves propagate in sea ice. Although pos-
sibly significant, it is neglected here since the goal is to assess
the validity and sensitivity of a simple approach.

2.2. Wave Propagation and Attenuation

[11] Theoretical and observational studies show that wave
energy is strongly attenuated in sea ice, with an increasing
exponential decay with increasing frequency. Wave mea-
surements fromWadhams et al. [1988] provide evidence that
wave scattering occurring at floe edges is the dominant
mechanism for energy loss in the MIZ. This is further sup-
ported by a reasonably good correspondence between wave
measurements and the results from a scattering model of
Kohout and Meylan [2008] (hereby referred to as KM).
[12] The amplitude of gravity waves traveling in sea ice is

small relative to the wavelength, such that linearity can rea-
sonably be assumed and each wave of period Tw (w = 1,2,3..)
can be considered separately and independently. In a
one‐dimensional configuration, a constant direction of prop-
agation is assumed, from the ice edge inward. The wave
amplitude is advected explicitly using an upwind scheme
of the form

Anþ1
w; j ¼ An

w; j þ
awDt

Dx
An
w;j�1 � An

w; j

� �
; ð4Þ

where aw is the group speed, Aw the amplitude of the wave w,
and j and n are used for space and time indexing, respectively.
Dx is the grid cell size and Dt is the time step. Wave atten-
uation is represented by

Anþ1
w; j ¼ Anþ1

w; j exp ��w; jawDt
� � ð5Þ

and is applied after the advection at each time step. a is an
attenuation coefficient in m−1 that depends on the wave period
and the ice thickness. To compute a, the two‐dimensional
(one horizontal and one vertical) wave scattering model of
KM, specifically developed for the MIZ, is used. In this
model, floes are treated as floating elastic plates with pre-
scribed length and thickness. Any other viscous effects
potentially attenuatingwaves are neglected. Themodel solves
for the sum of reflected and transmitted waves at each floe
interface and the attenuation is obtained by taking the ratio

Figure 2. (a) The Pierson‐Moskowitz wave energy spec-
trum and (b) the corresponding wave amplitude spectrum
for different peak periods, Tp = 6, 8, and 10 s. (c) Strain
and stress yield amplitude (Ac

" and Ac
s, respectively) above

which waves are breaking a 1 m thick ice plate. The solid line
represents the combination of the two modes of failure, i.e.,
the minimum yield amplitude.
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between transmitted and incident wave energy. To average
out resonance effects, a Monte Carlo method is used to
compute the energy attenuation coefficient for a large num-
ber of floes with their lengths obeying a Rayleigh distribu-
tion. KM’s results support the idea that the wave energy
decays exponentially with the the number of floes N, i.e.,
E ∼ E0e

−~�N, with an attenuation coefficient that is indepen-
dent of the floe length for floes larger than ∼20 m, for wave
periods between 6 and 16 s [Kohout, 2008]. When floes are
smaller than 20 m, i.e., a fraction of the wavelength, they do
not bend significantly and the reflection is reduced. If
attenuation should occur for small floes, other mechanisms
that are not included in KM’s model must be included. The
dimensionless energy attenuation coefficient ~� is converted
to a dimensional amplitude attenuation coefficient using a =
c~�/2D, where c is the ice concentration and D is the mean
size of the floes over the traveled distance awDt. An expres-
sion for the mean floe size is derived later in this paper from
a floe size distribution. The factor 2 in the denominator
comes from the fact that the wave energy is proportional to
the square of the amplitude. Figure 3 shows how ~� varies
with wave period and ice thickness according to KM.
[13] A flexural gravity wave has a different dispersion

relation than the corresponding ice‐free gravity wave, i.e., a
different speed and wave number. In a MIZ, waves alterna-
tively travel through ice‐free water and through ice floes. In
this study, we use the ice‐free deep water dispersion relation
given by l = gT2/2p [WMO, 1998]. The change in the
wavelength between an ice‐free and an ice‐coupled flexural
gravity wave is significant only for waves shorter than 10 s for
1 m thick ice [Wadhams, 1986]. To give an idea of the dis-
crepancy, for T = 6 s, the wavelength increases from ∼60m to
∼90 m for an ice‐coupled wave.
[14] Moreover, from (4) and (5), one can see that the wave

speed only affects the time required for the wave to travel a

certain distance. If boundary conditions are kept constant, the
final waves‐in‐ice spectrum at one particular point is inde-
pendent of the speed. However, during model integration, we
make sure that waves are all advanced simultaneously so that
the cumulative effect on the ice cover will be taken into
account by the whole spectrum. In other words, the spec-
tral loop is inside the spatial loop, which is inside the time
loop.

2.3. Floe Breaking Parameterization

[15] Sea ice growth follows several development stages,
from grease ice, to pancake ice and finally to a consolidated
ice cover. Shen et al. [2001] provide a good description of
these stages and highlight the role waves are playing at each
stage. They describe a conceptual model for pancake ice
formation and derive an expression for the limiting diameter
in the presence of a wavefield, which is verified experimen-
tally by Shen et al. [2004]. The limiting size of pancakes is
mainly controlled by tensile stresses induced by the hori-
zontal differential drag imposed by waves. The maximum
diameter is typically 1 m and only short waves (1–2 s) have a
significant impact on this type of ice. As sea ice grows thicker
and harder, wave‐induced tensile stresses are exceeded by
flexural stresses.
[16] The flexural response of ice floes of finite sizes has

been described following different approaches [Timoshenko
et al., 1974; Goodman et al., 1980], including numerical
modeling [Squire, 1981], but no complete analytical
description exists so far. Floe breaking due to waves is further
complicated by the very high variability of ice mechanical
properties influenced by the microstructure (e.g., grain size,
crack density, liquid water content) and the strain history
[Wadhams, 1986]. To derive a floe breaking parameteriza-
tion, we combine two ways of measuring bending failure,
each characterized by a a critical value: a critical strain and a
critical stress (strength). These two approaches are not based
on the elastic plate theory and thus cannot be considered as a
complete and coherent description of the flexural response of
an ice floe. Instead, ice is first considered as a flexible material
(no rigidity) that fails when the flexural strain limit is reached
and a first criterion is derived. Secondly, ice is considered as a
very rigid material where cavitation and submergence are
both allowed. In that configuration, flexural stresses appear
due to gravity and buoyancy forces and ice fails when the
flexural strength is reached. These two criteria are computed
separately and then merged to form a low‐pass filter function
for the floe size distribution.
2.3.1. Strain Failure
[17] The flexural strain is defined as

" ¼ h

2

@2�

@x2
; ð6Þ

where h is the sea surface elevation, h is the ice thickness and
x is the horizontal distance. We suppose that the ice plate is
finite, that the wavelength and amplitude of the wave are the
same as in open water, and that the plate conforms to the wave
profile (Figure 4, middle). For a sinusoidal wave profile h =
Asin(kx − wt), the maximum strain is " = hAk2/2 and the
distance between two consecutive maxima is l/2. The yield
amplitude, i.e., the amplitude that will make the ice fail, is

Figure 3. Dimensionless energy attenuation coefficient ~�
(per floe) given by the model of Kohout and Meylan [2008]
as a function of ice floe thickness and wave period. The
domain of validity is restricted to wave periods between 6 and
16 s.
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obtained when the strain reaches the strain yield limit "c and
is given by

A"
c ¼

"c�
2

2�2h
: ð7Þ

The strain is linearly proportional to the thickness and
inversely proportional to the square of the wavelength. For
short waves, smaller amplitudes are thus required to break
the ice (Figure 2). This mechanism is only effective near the
ice edge because of the rapid decay of short waves.
2.3.2. Stress Failure
[18] When a flexural stress is applied on sea ice, a certain

amount is released through strain and the remaining goes into
the energy at the scale of ice crystals for maintaining the
integrity of the ice body. By using the proper instrumentation
and experimental design, it is possible to measure both the
strain and the stress at failure. By considering sea ice as
flexible enough to conform to the wave profile, we have been
able to determine a yield criterion based on the knowledge of
the strain at failure. Now, we consider sea ice as a rigid
material, calculate the stress imposed by a passing wave, and
take advantage of the fact that we know the stress at failure (or
flexural strength), to derive a second complementary crite-
rion. For this, we consider an ice plate of constant thickness
floating on a sinusoidal sea surface height h = Asin(kx)
(Figure 4, top). It is assumed that the ice plate is many times
longer than the wavelength so that it rests horizontally in
isostatic equilibrium and parallel to the mean sea surface
level. At a wave crest, a portion of the sea ice plate is sub-
merged beyond equilibrium and a net upward force Pu due to
buoyancy is applied. At a wave trough, the emerged portion
increases the apparent weight and a net downward force Pd is
applied. The upward force is the excess of buoyancy pro-
portional to rw, the downward force is the excess of weight
proportional to rice, and Pu = Pd in order to preserve equi-
librium. Pu (Pd) is obtained by integrating over the portion of
the wave profile where the upward (downward) force is act-
ing. Because rw ≠ rice, the integration must be done over a
distance smaller than l/2 for Pu and larger for Pd, which
unnecessarily complicates the solution. Instead, we average

by integrating over a half cycle while considering that P =
(∣Pu∣ + ∣Pd∣)/2 is acting both at crests and troughs. In this way,

P ¼ gA

2
�w

Z �=2

0
sin kxð Þdx

					
					þ �ice

Z �

�=2
sin kxð Þdx

					
					

 !
¼ g�A�

�
;

ð8Þ

where � ≡ (rw + rice)/2, rw = 1025 kg m−3 is the seawater
density, rice = 922.5 kg m−3 is the sea ice density, and P is a
force per unit distance.
[19] To obtain the flexural stress produced by alternating

vertical forces, we use the similarity between this configu-
ration and the so‐called three‐point flexural test setup. This
setup involves placing a rectangular beam of thickness h and
width b on two supports separated by a distance L. A force F
is applied in the center between the supports. The flexural
stress s is then obtained with the following equation
[Schwarz et al., 1981]

� ¼ 3FL

2bh2
: ð9Þ

The flexural strength of the material is the flexural stress at
which the beam fails or fractures. Substituting (8) in (9)
knowing that P is equivalent to F/b, and replacing L by l/2,
the flexural stress for a wave traveling through an ice plate is
written as

� ¼ 3g�A�2

2�h2
: ð10Þ

Inverting (10) and replacing s by the flexural strength sc
leads to

A�
c ¼ 2�h2�c

3g��2
: ð11Þ

[20] The effective yield amplitude for arbitrary ice and
wave conditions would be given by Ac = min(Ac

", Ac
s). Again,

the two yield criteria are based on twoways of considering the
same failure mechanisms, bending failure, that consider two
extreme behaviors of sea ice which are both physical. Despite
its simplicity, the derivation of the stress failure criterion is
done here for the first time and differs from the elastic plate
theory with which it should eventually be compared. A
noticeable difference is the fact that the stress failure criterion
allows cavitation and submergence which is not assumed in
the elastic plate theory.
[21] By using the deepwater dispersion relation (where l/

T2), one sees that Ac
s / h2/T4 and Ac

" / T4/h. This is shown
in Figure 2c where the yield amplitude is plotted as a function
of the wave period. Strain failure dominates for short waves,
where the sea level curvature is maximal. Stress failure
dominates for long waves and when stresses between two
consecutive wave crests are likely to break even for small
amplitude, which is intuitively sensible. If very long swells
(T > ∼20 s) effectively break the ice, the distance between
cracks is also very long andmay not necessarily transform the
ice cover into a marginal ice zone. Short waves will produce
small floes, but, as they are more strongly attenuated than
long waves, they will not significantly affect the extent of the
marginal ice zone. Thus, the most influential waves for the

Figure 4. Schematic representation of the two bending fail-
ure mechanisms considered for an ice plate of thickness h and
for a wave of amplitude A. (top) If the ice plate is considered
rigid, upward and downward forces are sequentially applied
separated by a distance l/2 and a stress yield criterion applies.
(middle) If the plate bends following the wave profile, a strain
criterion is used to determine floe breaking. (bottom) When
ice breaks, it produces floes having a maximum size D = l/2.
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marginal ice zone are the ones in the medium range
(approximately 6 to 16 s), in line with observations [Haskell
et al., 1996].
2.3.3. The Effect of Fatigue
[22] When ice is repeatedly put under stress like in the

presence of a wave train, failure can occur when the stress is
below the limit value. This property is known as the material
fatigue. If there exists a stress below which the material
maintains its integrity and resists failure, this limit is called
the endurance limit. In sea ice, the endurance limit has been
estimated to be approximately 60% of the flexural strength
[Langhorne et al., 1998]. Consequently, we choose here to
simply parameterize the effect of fatigue by replacing sc
and "c by their endurance limit msc and m"c, respectively,
with m ’ 0.6. Langhorne et al. [1998] found that m"c ’ 3 ×
10−5. To estimate sc, Timco and O’Brien [1994] have com-
piled more than two thousand measurements. Values range
from 0.25 to 1.0 MPa depending on the brine content, the ice
temperature, the measurement method, and the size of the
beam of ice used. A value of 0.67MPa is used throughout the
remainder of this paper unless otherwise specified.
[23] Using the elastic plate theory of Goodman et al.

[1980], Wadhams [1986] estimates that a 12 s wave has a
critical amplitude Ac = 7 cm in 3 m thick ice and produces
floes with a maximum size of 200 m, with the floe size
decreasing with increasing wave amplitude. Our parameter-
ization gives results in the same order of magnitude with Ac =
3 cm and an amplitude‐independent maximum floe size of
112 m. The former uses the elastic plate theory and consider
ice‐coupled flexural gravity waves, but neglects buoyancy
effects considered in the present work. Moreover, the latter
is expressed in much simpler terms and therefore easier to
implement in a numerical model.

2.4. On the Floe Size Distribution

[24] To calculate the dimensional attenuation coefficient a,
an estimation of the mean floe size is required. This is pos-
sible only if the floe size distribution is known. The floe
breaking parameterization derived in section 2.3.3 can be
viewed as a truncation scheme that sets an upper limitDmax to
a floe size distribution. A lower limit is set to a value Dmin =
20 m approximately corresponding to the onset of wave
scattering in KM’s model. This value is independent of floe
thickness and wave period. The question we ask now is how
are floe sizes distributed between these limits? When frag-
mentation, or crushing, is the dominant process affecting the
fragment size distribution of a material, the size distribution
can be constructed using a renormalization group method
[Turcotte, 1986; Palmer and Sanderson, 1991]. For sea ice
the floe size distribution in a MIZ generally follows a power
law of the form N(D) ≈ D−g with 0 < g < 2 [Rothrock and
Thorndike, 1984; Toyota et al., 2006, 2011]. This method
is used here to find an expression for the mean floe size
when the extrema of the distribution are known. A detailed
description of the method is given by Toyota et al. [2011] and
references therein, but a part of the analysis is repeated here to
demonstrate the inclusion of the limit values (Dmin, Dmax).
[25] Let us consider a square area of dimension Dx sepa-

rated in N0 squares of dimensionDmax. The squares represent
ice floes broken by waves. We suppose that other random
processes such as floe‐floe collisions and higher‐order sea
surface slopes created by the combination of multiple waves

will further fragment the floes. Following the renormalization
group method, floes of size Dmax are then fragmented into x2

floes of equal size Dmax/x with a probability f (0 ≤ f ≤ 1). x is
an integer larger or equal to 2 which determines the number of
pieces each floe will be fragmented into. After the first
fragmentation step, the number of floes of size Dmax is ~N0 =
(1 − f )N0 and the number of floes of size Dmax/x is N1 =
x2fN0. If this step is repeated m times, the number of floes
of size Dmax/x

m is ~Nm = (1 − f)(x2f)m N0. By imposing a
lower limit to the floe size, the number of fragmentation
steps M is limited to

M ¼ log� Dmax=Dminð Þ� �
: ð12Þ

The minimum floe size does not mean that there are no
smaller floes, but that floes smaller than Dmin do not
contribute significantly to scattering. The mean floe size is
calculated from the distribution ~Nm(Dm) as

D ¼
PM

m¼0 �2Fð Þm��mDmaxPM
m¼0 �2Fð Þm : ð13Þ

If Dmax = 200 m, Dmin = 20 m, f = 0.9, and x = 2, we
obtain M = 3 and a mean floe size D = 36 m.
[26] The probability f that a floe will break is interpreted as

the fragility of the floes [Allegre et al., 1982; Turcotte, 1986].
The more fragile they are the more likely they will break in
smaller pieces. The concept of fragility can vary according to
a number of factors. Values of f have been calculated in many
different regions at different times during the year. They are
consistently higher during the melt season [Steer et al., 2008]
and decrease with distance [Toyota et al., 2011]. Here, a
constant value f = 0.9 is adopted for simplicity.

2.5. Model Step Sequence

[27] Here we summarize how the model operates and how
the different components described previously are organized
in the integration sequence. Table 1 provides a list of all
model parameters and variables with their units and values.
[28] 1. The numerical grid is set up with one spatial

dimension and one spectral dimension. The spectral domain
covers periods from 6 to 15.9 s separated by 0.3 s intervals.
The spectral discretization will dictate how floe size is dis-
cretized since it is calculated as half the wavelength of the
smallest destructive wave. Sea ice concentration and thick-
ness are interpolated on the grid.
[29] 2. Being only period dependent, wave speed and

wavelength are initialized before the integration. The ampli-
tude is set to zero initially for all waves, while floe size is set to
500 m. This value is chosen in order to simulate a background
attenuation due to leads, cracks, ridges and other inhomoge-
neities in rigid plastic ice conditions. Wave forcing is speci-
fied as a boundary condition such that Aw ,j = 1

n =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sw!w

p
.

Finally, the yield amplitude Ac is calculated as a function
of ice thickness and wave period.
[30] 3. The integration is further divided in five substeps.

First, wave amplitude is advected. In order to perform the
attenuation step, the dimensionless attenuation coefficient is
retrieved from a lookup table and converted into a dimen-
sional coefficient using the information about the maximal
floe size. The yield criterion is tested to decide whether the
ice is broken. If the ice is unbroken, D = Dmax. If the wave
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has fragmented the ice cover in a previous time step, thenD is
obtained using equation (13). Attenuation is performed and
the updated amplitude is compared with the yield amplitude
to determine if the new wave will break up the ice and hence
if the floe size must be updated, i.e., further reduced. If not,
Dmax remains unchanged.
[31] 4. The integration is stopped after the slowest wave

has crossed the entire domain. The waves‐in‐ice amplitude
spectrum and the maximal floe size are saved for analysis.

3. Results

[32] Figure 5 shows detailed results for one model run.
Figures 5a–5d show the time evolution of the wave amplitude
for different periods. Waves propagate unattenuated in ice‐
free water and are selectively attenuated in the ice, according
to the scattering attenuation coefficient. Numerical dispersion
tends to broaden the wavefront in time in a period‐dependent
manner. Since boundary conditions are kept constant
throughout the integration (Aw,j = 1

n = Aw = constant), this has
no effect on the final result and the slowest wave crosses the
entire domain (∼500 km) in approximately 12 h. As waves
break up the ice, the maximum floe size Dmax progressively
increases from the ice edge inward (Figure 5e). Short waves
that produce small floes are rapidly and exponentially
dampened below their yield amplitude. Larger waves atten-
uate almost linearly due to a progressive decrease in the
number of floes per unit distance. Eventually, all waves
are attenuated below their yield amplitude, which increases
with ice thickness (Figure 5f), and fragmentation stops.
Beyond this point, the attenuation rate stabilizes and settle
to a thickness‐dependent value with D = 500 m.

[33] We define the MIZ as ice with floe sizes below 200 m,
which corresponds to half the wavelength of the longest wave
(T = 15.9 s). Figure 5e shows how theMIZ and its extent LMIZ

are defined. One interesting result can readily be noted: the
model produces a sharp transition between the MIZ and the
inner ice pack. This result mirrors what is usually observed in
Fram Strait (Figure 1) and provides an interesting criterion for
distinguishing ice dynamical regimes. As we chose a small
value for DT = 0.3 s, this result is likely to be independent
of the spectral resolution and represents well the physical
response of the system. In section 3.1, we look at how the
extent of the MIZ varies when environmental conditions and
ice mechanical properties change.

3.1. Model Sensitivity in Idealized Conditions

[34] As seen in sections 2.2 and 2.3, ice thickness and wave
period are expected to be the two most determinant factors of

Table 1. Model Parameters and Variables

Parameter Symbol Value

Grid cell size Dx 5 km
Time step Dt 400 s
Wave period increment DT 0.3 s
Flexural strength sc 0.67–0.95 MPa
Flexural strain endurance limit m"c 3 × 10−5

Minimum floe size Dmin 20 m
Fragmentation factor x 2
Fatigue m 0.6
Ice fragility f 0.9
Ice density rice 922.5 kg m−3

Seawater density rw 1025 kg m−3

Gravitational acceleration g 9.81 m s−2

Variable Symbol Units

Wave phase speed a m s−1

Wave group speed ag m s−1

Wavelength l m
Significant wave height Hs m
Peak period Tp s
Adimensional attenuation coefficient ~� dimensionless
Dimensional attenuation coefficient a m−1

Ice thickness h m
Ice concentration c dimensionless
Sea surface height h m
Wave amplitude A m
Stress yield amplitude Ac

s m
Strain yield amplitude Ac

" m
Effective yield amplitude Ac m
Maximum floe size Dmax m
Average floe size D m

Figure 5. Wave advection and attenuation of wave ampli-
tude for different periods: (a) 6, (b) 8, (c) 10, and (d) 12 s. Ini-
tial values correspond to a Pierson‐Moskowitz spectrum with
Tp = 6 s. Dashed lines showwave amplitude at every five time
steps (Dt = 400 s). The solid line represents the final station-
ary wave amplitude. (e) Maximum floe size and (f) ice thick-
ness are also shown. The marginal ice zone is defined as the
portion of the ice cover where the floe size does not exceed
200 m.
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the MIZ extent through how they affect floe breaking
and wave attenuation. To quantify model sensitivity to ice
thickness, we prescribe different profiles, three exponential
profiles with different saturation values (1, 2, and 3 m) and
one profile with constant thickness (0.85 m, Figure 6). We
prescribe a Pierson‐Moskowitz wave amplitude spectrum
with peak periods ranging from 4 to 10 s. Finally, two dif-
ferent values of ice strength are used to capture the variabil-
ity of sea ice brine content [Timco andO’Brien, 1994]. Strong
and weak ice are defined by specifying different flexural

strength values: sc = 0.95 MPa for strong ice and sc =
0.67 MPa for weak ice.
[35] Figure 7 shows how the extent of the MIZ and the

maximum floe size vary as a function of these three para-
meters. The ice strength has a small influence on the extent of
the MIZ (typically between 5 to 25%). The peak period of the
wave spectrum and the ice thickness are the most important
factors affecting the ice breaking penetration distance. It
increases exponentially with the peak period and it is highly
influenced by the thickness of the ice cover. For a constant
thickness profile, short waves are strongly damped near the
ice edge so that LMIZ stays small for short peak periods, but
diverges quicklywhen longer waves kick in.WhenTp reaches
8–9 s and sea ice thickness is less than 2.0 m, floe breaking
occurs over a thousand kilometers. Such conditions are typi-
cally found in the Southern Ocean where fully developed seas
impact on a first‐year ice cover with typical thicknesses
between 0 and 2 m [Worby et al., 2008]. Experiments with
two different fragility values (f = 0.6 and 0.9) were also per-
formed, and produced variations comparable to those asso-
ciated with changes in ice strength (not shown), confirming
again that ice thickness and wave energy are the main factors
determining the extent of the MIZ. More specifically, swells
longer than 8–10 s have the most significant impact.
[36] The maximum floe size at the inner boundary increases

linearly with the peak period independently of ice thickness
and flexural strength (Figures 7c and 7d). In all simulations the
MIZ is defined by a step‐like progression of the maximum

Figure 6. Thickness profiles used in the idealized experi-
ments: one constant thickness profile h0 = 0.85 m (dashed
line) and three exponential profiles of the form h = hsat (1 −
exp(x[km]/60)) with hsat = 1.0, 2.0, and 3.0 m (solid line).

Figure 7. (a, b) Extent of the MIZ, LMIZ, as a function of the Pierson‐Moskowitz peak period for different
ice thickness profiles (see Figure 6). (c, d) Floe size at the inner boundary DMIZ, which also corresponds to
the maximum value across the MIZ. Schematic representations of LMIZ and DMIZ are shown in Figure 5.
Results for weak ice (sc = 0.67 MPa, Figures 7a and 7c). Results for strong ice (sc = 0.95 MPa, Figures 7b
and 7d).
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floe size (see Figure 5 for one example) even though nothing
is prescribed in the formulation of the model that could pro-
duce such behavior. Beyond the inner boundary of the MIZ,
long waves continue to propagate without breaking the ice,
attenuate less due to a smaller number of floes, and could
retain enough energy to break thin ice encountered on their
path.

3.2. Application to Fram Strait

[37] The model is applied here using more realistic ice
thickness profiles. These profiles come from the output of a
high‐resolution (3.5 km) sea ice‐ocean model covering
the Fram Strait and the Greenland Sea. The model is a
nested configuration of the Hybrid Coordinate Ocean
Model (HYCOM) receiving boundary conditions from the
TOPAZ system [Bertino and Lisæter, 2008]. This model
gives a good representation of the ice edge position between
76°N and 81°N (Figure 8). A transect along the 79°N parallel
is chosen to carry the simulation. The MIZ in this area is
maintained by waves developed in the North Atlantic and the
Nordic Seas regularly impacting the ice edge. The Fram Strait
is of particular interest as it is the deepest connection between
the Arctic and the Atlantic and the waterway through which
most ice is exported from the Arctic. Generally, three ice
types can be distinguished in Fram Strait: aMIZ near the edge
where thickness increases progressively; a central region
where ice is thickest and mainly composed of multiyear ice
drifting southward from the Arctic; a band of landfast ice
along the coast of Greenland where thickness is mostly lim-
ited by thermodynamic growth.
[38] The modeled thickness represents these three regions

well, although ice along the coast is not landfast. However,

with maximum thicknesses of ∼2 m across the transect, we
suspect that the model underestimates the thickness of multi-
year ice in the central part. Time series of upward looking
sonar data placed on the shelf break along 79°N in Fram Strait
over a 10 year period show monthly averaged values oscil-
lating between 1 and 5 m, with a mean value around 3 m
[Widell et al., 2003]. The model thus underestimates ice
thickness. To account for such bias, we carry two simulations,
one with the original model output and one where thickness is
doubled (noted in the colorbar of Figure 9), acknowledging
that the general spatial variability is well represented. Ice
concentration is the same for both simulations.
[39] For the incident wave energy, we use Bretschneider’s

two‐parameter wave spectrum. The 6 hourly averaged para-
metric data (Hs and Tp) are extracted from the Wave Model
(WAM) operated by the Environmental Center for Medium‐
Range Weather Forecasting (ECMWF). In order to have a
conservative estimate of the MIZ extent, i.e., the maximum
penetration of waves, we take the maximum daily value and
assume that waves are traveling inward along the transect.
Then we proceed with the same approach described in
section 3. Ice and wave conditions are updated every day and
the floe size is reinitialized so that the system has no memory
of the previous day’s MIZ. Although unrealistic, the resulting
time series of the floe breaking penetration distance during a
complete seasonal cycle allow us to assess how variable this
process is with changing ice and wave conditions.
[40] Figure 9 shows the results for both simulations. The

MIZ is represented by the colored area in Figures 9d and
9e, while the black color represents unbroken ice. The MIZ
extent varies strongly with respect to wave energy, but values
remain in a realistic range. Although some wave events are

Figure 8. Map of the Fram Strait area showing the observed (red line) and simulated (blue line) ice edges
on 7 November 2007. The thick black line along 79°N shows the location where the ice parameters were
extracted for the simulations. The gray box shows the grid cell where ocean wavefields were extracted from
the ERA‐Interim reanalysis. The domain of the Hybrid Coordinate OceanModel (HYCOM)model of Fram
Strait is identified by the dashed line.
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able to break the ice all the way up to the coast of Greenland,
the average MIZ extent is 110 km for the original and 59 km
for doubled thickness experiment. Complete breakup hap-
pens less frequently in the second simulation (Figure 9e). As
suggested before, ice breaking effectively happens in isolated
areas within the ice pack when waves carry enough energy
and hit thin ice areas.

3.3. An Empirical Method for Segregating Ice
Dynamical Regimes

[41] One goal of this model is to segregate two ice
dynamical regimes based on floe size. However, this strategy
could be costly and difficult to implement in coupled climate
models. In this section we explore a way to empirically
determine where the frontier between the two regimes is
located in a sea ice model’s parameter space (equivalent ice
thickness and concentration). Results obtained in section 3.2
can be viewed as many independent realizations of waves‐
in‐ice experiments done in realistic conditions representing
the Fram Strait area. We know already that thin ice is more
easily broken up by waves, first because it is less resistant to
flexural failure, but also because thin ice is mostly present in
the margins of the ice cover. It is then natural to ask whether
there are critical thickness and concentration values above
which sea ice is rarely broken up by waves and below which
sea ice is likely to be broken up. Such a criterion, if it exists,
could be used to select in which dynamical regime sea
ice is (viscous‐plastic or collisional) to better simulate MIZ
dynamics.
[42] For this, we use the simulation where sea ice thickness

has been doubled simply because it covers a larger portion of
thickness‐concentration parameter space. Then, we consider
ice as fragmented whenDmax < Dlimit. If Dlimit is chosen to be

small enough (Dlimit = 30 m), the criterion is likely to be
independent of strong wave events during which any type of
ice can be fragmented. Figure 10 shows a scatterplot of all
ice points in the thickness‐concentration parameter space.
The red points are considered to be fragmented and in a weak
MIZ regime. Blue points represent an energetic MIZ regime
where Dlimit = 200 m. One can see that ice within the MIZ is

Figure 9. (a) Maximum daily wave spectrum parameters from the Environmental Center for Medium‐
RangeWeather Forecasting (ECMWF) ERA‐Interim reanalysis, (b) ice thickness, and (c) ice concentration
extracted from the HYCOMFramStrait model. The ice thickness colorbar has two sets of labels correspond-
ing to the two experiments: (0–2 m) for the original model thicknesses and (0–4 m) for doubled thicknesses.
Maximum floe size predicted by the waves‐in‐ice model (d) with original ice thickness output and (e) with
doubled ice thickness. Waves propagate from right to left.

Figure 10. Sea ice fragmentation state of the second simu-
lation represented in the thickness‐concentration parameter
space. Red dots represent Dmax < 30 m, blue dots represent
Dmax < 200 m, and gray dots represent unbroken ice. The
dashed line sketches a possible boundary between MIZ and
viscous‐plastic (VP) dynamical regimes.
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rarely thicker than ∼2 m. This maximum thickness sharply
decreases to around 1 m when c > 0.89. The dashed line of
Figure 10 delineates a portion of the parameter space where
fragmentation is likely to occur. In fact, it occurs 59 to 74% of
the time, depending on Dlimit. This empirical analysis is only
valid in Fram Strait and does not constitute a universal cri-
terion. It provides an economic way to include and test MIZ‐
related parameterizations without implementing waves in
ice explicitly. Nonetheless, we believe that the present work
makes a significant step toward the explicit inclusion of
waves‐in‐ice processes in sea ice models.

4. Conclusion

[43] A model incorporating a parameterization for the ice
breaking due to the presence of waves in ice and the input
from a scattering model is used to evaluate the extent of the
MIZ and the maximum floe size. In general, the model
reproduces standard conceptions of wave‐ice interactions in
a marginal ice zone: (1) the floe size distribution is under the
direct control of waves, (2) floe size increases inward as
waves attenuate, and (3) waves are selectively attenuated.
Two new results appear from the simple physical con-
siderations at the basis of the model presented here. First, the
model predicts a sharp transition between the MIZ and the
inner ice pack. It suggests that, in some specific areas like
Fram Strait, where this sharp transition is often observed,
model validation would become possible by combining wave
data (from model or observations), ice type signature from
synthetic aperture radar (SAR) orbiting sensors, and free-
board data from CryoSat, indicative of thickness. Second,
the discontinuous floe breaking response (Figure 2) supports
the idea that two different mechanisms act differently in
different conditions. Observations of floe size distributions
in the MIZ also suggest a change of regime, which appears as
a discontinuity in the distribution [Toyota et al., 2011]. The
existence of a link between these two discontinuities is only
speculative at this stage, but second‐order effects such as
wave modulation, and time‐dependent floe breaking could
be considered to find if the apparent connection bears
physical sense.
[44] By applying this model in various environmental

conditions, wewere able to estimate the extent of theMIZ and
explore themodel sensitivity. Ice thickness and incident wave
energy are the most important factors affecting the extent of
theMIZ while sea ice mechanical properties play a secondary
role. This is also supported by the nonlinear dependence of
the model to ice thickness and wave period, while ice prop-
erties affect linearly floe breaking and do not affect wave
attenuation. This sensitivity suggests that a decrease of ice
thickness or an increase of storm intensity, as it is expected in
the Arctic, may significantly increase the extent of the MIZ.
In the event that waves impacting the ice edge are sufficiently
energetic and the ice cover is relatively thin (<2 m), ice can be
broken over hundreds of kilometers. This is typically the case
in the Antarctic. The Arctic Ocean is naturally protected from
waves by landmasses and islands and wave growth is limited
by short fetch. However, with the gradual loss of summer ice
in the Canada Basin and over the Siberian Shelf, the summer
ice cover will be increasingly pummeled by waves develop-
ing in ice‐free waters. Consequences of the ice retreat on air‐
ocean heat and momentum exchanges and on the stability of

the upper oceanic layer are still unknown, but waves are
definitely expected to play an important role.
[45] When applied in a realistic representation of the Fram

Strait, the model provides reasonable predictions for the
extent of the MIZ. In the absence of quantitative data against
which results can be compared, we argue that it is in fact
reasonable based on two things: it predicts the presence of a
clearly delimited MIZ, and it predicts that waves do not
systematically break up the ice all the way to the coast of
Greenland. In the latter case, observations tell us that a wide
sheet of level ice is stably attached to land throughout the
winter at 79°N. In the first simulation, the one that uses the
original ice thickness output, the MIZ does reach the coast
quite frequently, while the second simulation, when the
thickness is doubled, better fits the observations and complete
fragmentation is less frequent. Moreover, a number of factors
need to be considered when these results are interpreted: the
incident wave energy propagates along the transect while in
reality, waves propagate in different directions and thus travel
longer distances to reach a given point in the ice pack; a
parametric representation for the incident wave spectrum
was used, which tends to overestimate the amplitude of
large waves; and scattering is considered to be the dominant
attenuation mechanism and other sources of wave energy loss
are neglected. In summary, the MIZ extent simulated here
represents a conservative estimation and further validation is
necessary to refine the model.
[46] The model was designed in order to facilitate its

implementation in a sea ice model. In addition to floe size, the
model also provides the waves‐in‐ice spectrum as a prog-
nostic output. These variables are of great interest for persons
operating and working on sea ice. Coupled with operational
wave forecasts, a two‐dimensional waves‐in‐ice model
would provide crucial information for the design of infra-
structures in ice‐covered seas and for the real‐time safety of
operations. It can also be applied in areas where landfast ice is
present and subject to break up by waves in ice coming for
great distances. In a two‐dimensional world, the directional
spectrum of waves and the advection of floe size will be
included for a more realistic representation of the MIZ. This
will allow a more direct comparison with satellite observa-
tions and a direct coupling with dynamical and thermo-
dynamical aspects of sea ice.
[47] This one‐dimensional implementation helped to

identify a number of limitations that could be prioritized in
the future. They include the following:
[48] 1.Wave attenuation is solely determined by scattering.

Other types of losses can also play a role, especially for
unbroken ice where scattering may occur at ridges and leads
instead of floe edges. The attenuation coefficient, here based
on KM’s model, could be improved by adding other sources
of losses (floe collisions, hysteresis, turbulence, pancake
or grease ice, etc.) and by considering three‐dimensional
scattering [e.g., Bennetts et al., 2010].
[49] 2. The expression for the wave amplitude does not

consider the effect of modulation when many waves of dif-
ferent but similar periods are present.
[50] 3. The floe breaking parameterization lies on an

intuitive conception of flexural failure, which can prove to
be more complex in reality. Even though the phenomenon
is difficult to observe and measure in situ, the model can be
used to test other parameterizations and compare the results
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with qualitative if not quantitative in situ or laboratory data.
A floe breaking parameterization based on the thin elastic
plate theory would provide a more coherent formulation of
the problem. At least, a framework within which such a
theory would need to fit to specifically simulate floe size‐
and wave‐dependent processes in sea ice models has been
proposed here.
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