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ABSTRACT

Sea ice concentration plays a fundamental role in the exchange of water and energy between the ocean
and the atmosphere. Global real-time datasets of sea ice concentration are based on satellite observations,
which do not necessarily resolve small-scale patterns or coastal features. In this study, the global National
Centers for Environmental Prediction (NCEP) 0.5° sea ice concentration dataset is compared with a
regional high-resolution analysis for the Baltic Sea produced 2 times per week by the Swedish Meteoro-
logical and Hydrological Institute (SMHI). In general, the NCEP dataset exhibits less spatial and temporal
variability during the winter of 2003/04. Because of the coarse resolution of the NCEP dataset, ice extent
is generally larger than in the SMHI analysis. Mean sea ice concentrations derived from both datasets are
in reasonable agreement during the ice-growing and ice-melting periods in January and April, respectively.
For February and March, during which the sea ice extent is largest, mean sea ice concentrations are lower
in the NCEP dataset relative to the SMHI product. Ten-day weather forecasts based on the NCEP sea ice
concentrations and the SMHI dataset have been performed, and they were compared on the local, regional,
and continental scales. Turbulent surface fluxes have been analyzed based on 24-h forecasts. The differences
in sea ice extent during the ice-growing period in January cause mean differences of up to 30 W m�2 for
sensible heat flux and 20 W m�2 for latent heat flux in parts of the Gulf of Bothnia and the Gulf of Finland.
The comparison between spatially aggregated fluxes yields differences of up to 36 and 20 W m�2 for sensible
and latent heat flux, respectively. The differences in turbulent fluxes result in different planetary boundary
height and structure. Even the forecast cloud cover changes by up to 40% locally.

1. Introduction

Sea ice concentration (CI) is a key parameter in the
exchange processes between the ocean and the atmo-
sphere. It strongly influences albedo, surface fluxes of
latent and sensible heat, and the surface wind drag. The
exchange processes between ice-covered ocean surfaces
and the atmosphere have been studied on various spa-
tial and temporal scales covering decadal modes (e.g.,
Hurrell et al. 2003; Deser et al. 2002), annual and sea-
sonal variability (e.g., Deser et al. 2000; Slonosky et al.
1997), and day-to-day variations (e.g., Brümmer et al.
2002; Launiainen et al. 2001).

Because open water and ice-covered water have
completely different albedo characteristics and surface
roughness, the radiation and energy balances and con-

sequently the turbulent fluxes of momentum and heat
at the surface will be distinctly different. Different sur-
face fluxes will eventually cause differences in the local
low-level wind, temperature, and humidity fields and in
the planetary boundary layer height and low cloud
cover. The spatial distribution of sea ice concentration
can also influence the atmospheric conditions on the
regional scale. Andersson and Gustafsson (1994) ana-
lyzed the synoptic situation on 11–12 January 1987, dur-
ing which intense convective snowbands formed over
the Baltic Sea during a cold easterly flow over north-
western Europe. They found that the Finnish and
Swedish coastlines and the ice borders along these
coasts had the largest effect on the structure, intensity,
and position of the major snowbands.

Real-time sea ice concentration and sea surface tem-
perature (SST) information is of fundamental impor-
tance for weather centers as observations for the analy-
ses or as analysis products that can be used directly for
the initialization of the forecast. At the European Cen-
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tre for Medium-Range Weather Forecasts (ECMWF),
CI and SST fields are obtained through the National
Centers for Environmental Prediction (NCEP). The
SST fields are based on in situ observations from ships
and buoys and on satellite data, mainly obtained in the
infrared spectral range. The spatial resolution of these
sensors is higher than the resolution of a global NWP
model, and in the near future 10-km SST analysis
datasets will be available through the Global Ocean Data
Assimilation Experiment (GODAE) High-Resolution
Sea Surface Temperature Pilot Project (GHRSST-PP).
NCEP’s sea ice concentration data have been derived
from the Special Sensor Microwave Imager (SSM/I) us-
ing a tie-point algorithm as described in Campbell et al.
(1976) and Cavalieri et al. (1984). The spatial resolution
of passive microwave radiometers is comparably
coarse, and measurements at low frequencies (i.e., 19–
37 GHz) can be contaminated in coastal areas and small
basins by the influence of land (Lindau and Ruprecht
2000). Some NWP centers, for example, the Swedish
Meteorological and Hydrological Institute (SMHI) and
the Norwegian Meteorological Institute, produce high-
resolution sea ice concentration analyses on the re-
gional scale. For enclosed basins (in terms of sea ice)
high-resolution limited-area datasets can be used to up-
date the global NCEP product to provide a better es-
timate of the sea ice state in coastal areas.

To demonstrate the applicability of this approach,
the high-resolution Baltic Sea ice concentration analy-
sis from SMHI is used to replace the global NCEP
product in the Baltic Sea. Two sets of 10-day forecast
experiments have been performed to quantify the im-
pact of sea ice concentration on weather parameters
and the weather forecast in the Baltic Sea area and for
northern Europe: 1) the control run based on the global
NCEP analysis and 2) the experimental run using the
high-resolution Baltic Sea analysis from the SMHI. The
NCEP SST fields are used for both studies as the qual-
ity check. Both fields—SST and sea ice concentration—
remain constant during the 10-day forecast period.
There consequently is no feedback from the atmo-
sphere to the ocean.

The Baltic Sea is of particular scientific interest, since
the Baltic Sea Experiment (BALTEX) has become the
European continental-scale experiment within the
Global Energy and Water Cycle Experiment
(GEWEX) of the World Climate Research Programme.
For a detailed description of the project and an over-
view of related research the reader is referred to
Raschke et al. (2001) and the Boreal Environment Re-
search BALTEX Theme Issue I (2002, Vol. 7, No. 3)
and BALTEX Theme Issue II (2002, Vol 7, No. 4).

2. CI analysis datasets

In the operational Integrated Forecast System (IFS)
at ECMWF, sea ice concentration and sea surface tem-
perature analyses are based on the corresponding daily
0.5° datasets produced by NCEP. Both products are
resampled from their original regular latitude–longi-
tude grid to the reduced Gaussian model grid using
bilinear interpolation. In coastal areas, where the bilin-
ear interpolation method fails, the aggregation is based
on the nearest sea grid boxes (as defined through
NCEP’s land/sea mask) and their distances to the actual
model grid point. The analyses are performed every 6 h
(for 0000, 0600, 1200, and 1800 UTC) after the atmo-
spheric variational analysis is done. The first guess (i.e.,
the previous analysis) is only updated when new
datasets are available. After the interpolation has been
performed the following four empirically derived qual-
ity checks are applied for the CI analysis: 1) CI of less
than 20% is set to 0%, 2) CI of greater than 100% is set
to 100%, 3) if the SST is higher than 1°C, CI is set to
0%, and 4) grid boxes north of 82.5°N are set to 100%.

If the fraction of new ice or melted ice in the global
sea ice concentration as computed from the current
analysis and the previous day’s analysis exceeds 0.2%,
the CI analysis is stopped and the data are examined by
an analyst. In the case of corrupted data, for example,
missing SSM/I scans in the NCEP product, the first
guess is used. If the data show reasonable sea ice con-
centrations, the analysis is accepted. Sections 2a and 2b
briefly describe the NCEP CI dataset and the SMHI
product.

a. NCEP global dataset

The global CI dataset is based on passive microwave
observations from SSM/I (Hollinger et al. 1987).
Brightness temperature grids for 19- and 37-GHz dual
polarization are produced from the antenna tempera-
tures using a 12-h window, before and after 0000 UTC
of the current day. The data extraction program is run
at 0830 local time in the U.S. eastern time zone, and, in
general, 12 out of 14 orbits are included (Grumbine
1996). The actual sea ice concentrations are calculated
from the daily composite brightness temperature grids
by following the method of Cavalieri et al. (1991). The
tie-point algorithm calculates the total, first-year, and
multiyear sea ice concentrations from the microwave
polarization ratio at 19 GHz and the spectral gradient
ratio, which uses the vertically polarized 37- and 19-
GHz brightness temperatures (Cavalieri et al. 1991).
Last, a number of quality checks, including a modified
weather filter (Gloersen and Cavalieri 1986) and polar
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gap filling, are applied. The final quality-checked prod-
uct is a global map at 0.5° resolution (Grumbine 1996).

The spatial resolution corresponds to the �3-dB
resolution of the radiometer, which is approximately 69
� 43 km2 at 19 GHz (Hollinger et al. 1987). It has been
shown (e.g., Drusch et al. 1999), however, that only
50% of the information obtained through an individual
observation from SSM/I originates from the �3-dB
area. The area that contributes 99% of the information
to an SSM/I observation is 3 times the �3-dB region
(i.e., �210 � 130 km2 at 19 GHz). SSM/I measurements
in coastal areas and small basins are consequently likely
to be contaminated by land.

b. SMHI Baltic Sea dataset

At SMHI, sea ice concentration, sea ice thickness,
and sea surface temperature are analyzed 2 times per
week. The analysis is done manually by an analyst
based on Advanced Very High Resolution Radiometer
(AVHRR) data and in situ observations. The final
maps are digitized and archived at 1-km (sea ice and
thickness) and �10-km (SST) resolution. It is likely
that errors in this product are introduced through
clouds and the fact that the analysis might be carried
out by different forecasters on different days. However,
for the applications at ECMWF the sea ice data have
been linearly averaged to the reduced Gaussian model
grid; the quality checks as outlined above have been
applied.

3. Intercomparison of sea ice extent for winter
2003/04

For the Baltic Sea, there are no independent in situ
observations for sea ice concentration available that
could be used to validate the NCEP and SMHI prod-
ucts. As already mentioned above, the area contribut-
ing to 19-GHz SSM/I measurements is �210 � 130 km2.
Therefore, spatial variability of sea ice concentration
will be underestimated at the horizontal resolution of
NWP models, which is typically below 50 � 50 km2. In
addition, the accuracy of the NCEP sea ice product is
reduced by the influence of land on the measured
brightness temperatures. With the large number of is-
lands and small subbasins, there exists almost no �210
� 130 km2 area in the Baltic Sea that is not contami-
nated by land (Lindau and Ruprecht 2000). In contrast,
the SMHI product is based on in situ observations and
AVHRR data, which represent NWP model resolution
very well; the SMHI product gives a more realistic
description of the true sea ice state in the Baltic Sea
than does the NCEP product at resolutions below 50 �

50 km2. To quantify the differences between both
datasets the winter season of 2003/04 has been ana-
lyzed.

The sea ice analyses have been compared for the
entire Baltic Sea and three different subbasins (Fig. 1):
1) the Gulf of Bothnia (GoB: 60.25°–65.85°N,
16.5°–26.0°E), 2) the Gulf of Finland (GoF: 59.5°–
60.6°N, 22.6°–30.8°E), and 3) the Gulf of Riga (GoR:
56.9°–59.0°N, 21.7°–24.8°E). The mean sea ice concen-
trations for the four domains have been calculated from
the analysis data on the reduced Gaussian model grid
corresponding to T511 spectral resolution (�40-km
gridpoint separation). For the computation of sea ice
extent in a specific region, the area covered by grid
boxes with ice concentrations exceeding 20% has been
divided by the total sea area. The 20% threshold is
slightly higher than the 15% threshold that is com-
monly used in the literature (e.g., Alexander et al. 2004)
and reflects the quality check in the CI analysis at
ECMWF.

Time series for mean sea ice concentration and sea
ice extent are shown in Fig. 2. In general, mean sea ice
fractions calculated from the SMHI analysis and from
the NCEP dataset are in reasonable agreement. In all

FIG. 1. The northern Baltic Sea area comprising the Gulf of
Bothnia, the Gulf of Finland, and the Gulf of Riga. Also shown
are the two grid points used to study local-scale impacts.
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three subbasins the high-resolution SMHI dataset re-
sults in higher concentrations during the peak time of
the ice season from mid-February to mid-March. For
individual days, differences exceeding 20% can be
found for the Gulf of Finland. During the growing and
melting seasons, mean sea ice concentration from
SMHI tends to be slightly smaller for the Gulf of Riga
and the Gulf of Finland. The agreement between
datasets for the Gulf of Bothnia is high.

The differences in sea ice extent are larger. In all
three subregions, the two datasets can result in sea ice
extents that differ by more than 30%. In general, the
NCEP dataset leads to higher ice extents, which is due
to the coarse resolution of the SSM/I satellite footprint.

For the Gulf of Riga, a plateau is obtained for the
winter period from mid-February to the end of April.
This plateau is an artifact of the interpolation of the
coarse-resolution NCEP dataset to the limited number
of model grid points in the array that defines the GoR
region. For the Baltic Sea area, the differences in sea
ice extent and sea ice concentration exceed 10% and
5%, respectively.

4. NWP application

The results presented in Fig. 2 show significant dif-
ferences between the two CI analyses for the Baltic Sea
and the three subbasins. To investigate the impact of
the two different analyses on modeled surface param-
eters (e.g., turbulent fluxes of sensible and latent heat),
the boundary layer, and eventually the quality of the
medium-range weather forecasts, two experiments for
the period from 5 January to 4 March have been per-
formed using ECMWF’s IFS: 1) the control run
(CTRL) based on the global NCEP analysis and 2) the
experimental run (EXP), in which the SMHI analysis is
used for the Baltic Sea.

The following section gives a brief overview of the
forecast system and the model physics that are most
relevant for this study. The results for both experiments
are compared and analyzed in the consecutive sections.

a. The Integrated Forecast System

The experiments are based on the IFS at T511 spec-
tral resolution, which corresponds to grid points that
are separated by �40 km in the horizontal direction.
The variables at each grid point, which are updated at
each 15-min time step, are wind, temperature, humid-
ity, cloud water and ice, cloud fraction, and also pres-
sure at the surface grid points. The vertical resolution is
60 model levels between the earth’s surface and 65 km.
The lowest levels are at approximately 10, 30, 60, 100,
and 160 m.

In the model, clouds are generated by large-scale as-
cent, cumulus convection, boundary layer turbulence,
and radiative cooling. Cloud fraction and cloud water/
ice content are forecast with their own prognostic equa-
tion. Interaction between clouds and radiation is based
on radiative transfer computations for overcast and
clear-sky conditions. Both components are weighted
together according to the forecast cloud amount. At
ECMWF, global atmospheric analyses are produced at
0000, 0600, 1200, and 1800 UTC by two four-dimen-
sional variational data assimilation minimization cycles
running from 0300 to 1500 and from 1500 to 0300 UTC.
Ten-day forecasts are produced 2 times per day from
the 0000 and 1200 UTC analyses.

FIG. 2. Areally averaged sea ice extent (dashed lines) and sea
ice concentration (solid lines) for winter 2003/04 for (a) GoB, (b)
GoF, (c) GoR, and (d) the Baltic Sea. Values from the CTRL run
(NCEP CI analysis) are shown in black; data from the EXP run
(SMHI analysis) are presented in gray.
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Any model sea grid point can have two fractions:
open water and ice. SST and sea ice concentration are
defined through analyses, and both quantities are kept
constant during the forecast. To describe the thermal
interaction with the atmosphere, the sea ice is modeled
as an ice slab discretized in four different layers, with
open water underneath and a skin temperature for the
thermal contact with the atmosphere. The total ice
depth is fixed and there is no snow accumulation on
the ice. Sea ice heat transfer is modeled following the
Fourier law of diffusion, where the bottom boundary
condition is the temperature of freezing water and the
top boundary condition is the net heat flux at the sur-
face obtained from the solution of the ice skin thermal
budget (ECMWF 2003).

For the computation of the turbulent transports of
momentum, heat, and moisture, the large-scale vari-
ables are used under the assumption that the transports
are proportional to the vertical gradients. At the earth’s
surface, the turbulent fluxes of heat H and water vapor
E are computed as a function of air–surface differences
and surface characteristics:

Hi � ��a�Ul�CH,i�cpTL � gzL � cpTsk,i� and �1�

Ei � ��a�Ul�CH,i�qL � qsat�Tsk,i�	, �2�

where 
a is the air density; cp is the specific heat of
moist air; g is the acceleration of gravity; |Ul|, TL, qL,
and zL are the wind speed, temperature, humidity, and
height of the lowest atmospheric model level, respec-
tively; qsat is the saturation specific humidity; Tsk is the
skin temperature; and CH,i is the turbulent exchange
coefficient. Subscript i indicates that H and E are cal-
culated separately for the open-water and sea ice part,
which may occur in a single grid box. For this study, posi-
tive fluxes are defined as upward. For a detailed descrip-
tion of the calculation of the stability-dependent exchange
coefficients the reader is referred to ECMWF (2003).

The planetary boundary layer height is not a prog-
nostic variable and has to be diagnosed from the model
forecast following the bulk Richardson method as pro-
posed by Troen and Mahrt (1986). The boundary layer
height hbl is defined as the level at which the bulk
Richardson number, based on the difference between
quantities at that level and the lowest model level,
reaches the critical value Ricr � 0.25. The bulk Rich-
ardson number Rib has been computed from the fol-
lowing set of equations:

��U�2 � �uhbl � ul�
2 � ��hbl � �l�

2, �3�

� � �Rvapor �Rdry� � 1, �4�

s�,l � cp,dryTl�1 � �ql� � gzl, �5�

s�,hbl � cp,dryThbl�1 � �qhbl� � gzhbl, �6�

�s � 8.5cp,dryu*Q0� �ws, �7�

ws � �u3

* � 0.6gQ0�hbl �T �1�3

for unstable conditions, �8�

ws � u* for stable conditions, and �9�

Rib � hbl

2g�s�,hbl � s�,l � �s�

�s�,hbl � s�,l � ghbl � gzl���U�2
, �10�

where u and � are the horizontal components of the
wind vector, Rvapor and Rdry are the gas constants for
water vapor and dry air, respectively, s� is the virtual
dry static energy, cp,dry is the specific heat at constant
pressure for dry air, T is air temperature, q is specific
humidity, u* is the friction velocity, and Q0� is the vir-
tual temperature flux in the surface layer. The sub-
scripts l and hbl indicate the lowest model level and the
level at which Rib � Ricr, respectively. The boundary
layer height is found by a vertical scan from the surface
upward. Because the computation of ws depends on hbl,
the upward scan is done twice: the first scan uses hbl �
1000 m, and the second uses the result of the first scan.
For more details on the boundary layer parameteriza-
tions, the reader is referred to ECMWF (2003).

b. Sea ice coverage and turbulent surface fluxes

The experiment period from 5 January to 5 March
roughly covers the first half of the sea ice season in the
northern Baltic Sea basins. During January, most of the
sea ice is formed in the Gulf of Bothnia and the Gulf of
Finland (Fig. 2). The spatial distribution of sea ice con-
centration is shown in Fig. 3. The data represent mean
values for the period from 5 January to 24 January from
the CTRL and the EXP runs as analyzed at 1200 UTC.
In general, the gradients in sea ice concentration in
CTRL are smaller when compared with the corre-
sponding EXP values. In the northern part of the Gulf
of Bothnia, sea ice concentration in CTRL hardly ex-
ceeds 60%, with a maximum value of 78%. The mini-
mum sea ice concentration is 28% in the central north-
ern part (at 64.4°N, 22.8°E). In contrast, the SMHI/
EXP run uses 97% CI along the very northern coastline
and a small almost ice free area of 3% (at 64.0°N,
22.4°E). These differences are primarily due to the
coarse resolution of the satellite product and the con-
tamination by land. The aggregation to the reduced
Gaussian model grid hardly influences the CTRL CI
values in this region, because the CI values for coastal
grid points are based on one or two NCEP grid points
only. Substantial differences in CI also occur along the
eastern coast of Sweden north of 60°N and in the Gulf
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of Finland, where an overestimation of low sea ice con-
centrations can be found in the CTRL run. The same
holds for the Gulf of Riga, which is almost ice free in
the EXP analysis. It has to be noted that these low ice
concentrations originate from the temporal averaging
only. In both individual analyses, the minimum ice con-
centration is 20% according to the quality checks in the
NWP model.

The mean sea ice concentration fields in both experi-
ments are becoming more similar when data from the
entire experiment period are used. However, the tem-
poral variability in the ice fields, that is, the field’s stan-
dard deviation, is considerably higher in the SMHI-
derived product. In both datasets, the largest temporal
variability can be found in the Gulf of Bothnia around
64.5°N, 22.7°E and in the Gulf of Finland around
59.7°N, 26.4°E. The standard deviations for the GoB
(GoF) are 36% (32%) and 26% (15%) for the EXP and
CTRL experiments, respectively.

Based on the CTRL and EXP model runs, the tur-
bulent surface fluxes for sensible and latent heat have
been analyzed for the 2-month period starting on
5 January. Figures 4a,b show spatially integrated 24-h
averages of latent and sensible heat fluxes from the
CTRL run. The 24-h means have been computed from
24-h forecasts starting at 1200 UTC. The time series for
the Baltic Sea and the three subbasins exhibit substan-
tial temporal variability during the study period. In gen-
eral, positive (upward) fluxes coincide with cold low-
level temperatures caused by cold-air outbreaks.

The GoF and GoR regions are characterized by high
upward fluxes of up to 85 W m�2 for latent heat and

100 W m�2 for sensible heat from 7 to 10 January.
During this period, cold-air advection in the GoR, GoF,
and the very eastern part of the Baltic Sea resulted in a
strong spatial gradient in 2-m temperature. Tempera-
tures at 1200 UTC were below �8°C in the Gulf of Riga
and below �13°C in the Gulf of Finland. From 11 Janu-
ary onward, warm air moved eastward, reducing the
surface fluxes. During this part of the study period, the
turbulent fluxes in the three subbasins look similar.
From 20 to 22 January, the entire Baltic Sea region was
under the influence of colder air masses characterized
by 1200 UTC 2-m temperatures in between �4° (cen-
tral area) and �12°C in the Gulf of Finland. The strong
vertical temperature gradient between the ocean and
the atmosphere results in mean fluxes of up to 100 W
m�2 (Fig. 4a). At the beginning of February, the entire
Baltic Sea region was under the influence of warm air
masses, again with temperatures of 6°C in the southern
and central parts and from 4° to �3°C in the Gulf of
Bothnia. Downward fluxes exceeding 50 W m�2 are
obtained for the Gulf of Finland. In general, fluxes are
smaller in GoB and GoF because of the presence of ice.

The mean values for the Baltic Sea obtained for
January of 2004 agree reasonably well with long-term
mean fluxes (1980–95) computed from the Comprehen-
sive Ocean–Atmosphere Dataset (COADS). For Janu-
ary, Lindau (2002) obtained 50 and 35 W m�2 for latent
heat and sensible heat, respectively. The corresponding
values from the EXP run are 44 and 36 W m�2. For
February of 2004, the mean fluxes for the Baltic were
found to be 4 W m�2 for sensible heat and 21 W m�2 for
latent heat for both model runs. These values are con-

FIG. 3. Mean sea ice concentration for the study period of 5–24 Jan 2004: (a) NCEP/ECMWF (CTRL) and (b) SMHI/ECMWF
(EXP).
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siderably lower than the long-term means of 25 and
40 W m�2 for sensible and latent heat, respectively.

The differences between the EXP and CTRL runs
are presented in Figs. 4c,d. For the GoR, where sea ice
concentration is very low at the beginning of January in
both analyses, the differences in fluxes do not exceed
2 W m�2. During the second half of January, sea ice
concentration increases (Fig. 2) and differences exceed-
ing 25 W m�2 are obtained (Fig. 4c). The most pro-
nounced differences are obtained for the GoF, where
large fluxes and significant differences in CI are
present. The difference of 36 W m�2 in sensible heat

flux, which is caused by differences in CI, is comparable
to the temporal variability during the study period (Fig.
4a). For the GoB area, the two CI analyses result in
spatially averaged flux differences of up to 16 W m�2.
In general, the largest differences between the EXP
and CTRL runs can be found during cold airflow from
the north or east when the turbulent heat fluxes from
the sea to the air are largest. Open-water areas, which
are present in the high-resolution CI dataset (EXP) but
not in the SSM/I-derived product (CTRL), result in
large fluxes. In late February and the beginning of
March, when CI extent and concentration have reached
their maximum values, the differences in both model
runs are small. The differences in the heat fluxes be-
tween the EXP and the CTRL experiments are mainly
positive (Figs. 4c,d). The results presented in Fig. 2 in-
dicate that mean sea ice extent (or the extent of open
water) rather than mean sea ice concentration is the
determining influence on the fluxes.

To study the spatial pattern of the modeled turbulent
fluxes, the 24-h mean values from the 1200 UTC 24-h
forecast have been integrated in time. Results for the
5–24 January period, for which the temporal analysis
exhibits the largest differences, are shown in Fig. 5.
Sensible (Fig. 5a) and latent heat fluxes (Fig. 5b) are
highly correlated. Maximum values are 68 and 75 W
m�2 for the sensible and latent heat fluxes, respectively,
in the southeastern part of the Baltic Sea. Under the
presence of sea ice both fluxes are significantly re-
duced. In the northern part of the Gulf of Bothnia val-
ues from 6 to 24 W m�2 and from �9 to 26 W m�2 can
be found for sensible and latent heat, respectively. The
mean differences between the EXP and CTRL runs are
shown in Figs. 5c,d. Again, sensible and latent heat
fluxes are highly correlated. Coastal areas in the south-
ern part of the Gulf of Bothnia and the central northern
part of the Gulf of Bothnia, which are ice free in the
EXP run but are at least partly ice covered in the CTRL
run, show positive differences up to 30 W m�2 for the
sensible heat flux and 20 W m�2 for the latent heat flux.
However, along the Swedish and Finnish coastlines in
the northern part of the GoB, local areas with high sea
ice concentrations were identified through the SMHI
analysis. These spots are characterized by reduced
upward fluxes and can be identified by differences
between the EXP and CTRL runs of up to �25 and
�13 W m�2 for sensible and latent heat, respectively.

c. Regional sensible heat fluxes and planetary
boundary layer height

Two days from the January experiment period have
been selected to study the impact of the different ice
analyses on the planetary boundary layer (PBL) on the

FIG. 4. Spatially integrated turbulent surface fluxes [(a) sensible
heat flux and (b) latent heat flux] for 5 Jan–4 Mar 2004 as com-
puted from the 24-h forecasts (1200 UTC base time) from the
CTRL experiment. Also shown are the corresponding differences
between EXP and CTRL for (c) sensible heat flux and (d) latent
heat flux. Individual curves represent the Baltic Sea area (thick
black), GoB (black), GoF (dashed), and GoR (gray).
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regional scale, namely, the Gulf of Bothnia and the
Gulf of Finland, where the most significant changes
occurred. On 12 January, the synoptic situation over
this area was characterized by southeasterly winds with
wind speeds ranging from 12 to 5 m s�1 in the southern
and northern part of the GoB, respectively. The corre-
sponding 2-m air temperatures over large parts of this
area ranged from 0° to �5°C. For this day, a high-
resolution CI analysis was prepared by SMHI. The dif-
ferences between the SMHI data and the operational
product are negative for large parts of the northern
GoB and the GoF. In the coastal areas of the northern

GoB the operational product yields considerably lower
CI concentrations. These initial conditions as analyzed
at 1200 UTC are summarized in Fig. 6a.

A northerly flow characterized 21 January, leaving
the Gulf of Bothnia under the influence of cold air with
2-m temperatures varying from �14° to �7°C (Fig. 6b).
For this day, the SMHI CI analysis leads to lower values
relative to those of the SSM/I-derived NCEP product
for most parts over the northern GoB. Only a small
area in the central northern GoB remains ice free in the
SMHI product.

The mean turbulent sensible heat flux differences for

FIG. 5. Mean surface fluxes for 5–24 Jan 2004 as computed from the 24-h forecasts (1200 UTC base time) from the CTRL experiment
for (a) sensible heat flux and (b) latent heat flux. Also shown are the differences EXP � CTRL for (c) sensible and (d) latent heat
fluxes.
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the 6-h forecast period from 1200 UTC onward be-
tween the EXP run and the CTRL experiment are
shown for 12 and 21 January (Fig. 7). As already dis-
cussed, lower CI concentrations in the SMHI product
result in higher upward fluxes relative to those of the
operational product and vice versa. The corresponding

differences in the forecast planetary boundary layer
height at 1800 UTC are shown as contour lines. In gen-
eral, an increase in sensible heat flux results in deeper
planetary boundary layers. As a consequence, the dif-
ferences between the EXP and CTRL runs in the sen-
sible heat flux are positively correlated with the differ-

FIG. 6. Initial conditions for the forecasts from (a) 12 and (b) 21 January as analyzed at 1200 UTC. Temperature (2 m), wind speed
(10 m), and the differences in CI concentration between the EXP run and the CTRL experiment are shown as isotherms (°C), arrows
(m s�1), and shaded field (%), respectively.

FIG. 7. Differences in sensible heat flux and planetary boundary layer height calculated from the CTRL experiment and the EXP run.
The fields show 6-hourly forecasts based on (a) 12 and (b) 21 January analyses at 1200 UTC, respectively. The PBL height-difference
(m) contours show 50-m increments. The differences in sensible heat flux are shown as shaded areas.
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ences in the PBL height. In areas with flux differences
larger than 25 W m�2 the differences in PBL height
exceed 100 m. This amount is substantial relative to the
absolute values, which are well below 500 m in the
northern GoB. It is interesting to notice that the model
appears to advect PBL height. For 21 January, the
maximum differences in PBL height are located south
of the maximum differences in sensible heat flux. In the
12 January figure, the northward displacement is
slightly smaller but can still be detected in the GoF and
the northern GoB region.

d. Local changes in the planetary boundary layer

To analyze the impact of different CI analyses on the
local scale, two grid points have been selected. The
points are located at 64.4°N, 22.4°E (GP1) and 65.1°N,
24.0°E (GP2) (Fig. 1). At 1200 UTC 21 January, both
points are partly ice covered in the CTRL experiment,
with CI concentrations of 47% and 64%, respectively.
In the EXP run, the spatial gradient in CI concentration
is much higher. GP1 is in the center of the northern part
of the GoB, which was almost ice free in the high-
resolution analysis; GP2 is characterized by almost
complete ice coverage of 94%.

It has already been shown that these differences in CI
result in significant differences in the turbulent fluxes
and the planetary boundary layer height (Fig. 7). Ver-
tical profiles of temperature and specific humidity for
the 6-h forecast from 1200 UTC 21 January are shown

in Figs. 8a and 8b, respectively. The differences at GP1
in the vertical profiles are comparably small. Near-sur-
face air temperature is slightly higher in the EXP run,
because more open water is present. Above 800 hPa,
the two curves are almost identical. The most striking
difference occurs in the low-level temperature profile at
GP2. The CI concentration of 93% causes a stable
boundary layer up to almost 970 hPa. In the presence of
36% open water in the CTRL experiment, an unstable
structure is created near the surface. The differences in
near-surface air temperature are �3°C (Fig. 8a). In ad-
dition, full ice coverage reduces the specific humidity
up to a height of 900 hPa. The difference at the surface
is almost 0.3 g kg�1.

Atmospheric column water vapor, low cloud cover-
age, and total cloud coverage for both grid points are
listed in Table 1. For the 6-h forecast, that is, at 1800
UTC, there are hardly any differences between the
CTRL experiment and the EXP run in these param-
eters. The synoptic situation, with a comparably strong
northerly flow (Fig. 5) and extensive cloud fields east of
the Gulf of Bothnia, suggests that the lower boundary
conditions have little influence on the atmospheric
state. In the 18-h forecast, that is, at 0600 UTC, wind
speed dropped considerably while the differences be-
tween the CTRL experiment and the EXP run in terms
of temperature and specific humidity profile remain
comparable to the 1800 UTC cases. This situation re-
sults in differences in low-level cloud cover of almost

FIG. 8. Vertical profiles of (a) temperature and (b) specific humidity for GP1 (64.4°N, 22.4°E; thin lines) and GP2 (65.1°N, 24.0°E;
thick lines). The values shown are the 6-h forecasts from 1200 UTC 21 January. The solid lines show data from the CTRL experiment;
the dashed gray curves refer to the EXP run.
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40% at GP2 (Table 1). Because of the lack of in situ
observations, it is impossible to validate the results dis-
cussed above. However, it has been demonstrated that
local differences in CI concentration affect the bound-
ary layer and cloud coverage, even in a coarse-
resolution global model.

5. Summary and discussion

The comparison of sea ice extent and mean sea ice
concentration for the Baltic Sea and three subbasins as
derived from the coarse-resolution NCEP dataset and
the high-resolution SMHI analysis shows important dif-
ferences. In general, sea ice extent from the NCEP
dataset exceeds the sea ice extent analyzed at SMHI by
more than 10% for the Baltic Sea. In the individual
subbasins the values can be much larger. Mean sea ice
concentrations agree reasonably well during the ice-
growing and ice-melting periods. For the peak sea ice
period during February and March the high-resolution
product results in higher mean concentrations. These
comparisons suggest that the spatial variability of sea
ice cannot be captured accurately by the SSM/I obser-
vations. As a consequence, low sea ice concentrations
are overestimated, which leads to comparably large ice
extents. On the other side, high ice concentrations are
underestimated so that the mean sea ice concentration
is too low when compared with the high-resolution
product.

The integration of the SMHI dataset into the global
CI analysis is straightforward, because there is no CI
transport to/from the North Sea. The differences in CI
as summarized above result in significant changes in the

turbulent surface fluxes. For the 20-day period, mean
differences of up to 30 W m�2 in heat fluxes have been
found for ice-free and completely ice covered areas in
the high-resolution dataset. The spatially averaged 24-h
mean differences of the fluxes (calculated from the
EXP and CTRL runs) are of the same order of magni-
tude and are comparable with the temporal variability
during the study period. The results presented in Figs. 2
and 4 suggest that mean sea ice extent rather than mean
sea ice concentration is the determining influence on
the fluxes.

It has to be ensured that the high-resolution CI
analysis from SMHI does not have an adverse impact
on the forecast quality. To check the forecast quality on
the continental scale, anomaly correlations for the
1000- and 500-hPa levels have been computed for geo-
potential height and dry-bulb temperatures (Simmons
et al. 1995). The correlations for northern Europe,
which are based on the 60 ten-day forecasts performed
during the period from 5 January to 4 March, exhibit a
neutral impact. The results for 1000-hPa temperatures
suggest slightly higher skills of the CTRL experiment
for days 7–10. For 500-hPa temperatures, the skill
scores for the EXP run are higher for days 4–7. These
differences are not statistically significant, however.

On regional to local scales the differences in the fore-
cast surface parameters (surface fluxes, temperature,
humidity, and planetary boundary layer height) are
nonnegligible and can influence modeled cloud cover-
age. For a number of practical applications, for ex-
ample, icing of ships, fog forecast, air quality, and dis-
persion of pollutants, the differences in the planetary
boundary layer can be crucial. In the future, additional
work based on multiyear datasets and more observa-
tions is needed to quantify the impact of improved sea
ice analyses on the medium-range weather forecast.
Apart from the forecast, the sea ice concentration
analysis is a useful product in itself as a comprehensive
diagnostic part of the ocean–atmosphere system. For
atmospheric numerical modeling applications and
weather forecasting, the CI analysis has a particular
value as the initial state. In addition, the CI analysis can
be used for the quality check in the SST analysis.

Because ECMWF does not run a coupled ocean–sea
ice–atmosphere model for the medium-range forecast,
the initial sea ice conditions have to be kept constant
throughout the forecast range. As was shown in this
study, this necessity can have an impact on the weather
parameters. The SMHI high-resolution dataset can be
used to analyze the temporal variability during the fore-
cast period. Figure 9 shows the maximum difference
between the CI at the beginning of a 10-day forecast
period and the values analyzed during the forecast pe-

TABLE 1. Selected surface parameters at two model grid points
for 21 and 22 January: sea ice concentration (CI), planetary
boundary layer height (PBLH), low cloud cover (LCC), total
cloud cover (TCC), and total column water vapor (TCWV). The
table shows data from the 6- and 18-h forecasts. The forecast base
time is 1200 UTC 21 January.

Forecast
time

(UTC) Parameter

GP1
(64.4°N, 22.4°E)

GP2
(65.1°N, 24.0°E)

CTRL EXP CTRL EXP

1800 CI (%) 47 9 64 94
PBLH (m) 295 320 216 98
LCC (%) 6.0 9.2 14.4 14.7
TCC (%) 6.0 9.2 14.4 14.7
TCWV (kg m�2) 3.44 3.43 3.58 3.57

0600 CI (%) 47 9 64 94
PBLH (m) 199 196 147 88
LCC (%) 85.0 78.0 99.0 59.3
TCC (%) 85.0 78.0 99.0 59.3
TCWV (kg m�2) 2.09 2.17 1.91 1.89
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riod. For all three subbasins, differences exceeding 20%
occur during the 2003/04 winter season. For the Gulf of
Finland a single period with a maximum difference of
40% has been detected. Based on the absolute values
for the differences, mean values of 7.7% (GoB), 10.6%
(GoF), 7.1% (GoR), and 3.2% (Baltic Sea) have been
obtained for the season. These differences are compa-
rable to the differences introduced through the two
datasets. As a consequence, important errors in the sur-
face fluxes can be introduced by not updating the sea
ice field. Similar results have been found with high-
resolution models for shorter forecast periods of up to
48 h (Gustafsson et al. 1998). It would consequently be
desirable to use a coupled ocean–sea ice–atmosphere
model [as described, e.g., in Meier and Döscher (2002)
and Gustafsson et al. (1998)] for the weather forecast or
to include offline sea ice concentration forecasts as
lower boundary conditions.

Because of its shape, ragged coastline, and the large
number of islands, sea ice cover in the Baltic Sea is
difficult to analyze from satellite-borne passive micro-
wave observations. Thus, the accuracy of automated
global datasets like the NCEP product is limited. These
difficulties are hard to overcome, even with sensors at
higher resolutions, for example, the Advanced Micro-
wave Scanning Radiometer. Operational high-resolu-
tion analysis for limited-area applications, such as the
one produced by SMHI, are potentially very useful con-
tributions that can be used together with the globally
derived NCEP analysis. Similar limited-area products
are available, for example, from the Norwegian Meteo-
rological Service, but the merging of the global “first
guess” and the local product will be more complex for
large noncoastal sea areas—for example, the North At-
lantic Ocean—for which the global field is potentially
as accurate as the regional product.
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