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Abstract. Direct measurements of the air–sea turbulent fluxes of momentum and heat, along
with surface currents, waves and supporting meteorological variables, were acquired during
a recent field campaign. Surface currents, measured from a very high frequency radar, were
found to steer the stress away from the mean wind direction. Although this effect has been
reported in a recent scatterometer study, this is the first time it has been observed in an
in situ study with co-located flux, wind and surface current measurements. Data collected
during a week of stationary conditions are used to investigate and quantify the sampling
variability of the air–sea fluxes of momentum and sensible heat.

Keywords: Air–sea fluxes, Sampling variability, Stress direction, Surface currents, Wind
stress.

1. Introduction

Many field experiments utilise a variety of instruments, often from several
groups, to better understand the variability of key parameters. In compar-
ing data from different sources, regression analysis remains the standard
tool. However, the additional information contained in the scatter about
the regression line is also significant in determining whether the two data
sources agree. As discussed in Krogstad et al. (1999), the expected scat-
ter is related to the sampling error of the sensors. If the sampling error is
known, or can be estimated, error bars can be placed around the regression
line, and a test can be made as to whether the observed scatter is consis-
tent with that expected. This approach has been used to compare wave data
from different sources (Krogstad et al., 1999; Pettersson et al., 2003), and
also air–sea flux data with model predictions (Drennan et al., 2005).

However, such an approach requires estimates of the sampling errors.
There have been very few field investigations into the accuracy of flux
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measurements; exceptions are the 1968 Kansas experiment (Wyngaard,
1973), the 1976 International Turbulence Comparison Experiment (Dyer
et al., 1982), and the study of Sreenivasan et al. (1978; hereafter SCA78).
The last study used observations collected from a tower in Bass Strait off
the southern coastline of Australia to analyse the accuracy of the moments
to order four of both velocity and scalar fluctuations, as well as their
products, the turbulent fluxes. Under the assumption that the variables are
Gaussian (or jointly Gaussian in the case of products) and stationary, they
provide formulae for the expected variability due to sampling errors alone.

These error estimates, made using the hot wire and propeller anemome-
ters of the time, have rarely been verified in the field. Exceptions are Donelan
(1990) and Högström and Smedman (2004). Donelan found the variability of
momentum flux (the only parameter tested) measured at a research tower in
Lake Ontario to be 20% larger than the Sreenivasan estimate. Högström and
Smedman (2004), comparing three instruments in both the field and labora-
tory, found much higher errors for the two sonic anemometers tested than
for the ‘MIUU’ hot-film turbulence probe. The errors in momentum flux for
the Gill R3 and R2 sonic anemometers were estimated to be respectively 70%
and 54% higher than would be predicted by SCA78.

Here we revisit these estimates for both the momentum flux and
heat flux using a new set of data collected using a sonic anemometer
deployed on an air–sea interaction spar buoy. During a recent campaign,
described in Section 2, a weeklong period of near stationary conditions was
observed. The resulting dataset (Section 3) is unique in that all major forc-
ing parameters (meteorology, buoyancy, waves and surface currents) were
measured. Surface currents, although moderate, were found to exhibit a sig-
nificant effect on the wind-stress direction. The fluxes and forcing variables
are investigated for stationarity (Section 4), and new estimates are provided
for sampling variability under stationary conditions.

2. The AWE Experiment

AWE, the Adverse Weather Experiment, took place off Ft. Lauderdale,
Florida, U.S.A. during April–May 2000. The goal of the experiment,
funded by the U.S. Office of Naval Research, was to investigate the impact
of adverse weather fronts on air–sea interaction and mixing in the shallow
water column over the continental shelf.

The specific objectives of AWE were, (i) to parameterise the vertical
fluxes of heat and momentum and the turbulent kinetic energy dissipation
rate in the upper oceanic mixed layer, and (ii) to parameterise the buoyancy
and momentum fluxes in the marine atmospheric boundary layer.
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To achieve the AWE objectives, measurements were conducted in the
coastal waters off South Florida where the continental shelf is fairly nar-
row (less than 4 km) and is affected by both wind forcing and intermittent
intrusions of the Florida Current. During AWE, the University of Miami
Ocean Surface Current Radar (OSCR) system was deployed starting on 6
April (Julian Day 97) and ending on 15 May 2000 (JD136) in the South
Florida Ocean Measurement Center, SFOMC (Venezia et al., 2003). The
system consisted of two very high frequency (VHF) radar transmit/receive
stations operating at 49.945 MHz that sensed the electromagnetic signals
scattered from surface gravity waves with wavelengths of 2.95 m. The mea-
surement represents the surface current in the upper 0.23 m at this fre-
quency (Stewart and Joy, 1974). The VHF radar system mapped coastal
ocean currents over a 7.5 km × 8 km domain with a horizontal resolu-
tion of 250 m at 700 grid points (Figure 1). Radar sites were located in
John U. Lloyd State Park, adjacent to the U.S. Navy Surface Weapons
Center Facility (master: 26◦5.6′ N, 80◦6.4′ W), and an ocean front site
in Hollywood Beach, Florida (slave: 26◦2′ N, 80◦6.7′ W), equating to a
baseline distance of 6.7 km. Each site consisted of a four-element trans-
mit and thirty-element receiving array (spaced 2.95 m apart) oriented at
an angle of 37◦ (south-west to north-east) at master and 160◦ (south-east
to north-west) at slave. A total of 2755 vector 20-min current samples
were acquired over the 38.25-day deployment period of which 122 samples
(4.4%) were missing from the vector time series. This is consistent with pre-
vious VHF radar experiments in this domain (Shay et al., 2002; Martinez-
Pedraja et al., 2004).

During AWE, a bottom-mounted upward-looking 300 kHz acoustic
Doppler current profiler (ADCP) was deployed in the north-west portion
of the radar domain at 11 m depth sampling the current vector between
2.5 and 9.5 m at 1-h intervals in the SFOMC (Soloviev et al., 2003). To
facilitate direct comparisons, the 20-min sample interval of the VHF radar-
derived currents was smoothed using a 3-point Hanning window and sub-
sampled at hourly intervals to coincide with the ADCP measurements at
2.5-m depth (Figure 2). Time series indicated fairly energetic along-shelf
currents (v) ranging from −0.30 to more than 0.45 m s−1. These strong
northward excursions were associated with the western flank of the Flor-
ida Current where surface current vorticities scale as large as 7f where f
is the local Coriolis parameter (Peters et al., 2002). Weaker cross-shelf (u)
currents typically ranged between ±0.15 m s−1. While there is fairly good
agreement between the surface and 2.5-m currents, the weaker cross-shelf
current components indicate more of a difference (Shay et al., 2002, 2003).
Statistical comparisons are given in Table I between 2.5 and 9.5 m at the
ADCP mooring relative to surface currents. The root-mean-square (rms)
differences (2.5-m depth) of 0.074 and 0.053 m s−1 in the cross-shelf and
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Figure 1. Location of the Adverse Weather Experiment in the South Florida Ocean
Measurement Center off Ft. Lauderdale, Florida showing the OSCR cells (dots), bottom
topography (contours in m), the ADCP mooring (triangle) deployed by Nova University in
cooperation with the University of South Florida and the ASIS buoy (square). The master
and slave sites for the VHF radar (black circles) were located at John U. Lloyd State Park
and Hollywood Beach, respectively.

along-shelf directions, respectively are within cited accuracies of the instru-
ments. In the along-shelf direction, differences between the surface and
2.5 and 9.5 m were 0.05–0.11 m s−1, respectively. These values are consis-
tent with previous studies given the energetic Florida Current structure
that intermittently intrudes across the shelf break. Phase angles suggested
a cyclonic veering with depth of the sub-surface current vector at 2.5 and
9.5 m relative to the surface velocity measurements at the ADCP mooring.
Regression analysis (not shown) indicates considerably more scatter in the
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Figure 2. Comparison of along-shelf (v: top panel) and cross-shelf (u: bottom panel) cur-
rents from OSCR (solid) and 2.5 m (dotted) at the SFOMC 11 m mooring during the
Adverse Weather Experiment. The analysis focuses on the period from JD 122.5 to 129.5.
ADCP mooring data were missing between JD 108 and 110 for maintenance of the buoy.

TABLE I

Averaged difference between the surface and subsurface currents at 2.5 and 9.5 m for east-
west (uo−b) component, north-south (vo−b) component, correlation coefficient (γ 2), phase (φ)
and the rms differences in the east-west (uo−brms ) and north-south (vo−brms ) velocity compo-
nents based on 872 hourly currents from the ADCP mooring at 11-m depth at SFOMC.

uo−brms vo−brms
Series uo−b(mm s−1) vo−b(mm s−1) γ 2 φ(◦) (mm s−1) (mm s−1)

�V2.5m −1 −11 0.74 6.0 74 53
�V9.5m 12 25 0.36 22.2 98 110

weaker cross-shelf than the along-shelf directions where slopes were O(1)
for the 2.5-m comparisons.

An autonomous underwater vehicle, AUV (Dhanak et al., 2001), was
used to make measurements of current profiles, conductivity, temperature
and small-scale turbulence, including turbulent kinetic energy dissipation
rates, in the survey region. The AUV operated during JD 99–100 and 109–
110, covering the passage of two strong frontal systems through the area.
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An air–sea interaction spar buoy, ASIS (Graber et al., 2000), was
deployed to measure the air–sea turbulent fluxes of momentum and buoy-
ancy, along with mean meteorological conditions and surface waves. ASIS
was deployed at 26◦2.4′ N, 80◦5.43′ W, 2 km from the shore at a depth of
20 m. The mooring site was adjacent to the AUV survey area, and within
the VHF radar domain. ASIS was deployed on JD 98, and operated con-
tinuously until recovery on JD 132.

3. ASIS Data

We focus primarily on the ASIS and OSCR data. During the 5-week
experimental period, ASIS was instrumented as follows: a Solent 1012R2A
sonic anemometer at 6.5-m above mean water level measured the three-
dimensional wind vector and speed of sound; a pair of fast response ther-
mocouples (6-m) measured air temperature; a Rotronic MP-100C (5-m)
measured air temperature and relative humidity; an 8-gauge capacitance
wave wire array provided surface elevation; three orthogonal Columbia
Research Laboratory SA-307HPTX linear accelerometers, three orthogonal
Systron Donner GC1-00050-100 rate gyros, and a Precision Navigation
TCM-2 compass measured the six components of buoy motion; a Sensor-
Tek UCM-60DL current meter at −5 m measured currents, bulk water
temperature and salinity. A second thermistor at −1 m failed. All instru-
ments except the current meter were sampled continuously at 20 Hz for
60-min periods; the current meter sampling was set at 10 min. All data
were subsequently analysed in 30-min blocks.

Following Anctil et al. (1994), the buoy motion measurements were used
to correct the wind velocity vector (u, v,w, respectively the horizontal in-
line with the mean wind, horizontal cross-wind and vertical wind compo-
nents) to a stationary reference frame. The motion-corrected velocity data
were then rotated into the mean wind direction (i.e. v = 0). A tilt cor-
rection, forcing w = 0, was also applied and linear trends were removed
prior to estimating fluxes. Finally, the dataset was subject to quality con-
trol to remove runs where the wind direction was from the rear of the
sonic (i.e. through the head supports). During AWE the data return rate
for most sensors was near 100% throughout the deployment period. One
signal needing slightly more attention was the speed of sound, which was
affected by a narrow, but persistent, spike of unknown origin in the spectra
at 0.182 Hz. This was removed by linearly interpolating through the spike
in Fourier space. The speed of sound c is then converted to sonic tempera-
ture, θs= (c/20.067)2 and corrected for cross-wind contamination, following
Kaimal and Gaynor (1991).
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The stress vector τ̂ is calculated from the detrended turbulent velocity
fluctuations as

τ̂ =−ρ(w′u′î+w′v′ĵ ), (1)

where the prime represents turbulent fluctuations, the overbar represents a
time average of 30 min and ρ is the air density. The friction velocity is
given by u∗ = (|τ̂ |/ρ)1/2. To relate the measured 6.5-m winds to the stan-
dard 10-m neutral values, we assume a wind profile

Uz−U0 = (u∗/κ)[log(z/z0)−ψu(z/L)] (2)

using flux-profile relations ψu from Donelan (1990). Here U0 represents the
mean surface current in the wind direction (see below), κ ≈ 0.4 is the von
Kármán constant, z is the measurement height and zo is the surface rough-
ness length, or the height where the extrapolated wind profile crosses zero.
The Obukhov length L is defined as

L = −u3
∗�v [κgw′θ ′

v]−1, (3)

where �v and θ ′
v represent, respectively, the mean and turbulent compo-

nents of virtual potential temperature, θv = θ(1 + 0.61q), θ is the potential
temperature, q is the specific humidity, and g is the gravitational constant.
Here we use the sonic temperature, θs = θ(1+0.52q), to calculate θv, mak-
ing the small correction for humidity flux following Dupuis et al. (1997).
Note, however, that Dupuis et al. use a slightly different definition for θv

(Stull, 1988). This approach includes the effects of both humidity and tem-
perature variations, and assumes equality of the bulk coefficients of heat
and humidity. Typically the correction leads to changes in buoyancy flux
(and L) of order 3%.

For comparison, we also compute L using a bulk heat flux param-
eterisation with constant Dalton and Stanton numbers equal to 0.0012
(Smith, 1989). The algorithm for L is iterative, and nonconvergent points
are removed from the dataset. Both sonic and bulk |L| are shown in loga-
rithmic representation in Figure 3a, with negative (1326 points) and pos-
itive (72) values shown in grey and black, respectively. An additional 38
points are not shown in Figure 3a as the two estimates produce values of
different sign. Much of the scatter in Figure 3a can be attributed to diur-
nal heating of the near-surface layer, which can result in the 5-m bulk water
temperature estimate being of order 1 ◦C different from the true skin tem-
perature (Katsaros, 1980). If only the nighttime data (from 0000 to 0800
local time) are included (panel b), the correlation for the unstable data
improves (though not the few remaining stable cases).

A summary of meteorological conditions experienced during the AWE
deployment is given in Figure 4. The atmospheric pressure (panel a)
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Figure 3. Obukhov length L calculated via the sonic heat flux and a bulk algorithm. Panel
(a) shows a scatter plot of log(|L|), with unstable cases indicated with grey dots, and stable
cases by diamonds. Panel (b) shows only the nighttime data. In panel (c), the two estimates
are plotted as time series, with sonic values shown with lines (grey solid = unstable; black
dashed = stable), and bulk estimates with symbols (grey •= unstable; black ♦= stable).

from the National Data Buoy Center’s C-Man station at Fowey Rocks
(FWYF1), 50 km south of ASIS, shows the seasonal transition: during the
first three weeks (JD 98–115), cold fronts accompanying continental low
pressure systems propagate through the region roughly every five days. By
early May, the fronts no longer extend into southern Florida, leaving the
region in the subtropical climate regime. The weather is then character-
ised by strong diurnal variations (JD 116–122), followed by onshore flow
resulting from a stationary anticyclone to the north-east. The winds (pan-
els b, c) are mostly moderate, reaching a maximum of 12 m s−1during the
first frontal passage. The wind direction varied considerably during the first
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three weeks (north-west during the frontal passages, followed by a slow
backing to the east), but was mainly easterly (onshore) towards the end
of the experiment. The winds at Fowey Rocks, measured at 43.9 m, are
also shown. For comparison the wind speed representative of the 6.5-m
ASIS height is shown, and is calculated by application of Equation (2),
using measured ASIS friction velocities. Agreement with the ASIS winds
is excellent, indicating the homogeneity of the site. For the most part, the
atmospheric boundary layer is slightly unstable, with an Obukhov length
of order −50 m (Figure 3c). The ASIS relative humidity measurement
(Figure 4d) underwent a sudden offset during JD 105; and data after that
time were corrected upwards by 22%. The correction was checked against

Figure 4. Summary of meteorological conditions during AWE. The panels show: (a) atmo-
spheric pressure from the Fowey Rocks C-Man station (FWYF1); (b) wind direction from
ASIS and Fowey Rocks (•); (c) 6.5-m wind speed from ASIS and Fowey Rocks (•, reduced
from 43 m); (d) relative humidity from ASIS and the Dania Pier (dashed, from JD 115); (e)
air and water (dashed) temperatures from ASIS. The first four events indicated by shading
are cold front passages; the last is a stationary high pressure region.
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humidity from a meteorological package at the Dania pier, several km
north-west of the site (also shown on the plot).

Five periods are identified by shading in Figure 4e. The first four are
associated with the passage of cold fronts through the domain, with each
frontal passage marked by a local pressure minimum, a turning of the wind
to the north-west, and a fall in air temperature (panel e). For the stron-
ger fronts, the relative humidity also fell significantly. AUV operations were
carried out during the first and third frontal passages. The fifth period,
during days 122–129, is associated with a stationary high pressure region
to the north-east of the domain. These periods, typical during the southern
Florida spring season, are known for their persistent and steady winds.

Six capacitance wave staffs, each 3.5 m long by 0.9 mm in diameter, were
deployed on ASIS: five in a pentagon of radius 0.93 m along the outer
perimeter of the buoy, and a further one in the centre. Several wave staffs
failed during the course of the experiment, but at least three were available
at all times. The surface elevation measurements are corrected for platform
motion following Drennan et al. (1994) and Pettersson et al. (2003); a sum-
mary of the wave conditions as measured from ASIS is given in Figure 5.
For the most part, the waves are small and near full development, with
significant wave height Hs approximately 1 m, and inverse wave age u∗/cp
around 0.04 (U10N/cp≈1). The evolution of the one-dimensional spectrum

Figure 5. Summary of wave conditions during AWE. The panels show: (a) significant wave
height, Hs; (b) inverse wave age, u∗/cp, where u∗ is the friction velocity and cp the peak wave
phase speed; (c) evolution of the one-dimensional wave spectrum, shaded to indicate spectral
energy E. The five shaded areas denote events identified in Figure 4.
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is shown in Figure 5c, where logarithmic contour intervals are used to
emphasize the higher frequency waves. The response of the wave field to
sudden increases in wind speed is readily seen by the appearance of high
frequency wind waves, and also by the sudden increase in u∗/cp (note, e.g.,
JD 113).

Directional wave spectra are calculated from the array data using the
maximum likelihood method (Capon, 1969). A wave partitioning algorithm
based on Gerling (1992) was applied to the directional wave spectra to
determine the various components of the wave field. The energy, peak fre-
quency, and mean propagation direction of each component are identi-
fied. A single component, meeting criteria U10N cos(φd)> 0.83cp (Donelan
et al., 1985) and |φd |< 45◦, where φd is the mean angle between the wind
and waves, is identified as wind sea; other components are identified as
swell. During AWE, the wave field was for the most part unimodal, usually
wind waves, or, in a decaying or low wind, recent and short-lived swell.

The surface current magnitudes and directions from the VHF cell near-
est ASIS are plotted in Figure 6; the mean current magnitude was Uc =
0.17 ± 0.10 m s−1(one standard deviation). Several different current scenar-
ios were observed during AWE. During shoreward incursions of the Florida
Current, currents at ASIS were northward (shore-parallel) and independent
of the wind field; this occurred over 40% of the time. When the Florida Cur-
rent was offshore, currents were often in the wind direction (|φc|< 30◦ for
30% of the time, where φc is the current direction relative to that of the wind),
and presumably wind driven (e.g. JD 98–101). On several days (e.g. JD 105)
a southward near-shore current was observed (17%), while on JD123 an eddy

Figure 6. Currents during AWE. Panel (a) shows the surface current magnitude at the
OSCR cell nearest the ASIS mooring. Panel (b) shows the OSCR current direction and the
ASIS wind direction (•).



92 WILLIAM M. DRENNAN AND LYNN K. SHAY

passed through the domain. For future reference, we define U0 =Uc cos(φc),
the component of surface current in the mean wind direction.

Surface current measurements revealed complex surface features with
frequent Florida Current intrusions and multiple current reversals (Shay
et al., 2002, 2003; Martinez-Pedraja et al., 2004). An example of the variabil-
ity over a three-day period, JD 124–127, is shown in Figure 7. On JD 124–
125 there is a general south-westerly to southerly current over the inner shelf
where currents range between 0.25 and 0.40 m s−1. In the south-east part of
the radar domain, there is evidence of cyclonic turning of the surface current
vectors. By 1800 UTC, the Florida Current moved westward and impacted
the inner shelf with northward currents of 0.40 m s−1. Further offshore, sur-
face velocities associated with the Florida Current’s western flank exceeded
1 m s−1. This trend continued into JD 126, however inner-shelf currents of
0.20–0.30 m s−1 also indicated a wave-like structure and a surface conver-
gence zone. These wave-like features have periods of ≈10 h and are usually
associated with significant vorticity (Peters et al., 2002). Nine hours later,
the Florida Current meandered eastward, however surface currents remained
towards the north with a maximum velocity of 0.75 m s−1. On JD 127, cur-
rents were weaker with a magnitude of ≈ 0.40 m s−1. A convergence zone

Figure 7. Surface current evolution in the VHF-radar domain observed during AWE from
(a) JD 124, 0000 UTC; (b) JD 125, 0000 UTC; (c) JD 125, 1800 UTC; (d) JD 126, 0100
UTC; (e) JD 126, 1000 UTC; (f) JD 127, 0100 UTC. The colour bar provides the magnitude
of the surface currents. Wind direction from Dania Pier is shown as a black vector along the
coast and the VHF radar master and slave sites are shown as black dots as per Figure 1.
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developed as a result of southward inner-shelf currents and a cyclonic vor-
tex with a scale of a few km located offshore in the south-east part of the
domain. Note that the Florida Current was well offshore during this day.

4. Fluxes and Variability

The covariance kinematic heat fluxes w′θ ′ and w′θ ′
s are shown in Figure 8.

Here the sensible heat flux is calculated from the sonic temperature flux
according to

w′θ ′ =w′θ ′
s(1+0.52Q10N +0.52�10N(Q0 −Q10N)/	�)

−1 (4)

(Dupuis et al., 1997), where 	�=�0 −�10N and the mean surface spe-
cific humidity Q0 is calculated from �0 assuming saturation. Roughly 110
data points out of the 1550 total, mostly those with small 	�, misbehaved
during this correction, and were eliminated; the singularity results from the
denominator of Equation (4) being near its zero value – errors in �0 (and
therefore Q0) due to diurnal heating compound the problem. In applying
Equation (4), a threshold value must be applied to the denominator to

Figure 8. Heat flux during AWE. Nighttime data are shown with black dots. Panel (a) shows
the covariance fluxes of temperature θ and sonic temperature θs (grey dashed). Panel (b)
shows flux w′θ ′ versus (U10N −U0)(�0 −�10N). Panel (c) shows the Stanton number ver-
sus wind speed. Circles indicate stable conditions. Panel (d) shows bulk versus measured
heat flux. The dashed lines represent 90% confidence limits based on the measured sampling
variability.
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eliminate singular values. This correction, which assumes that the bulk heat
and humidity coefficients are equal, is roughly 20% during unstable condi-
tions, double that found by Schotanus et al. (1983) over land. The sonic
anemometer was found to give consistent sensible heat estimates even for
low values. This is somewhat surprising, given the high noise levels of the
anemometer measured speed of sound c, even after the gain of 5 applied
to the channel before recording.

To assess the sonic anemometer for heat flux measurements, a pair
of thermocouples was deployed 0.5 m below the anemometer head. The
thermocouple system, designed for wet/dry bulb measurements (Katsaros
et al., 1993), was deployed here with a pair of 50-µm diameter copper–
constantan dry bulb sensors, separated by 40 mm. Under the assumption
that salt particles would rarely impact the two sensors at the same time,
the pair were analysed together using a difference algorithm to remove
salt-based spikes. Unfortunately, the gain on the thermocouple electron-
ics slowly drifted during the course of the experiment. Hence we are able
to use only the spectral information from the thermocouples, but not
the absolute values. In Figure 9, we compare spectra from the corrected
thermocouple with the sonic temperature for three representative times.
Although sonic temperature includes humidity as well as temperature, we
expect the θs and θ spectra and cospectra (with w) to be similar in shape
due to the typical spectral similarity between θ and q at low to moderate
wind speeds (but, see Katsaros et al., 1993 for the discussion of an excep-
tional case).

The top panels show the temperature spectra for unstable cases with
strong forcing, (	�= 9.2 K, 	U =U10N −U0 = 5.2 m s−1, on JD 114.45,
left) and weak forcing (	�= 0.5 K, 	U = 2.9 m s−1on JD 119.66, mid-
dle), and a stable case (	�=−3.9 K, 	U =9.5 m s−1on JD 109.81, right).
In each case, the thermocouple spectra Sθθ (black curves), which are mul-
tiplied by 0.1, are seen to exhibit the expected inertial subrange slope of
f −5/3. In the strongly forced case, the sonic temperature spectrum also
exhibits a well-defined inertial subrange; however high noise levels limit the
θs inertial subrange range for most other cases. Hence, as noted by Dupuis
et al. (2003), the sonic temperature is not generally suitable for heat flux
measurements via the inertial dissipation method.

The cospectra Swθ and Swθs are presented in the middle row, where we
have normalised the thermocouple cospectra so that the spectra match for
frequencies around 0.1 Hz. Again, this assumes similarity of the humid-
ity and temperature spectra. Although Swθs clearly shows more noise at
higher frequencies, the cumulative cospectra, normalised to 1 (lower panels)
are in excellent agreement. The sonic temperature noise at high frequencies
increases considerably as the forcing decreases. Nevertheless, even for weak
forcing, both the spectra and cospectra agree well for lower frequencies,
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Figure 9. Temperature spectra (top) and cospectra (middle) from a thermocouple (black)
and sonic anemometer. The bottom panels show the cumulative cospectral sums, normalised
to 1. The three cases are from JD 114.45 (left, strongly unstable), JD 119.66 (centre, weakly
unstable), and JD 109.81, (moderately stable). In the top panels, the thermocouple spectra
are divided by 10; the dashed lines show the expected inertial subrange slope f −5/3. In the
middle panels, the thermocouple gains have been normalised to match the sonic temperature
around 0.1 Hz.

while the cumulative cospectra are in good agreement at all frequencies.
The stable case (third column) agrees qualitatively with the low forcing
case: while the sonic temperature signal is noisy at higher frequencies, the
cospectra, and especially the cumulative cospectra, are in good agreement.

Hence we conclude that the high frequency noise experienced with the
sonic temperature (after a gain of 5) does not preclude good eddy cor-
relation heat flux measurements. This is consistent with Högström and
Smedman (2004), and also Pedreros et al. (2003). As seen in Figure 8b,
where w′θ ′ is plotted against 	U	�, the unstable data pass through zero
with no increase in scatter for small 	U	�. Hence unlike most earlier
studies, we do not apply a threshold on 	� in using the data. The sta-
ble data are not as well behaved, but as these are mostly daytime cases the
error is likely in 	�, which uses a bulk (−5 m) value for �0.
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In Figure 8c, the Stanton number

CH =CH10N =w′θ ′[(U10N −U0)(�0 −�10N)]−1 (5)

is plotted against relative wind speed 	U . For the nighttime data with
	U > 3 m s−1(441 points, all unstable) CH = (1.01 ± 0.03)× 10−3, showing
two standard errors, with no significant wind speed dependence. The night-
time CH does not show a significant dependence on stability parameter
z/L (not shown), although the CH values nearest neutral, −0.05<z/L<0,
are on average 20% lower than other values. For the full dataset, again
with 	U > 3 m s−1, CH = (1.09 ± 0.03) × 10−3 (1255 points) for unstable
conditions and CH = (0.69 ± 0.13)× 10−3 for stable conditions (65 points).
These data support those of other recent experiments, including Large and
Pond (1982), DeCosmo et al. (1996) and Larsén et al. (2004), with con-
stant Stanton numbers for unstable and stable conditions, and the mean
stable CH lower than the mean unstable CH . Given the uncertainty with
daytime water temperatures, we consider the nighttime CH estimate to be
more reliable for unstable conditions. Although the stable CH value is con-
sistent with other estimates (e.g. Large and Pond, 1982; Larsén et al., 2004)
it may be biased due to diurnal heating.

The two components of momentum flux are plotted in Figure 10a. For the
most part, the along-wind component −w′u′ dominates the cross-wind com-
ponent −w′v′. The stress angle φτ = tan−1(−w′v′/−w′u′) with respect to the
mean 6.5-m wind is plotted in Figure 10b, along with the angle of the surface
current with respect to mean wind, φc (only when Uc >0.1 m s−1and U10N >

6 m s−1). The correlation between the two angles is 0.53. In these moderate
winds and currents, the stress vector is usually oriented between the 6.5-m
wind and current directions. Consider, for instance, the period JD 124.5–
127.5, which includes a significant change in relative current angle during
JD 125–127, as the Florida Current intruded shoreward (Figure 7).

The wind, stress and current variations during these three days are
shown in Figure 11. Prior to the current intrusion, both the current and
stress angles were aligned roughly with the wind: φc =−13 ± 10◦ and φτ =
5±3◦ (showing two standard errors). During the 42-h intrusion event, the
current was perpendicular to the wind, φc = 94 ± 5◦, with the stress angle
between the wind and current angles: φτ =28±4◦.

The eastward retreat of the Florida Current late on JD 126 marked the
end of the event, and was followed by the passage of an eddy through
the domain around 0000 UTC on JD 127. Note the current reversal rela-
tive to the near-steady wind direction in Figure 11b. The wind stress direc-
tion follows the change in the current direction, before relaxing to the wind
direction as the eddy passes. The correlation coefficient between φc and φτ
during this period is 0.66. However, as seen around JD 125.8, other factors
are also present: for a few hours at the peak of the event the cross-wind
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Figure 10. (a) Along-wind −w′u′ and cross-wind −w′v′ (dashed grey) momentum flux com-
ponents. (b) Stress angle φτ = tan−1(w′v′/w′u′) (grey) and surface current angle φc relative
to the wind. The latter is plotted only when Uc > 0.1 and U10N > 6 m s−1. (c) Neutral drag
coefficient versus wind speed; the straight line is from Smith (1980).

stress reduces, and the relative stress direction becomes zero. This short-
lived period occurs after 12 hrs of gradually declining winds (from 9 to
6 m s−1) during which the wave age exceeds full development. Unfortunately
our wave measurements do not extend to 10-mm scale wavelengths where
the stress is supported. Hence we can only speculate that the effect is due
to the wave field. This remains a subject for future research.

That the stress direction is often different from that of the wind has been
known for some time. Studies using scatterometer data have used this fact
to infer information about the ocean surface. While the standard scatter-
ometer product is the wind field, in fact the radar responds to the short
waves that carry the stress, and so the backscatter is more closely related to
the stress. Cornillon and Park (2001) used the difference between the wind
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Figure 11. (a) Wind speed U10N , current speed (×10, ◦), current component in wind direc-
tion U0 (×10, •); (b) relative directions of the stress vector (◦), peak waves (•) and surface
current (×) with respect to the wind; (c) along-wind −w′u′ (solid) and cross-wind −w′v′

(dashed) stress components during period of an intrusion of the Florida Current.

vector measured by the scatterometer and the presumably homogeneous local
wind field to infer the surface current velocities associated with Gulf Stream
eddies.

Other studies have attributed the differences between the wind and
stress directions to coastal jets (Zemba and Friehe, 1987), surface heat flux
(Geernaert et al., 1988), or the direction of long waves or swell (Geernaert
et al., 1993; Rieder et al., 1994; Grachev et al., 2003). However, here these
effects were either absent (there was little or no swell; coastal jets are
unlikely in onshore flow) or not correlated with φc (the correlation of sur-
face heat flux with φc is only γ 2 =0.09).

To the authors’ knowledge, the AWE data are the first in situ data to
support the bulk-derived estimates of Halpern (1988) that surface currents
steer the wind stress. Few studies of wind stress include current measure-
ments; coincident surface current measurements are even rarer. It seems
likely that unobserved variations in surface current result in some of the
scatter in φτ found in previous studies. This demonstrates the need for
near-surface current as well as wave measurements in such studies.

The neutral 10-m drag coefficient,

CD =CD10N =u2
∗/(U10N −U0)

2, (6)
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Figure 12. Conditions during stationary period: (a) Wind speed U10N , current speed (×10,
black •), current component in wind direction U0 (×10, grey •); (b) direction of wind (grey
•), peak waves (black •) and current (+); (c) along-wind momentum flux −w′u′ (m2 s−2,
black solid), momentum flux magnitude u2

∗ (m2 s−2, grey), and heat flux w′θ ′ (×2, m K s−1,
dashed); (d) relative humidity; (e) air and water (dashed) temperatures; (f) stability parame-
ter, z/L; (g) significant wave height, Hs; (h) inverse wave age, u∗/cp.

is plotted against relative wind speed in Figure 10c. The plot exhibits a general
agreement in the mean with the classic Smith (1980) and other relationships,
with a considerable amount of scatter. One goal here is to assess how much of the
observed scatter or variability arises from geophysical forcing as opposed to sta-
tistical uncertainty. Here we focus on the week-long period from JD122.5–129.5,
when a stationary anticyclone over the Atlantic to the north-east of the study
site resulted in a steady onshore flow (U10N = 7.55 ± 0.80 m s−1from 78 ± 13◦,
showing one standard deviation) and slightly unstable conditions (	�=1.08±
0.33 ◦C; z/L=−0.12±0.05). The waves were moderateHs =0.88±0.16 m, near
full development (U10N cosφd/cp = 0.95 ± 0.15 or u∗/cp = 0.034 ± 0.006) and
propagating in the wind direction 76 ± 20◦. There was little or no swell. The
primary variability in each of these parameters is diurnal, with the wind increas-
ing somewhat during the local afternoon. The surface current was moderate
(Uc = 0.13 ± 0.07 m s−1), with variable direction. See Figure 12 for a summary
of the fluxes and forcing variables during this period.
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TABLE II

Analysis of fluxes and second-order moments during stationary period of JD 122.5–129.5.
The first three columns are: parameter X, standard deviation of X, and standard deviation
of X divided by mean of X. The last seven columns are the correlation coefficient of X with:
relative wind speed (	U =U10N −U0), current magnitude Uc and direction relative to the
wind θc, significant wave height Hs , inverse wave age u∗/cp, stability z/L and air-sea tem-
perature difference 	�=�0 −�10N . Parameters with subscript B are residuals after subtrac-
tion of bulk estimates based on 	U (σu, σw, −w′u′, u2

∗), 	� (σθs) or 	�	U (w′θ ′), or after
the removal of days JD 125.25–127 with anomolous cross currents (σv , −w′v′). The param-
eters with subscript A are residuals after removal of wave-age dependent estimates. (*) Since
mean(−w′v′)≈0, σX/X estimates for −w′v′ use the mean of −w′u′.

Parameter σX σX/X Correlation γ 2 of first column parameter with

	U Uc θc Hs u∗/cp z/L 	�

σu 0.097 m s−1 0.14 0.63 0.26 0.08 0.31 0.33 0.33 0.31
σv 0.153 m s−1 0.20 0.22 0.06 0.23 0.16 0.18 0.06 0.32
σw 0.032 m s−1 0.10 0.90 0.15 −0.17 0.47 0.55 0.52 0.21
σθs 0.020 K 0.10 0.17 0.26 0.23 0.22 −0.06 −0.32 0.72

σuB 0.075 m s−1 0.11 0.00 0.17 0.24 −0.03 0.02 0.03 0.31
σvB 0.133 m s−1 0.19 0.32 −0.14 0.01 0.16 0.24 0.22 0.28
σwB 0.014 m s−1 0.044 0.00 −0.06 −0.07 0.01 0.23 0.18 0.23
σθsB 0.014 K 0.071 0.12 0.00 0.37 0.19 −0.06 −0.22 0.00

−w′u′ 0.020 m2 s−2 0.32 0.80 0.02 −0.22 0.40 0.70 0.70 0.06
−w′v′ 0.019 m2 s−2 0.30* 0.03 −0.09 0.46 0.19 0.11 0.12 0.11
w′θ ′ 0.0035 m K s−1 0.38 0.35 0.32 −0.04 0.27 0.06 −0.26 0.81
−w′u′

B 0.012 m2 s−2 0.19 0.01 −0.21 −0.08 −0.02 0.50 0.52 −0.06
u2

∗B 0.012 m2 s−2 0.19 −0.02 −0.15 0.12 0.06 0.47 0.50 0.05

−w′u′
A 0.010 m2 s−2 0.17 0.18 −0.07 −0.11 0.23 0.21 0.49 0.02

u2
∗A 0.011 m2 s−2 0.17 0.13 −0.01 0.12 0.37 0.17 0.46 0.14

−w′v′
B 0.015 m2 s−2 0.23* −0.08 −0.38 0.39 −0.02 0.10 0.15 −0.14

w′θ ′
B 0.0018 m K s−1 0.20 0.02 0.01 0.08 0.08 −0.07 −0.41 0.11

It is evident that the majority of variability present in the along-wind
stress (Figure 12c) −w′u′ arises from changes in the wind field, 	U . Indeed
the correlation between the two is 0.80, see Table II. High correlations with
other variables such as Hs are likely to be spurious in that both −w′u′ and
Hs are related to the wind speed. We remove the wind speed correlation
by subtracting from the stress the bulk estimate calculated using the Smith
(1980) drag coefficient, that is

−w′u′
B =−w′u′ −CD(	U)

2. (7)
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The standard deviation of the residual −w′u′
B is 40% less than that of

−w′u′. The correlation coefficients of −w′u′
B with the various forcing

parameters are given in Table II. The correlations between −w′u′
B and

wind speed or Hs are no longer significant but there remains a relatively
high correlation γ 2 = 0.5 between −w′u′

B and inverse wave age u∗/cp,
despite the relatively small range of wave age during the stationary period.
This effect of wave age on stress was first reported by Kitaigorodskii and
Volkov (1965), and is now well known. To remove the wave-age depen-
dence, we subtract from −w′u′ the stress estimated using the Drennan
et al. (2003) wave-age relation. This relation, zo/Hs = 3.35(u∗/cp)3.4, gives
the roughness length zo, from which u∗ is calculated using Equation (2).
Here we assume that the wave-age relation gives the in-line component of
stress. The standard deviation of the resulting wave age residual −w′u′

A

is 20% lower than that of the bulk residual, and half that of the original
−w′u′ (Table II).

A similar investigation of heat flux shows that most of the variability in
w′θ ′ is associated with 	�. We remove this from the flux by subtracting
the bulk estimate,

w′θ ′
B =w′θ ′ −0.001	U	�. (8)

Again, the standard deviation is reduced by almost half.
The highest remaining correlation of the w′θ ′

B and w′u′
A residuals is

with stability parameter z/L (γ 2 = −0.41,0.46 respectively). This might
arise from the profile relations used in arriving at the neutral wind and
temperature estimates. However, a plot of the residuals versus z/L does
not indicate any clear relation (not shown). Thus no attempt was made to
remove this effect.

The variability of the cross-wind stress is mostly associated with vari-
ability in the current direction (γ 2 =0.46), primarily during JD 125.2–127.5.
In the analysis below, we omit this 50-h segment in considering −w′v′,
referring to the covariance excluding the period as −w′v′

B . The period is
retained for the in-line stress and heat flux, as its inclusion has no effect
on the results.

In a similar fashion, we investigate the variability in the standard devi-
ations of u, v, w and θs during this stationary period. Again finding much
of the variability to be associated with variations of a forcing parameter,
we remove linear trends of 	U from σu and σw, a linear trend of 	� from
σθs , and the period with currents perpendicular to the wind from σv. These
are indicated with subscript B in Table II.

We now consider the variability of the residuals, −w′u′
A, −w′v′

B , w′θ ′
B ,

and σB to be due to sampling of a stationary process. Following Lumley
and Panofsky (1964) the variability of a Gaussian quantity X is expected
to scale as
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TABLE III

Dimensionless coefficients αX from σX/X=αX(z/Uϒ)1/2 where X is the quan-
tity in the first column, z is the measurement height, U is the mean wind
speed and ϒ is the measurement duration. The values αS are from Sreeniva-
san et al. (1978). αMIUU , αR2 and αR3 are calculated from the data of Högström
and Smedman (2004) for MIUU, Gill R2 and Gill R3 anemometers. Subscript
C refers to the mean values from the R2/R3 comparison.

X α αS αMIUU αR3 αR2 αRC

σu 4.70 1.73 1.60 3.76 2.21 2.67
σv 8.45 – 1.45 4.01 2.92 3.55
σw 1.95 0.87 1.84 2.45 1.47 2.19
σθs 3.12 2.12 3.44 4.29 3.64 8.30
−w′u′ 7.38 5.5 6.11 9.41 8.32 7.70
u2

∗ 7.22 – 6.27 9.57 8.08 7.11
−w′v′ 10.23 – – – – –
w′θ ′ 8.85 8.0 5.12 11.45 5.94 14.80

σX/X=αX(z/Uϒ)1/2, (9)

where αX is a constant, and ϒ = 1800 s is the duration of measurements.
The α coefficients are given in Table III. Using the average 6.5-m wind
speed for the stationary period, we find α−w′u′ = 7.38. This is 34% higher
than the value reported by SCA78, and 13% above that of Donelan (1990)
based on 7 hours of data from a bivane anemometer. The variability of the
cross-wind stress (normalised by −w′u′, since the mean of −w′v′ is near
zero) is 50% higher, with α−w′v′ = 10.23. For the stress magnitude, u2

∗, we
find αu2∗ =7.22. Finally, αw′θ ′ =8.85, 10% higher than the value reported by
SCA78. The coefficients for the velocity moments are roughly double those
of SCA78.

5. Discussion and Conclusions

The studies of SCA78, Donelan (1990), and the present work take the
approach of looking at the variability of various turbulent quantities within
a single long stationary record. They assumed the measured variability to
be associated with sampling variability alone.

Högström and Smedman (2004) took a different approach. They car-
ried out a series of four experiments, in each of which two or more
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anemometers were deployed close together. They then looked at the vari-
ability of the difference between the measured quantities, which they took
to be representative of the instrument error. In the first test carried out
at 1.56-m height over land (heath), three MIUU hot film turbulence sen-
sors were deployed, spaced about 3 m apart. By assuming rms differences
between pairs of sensors to be divided equally, estimates of the MIUU sen-
sor error were found for various fluxes and moments. For instance, the
error σX/X for X=−w′u′ was found to be 8%. Subsequent tests were then
carried out between a MIUU sensor and a Gill 1012R2, a MIUU sensor
and a Gill 1012R3, and the R2 and R3. Each of these tests were carried
out at 10-m elevation either over water or farmland, with the sensors sep-
arated by 1.35 m (Högström, 2005, personal communication). In analysing
the MIUU/Gill comparisons, the MIUU error found from the first tests
was removed from the total error to arrive at the R2 or R3 error. The
resulting R2 and R3 errors were found to be roughly three times higher
those that of the MIUU hot film sensor.

Furthermore, these values are significantly larger than the variability
in −w′u′

B estimated during AWE with a R2A anemometer, even after
accounting for the differences in sensor height and wind speed. Given that
a side-by-side comparison of sensors will filter out the effects of natural
variability on scales much larger than the separation distance, the opposite
would have been expected. Clearly the estimates in the errors in the R2/R3
intercomparison should be consistent with the errors from the R2 and R3
when compared with the MIUU. However, this is not the case. For instance
the R2 and R3 errors for −w′u′ were estimated to be 35% and 23% respec-
tively when compared against the MIUU. However, the direct comparison
of the R2 and R3 yielded a total error in the two −w′u′ values of 26%.
Similar conclusions follow for the other fluxes and moments.

This inconsistency could arise from the assumption that the rms differ-
ence between two sensors arises entirely from instrument error. Indeed even
at O(1 m) separation, some of the measured differences will be associ-
ated with sampling variability (Dyer et al., 1982). Since sampling variability
scales with (z/Uϒ)1/2 (from Equation (9)) the MIUU intercomparison at
1.56-m elevation would exhibit (10/1.56)1/2 ≈ 2.5 times less sampling vari-
ability than the other comparisons carried out at 10 m. If this correction,
plus a factor accounting for the mean wind speed differences, are made to
the MIUU sensor error (i.e. assuming all the error to be sampling variabil-
ity), the estimated R3 errors are reduced by about 10%, and the R2 errors
by 25%. Alternatively, if we assume the errors in the R2 and R3 (sensors
with similar head designs) to be roughly the same, we can use the R2/R3
intercomparison to constrain the error estimates for the R2 and R3. This
typically results in a reduction in the R3 errors by 20%.
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In Table III, we give estimates of the α coefficients calculated from the
Högström and Smedman (2004) data. Although this assumes (incorrectly)
that all the difference between sensors arises from sampling variability, it
allows for a comparison with the estimates found in the AWE study. The
final column in Table III gives the value from the R2/R3 intercompari-
son αRC , assuming equal errors in the two. We consider the minimum of
αR3 (or αR2) and αRC to be the best estimate for the R3 (or R2) error.
For σw, σθ , u∗, −w′u′, and −w′θ ′ these latter values are close to those
found in the AWE study. For the horizontal velocity moments, σu and
σv, the variability in AWE is roughly double that observed by any of the
MIUU/R2/R3 sensors. This is consistent with the horizontal velocity spec-
tra being dominated by larger spatial scales – variability missed in the in-
tercomparison.

We have analysed the sampling variability of the turbulent momentum
and heat fluxes, along with second-order moments, during a week-long sta-
tionary period. The dimensionless variability σX/X in −w′u′, u2

∗, −w′θ ′, σw
and σθ is found to agree with the constrained estimates of Högström and
Smedman (2004), but are significantly larger those of SCA78 (except for
−w′θ ′, which agrees with SCA78).

Following Krogstad et al. (1999), the estimated sampling variability
can be used to define confidence regions in a scatter plot. For instance,
Figure 8d shows a scatter plot of predicted bulk versus measured heat flux.
The dashed lines shown on the plot indicate the 90% confidence region
using Equation (9) with αwθ = 8.85 and the mean speed for the experi-
ment. This assumes equal variability on both axes. Considering the full
unstable dataset, 75% of the data fall within the 90% confidence lim-
its; if only nighttime data are included, the figure rises to 85%. How-
ever, for the stable data only 52% of the data fall in the expected
range. From this we conclude that while the bulk formula does not ade-
quately model the stable data, the scatter among the unstable data is
consistent with sampling variability. For the daytime unstable data, the
increased variability is likely attributable to errors in water temperature.
A similar analysis of bulk, wave-age and wave-steepness models on the
momentum flux for AWE and other experiments is given in Drennan
et al. (2005).

Finally, our analysis has revealed the first in situ evidence for the steer-
ing of wind stress by surface currents. Although it is usually assumed that
surface currents are weak and can be ignored relative to U10N , it was
shown that even a weak surface current perpendicular to the wind can
modify the stress direction. This might explain some of the scatter pres-
ent in other studies where the stress direction has been related to the swell
direction or stability.
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