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A composite divided scale model for radar backscatter from the ocean surface is constructed. The 
primary scattering mechanism is assumed to be Bragg scattering for which the normalized radar back- 
scattering cross section is proportional to the spectral density of the resonant Bragg water waves. The 
form of the high-wave number equilibrium spectrum is derived on the assumption that the shortwave 
energy density reflects a balance between direct wind forcing and dissipation due to breaking and to 
viscosity. This theoretical equilibrium spectrum links the wave spectrum to the wind. This spectrum is 
then used in a two-scale Bragg-scattering model to link backscattering cross section to the full wave 
spectrum, which is this high-wave number spectrum plus a gravity wave spectrum for fully developed 
seas. The effects of tilt and modulation of the Bragg resonant waves by the longer waves are included 
along with the contribution from specular reflection at low incidence angles. The model is tested against 
aircraft circle flight K u band radar backscatter measurements with encouraging results for vertical 
polarization. It is demonstrated that particularly at low wind speeds, scatterometry is sensitive to surface 
water temperature through its effect on the viscous dissipation of short waves. Also for low wind speeds 
and low incidence angles (20 ø or so) an additional source of specular backscatter needs to be considered: 
that due to gravity waves that may be left over from previously higher winds or that enter the area as 
swell. For high incidence angles and high winds, the two-scale Bragg model yields values that are 
somewhat low compared with the data for vertical polarization. For horizontal polarization the model is 
somewhat low for a 40 ø incidence angle and much too low for higher incidence angles by amounts that 
cannot be explained by a combination of possible wind speed measurement errors and bias errors in the 
measurement of the backscatter. An explanation for these results is offered in terms of recent studies of 
backscatter from wedges and spilling breakers for Ku band. The model is then exercised over a much 
wider wind speed range from L band to K a band. For high wind speeds at anemometer height, except at 
L band, according to the model, the backscattering cross section becomes less sensitive to wind speed 
and at very high speeds decreases as the wind speed increases. The wind speed at which this "rollover" 
occurs is dependent on radar wavelength and incidence angle, being as low as 30 m s- • for K• band for 
vertical polarization at some incidence angles. The effect of wedges and breakers may overcome the 
predicted "rollover," especially for horizontal polarization, but there are data to support a tendency 
toward saturation for vertical polarization at perhaps a somewhat higher wind speed. The two-scale 
model does not appear to be sensitive to variations in the slopes of the tilting waves that would be 
present for nonfully developed seas. The number and size of wedges and spilling breakers will be a 
function of fetch and duration and, along with sea surface temperature effects, will need to be incorpor- 
ated in models that recover wind speed and direction from scatterometer measurements. This rather 
complicated dependence of radar backscatter on wind speed, water temperature, and fetch and duration 
dependent wave properties contrasts strongly with current power law models. Some of the inconsist- 
encies that have arisen in the analysis of scatterometer data to date are explained. 
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1. INTRODUCTION 

1.1. Present Status 

The demonstration that satellite-borne instruments can 

yield information on marine surface winds is an extremely 
important advance in remote sensing. The stated objectives of 
the Seasat-A satellite scatterometer (SASS) program appeared 
at first to have been met (Journal of Geophysical Research, 
volume 87, number C5, and volume 88, number C3), but more 
recent studies, including this paper, raise doubts. The absence 
of conventional data made the Seasat SASS-derived wind 

data, though now questionable, of great value in many appli- 
cations [Peteherych et al., 1984' Duffy and Atlas, 1986' Pierson 
et al., 1984' Ross et al., 1985' Black et al., 1985; Woiceshyn et 
al., 1985]. 

The instruments used for this purpose are active microwave 
devices operating at GHz frequencies called scatterometers. 
To date, efforts have been devoted to making anemometers of 
scatterometers by the empirical determination of transfer func- 
tions, i.e., equations of the form aø= a ø ([7, Z, 0), relating 
normalized backscattered power to some aspect of the surface 
wind vector U(19.5), the radar incidence angle 0, and the wind 
direction relative to the radar beam direction, Z. Most of the 
work has been based on regarding the effective neutral wind at 
19.5-m height as the basic sensed variable [Moore and Fun•t, 
1979' Jones et al., 1982' Pierson and Salfi, 1982; Schroeder et 
al., 1982a, b' Pierson, 1983], though the friction velocity has 
not escaped attention [Jones and Schroeder, 1978' Liu and 
Lar•le, 1981' Brown, 1983]. 

In a recent paper, Woiceshyn et al. [1986] have shown that 
the transfer (or model) functions used for horizontal incident- 
horizontal scattered polarization (electric field vector perpen- 
dicular to the plane of incidence, abbreviated HH) are incon- 

sistent with those used for vertical-vertical polarization (ab- 
breviated V V). The differences in estimated wind speeds are 
quite large (up to 9 m s-• for high winds) and imply perhaps 
that the process of deducing the wind from the backscatter 
measurements was partially incorrect, that the model func- 
tions, avvø(•, Z, 0) and aHHø(•, Z, 0), when combined with the 
sum of squares (SOS) wind recovery algorithm [Jones et al., 
1982; Pierson, 1984] were in error; or that a combination of 
both caused the discrepancies. Both model functions were de- 
termined empirically in the same way. A power law wind 
speed dependence was assumed over a restricted midrange of 
surface wind speeds (5 to 16 m s -•) from the Joint Air-Sea 
Interaction (JASIN) program, for which good surface observa- 
tions were available. The then available National Aeronautics 

and Space Administration (NASA) circle flight data [Jones et 
al., 1977] were also used. The approach taken by Woiceshyn 
et al. [1986] is novel and very valuable, for it avoids the 
slippery question of the quality or suitability of a particular 
set of surface data used in verifying the scatterometer's anemo- 
metry and demonstrates the internal inconsistency of the 
methods that were used. 

The results of this internal HH-VV comparison, especially 
for strong winds, call for a new look at the basis for 
scatterometer-anemometry, and Woiceshyn et al. point out 
that there is a need for a new model to relate backscatter to 

the winds. 

In a recent paper, Donelan and Pierson [1984], hereinafter 
referred to as DP1 (see also Pierson et al. [1986]), demonstrate 
that the wind parameter most closely related to microwave 
Bragg scattering is the wind very near the surface at a height 
of the order of the wavelength of the Bragg resonant water 
wave. Frequency spectra of short but distinctly gravity waves 
(wavelength 2 -- 20.7 cm) are used to support the analysis. The 
results are therefore of value in the interpretation of L band 
synthetic aperture data. In particular, DP1 demonstrated that 

neither wind speed •(19.5) nor friction velocity u, is uniquely 
related to the wave spectral density, •(co) when data for 
various states of wave development are considered. A closer 
relationship between the normalized spectrum •(co)co5/•/2 and 
{[([7(rrq/co2))co/•/]- 1} was shown. DP1 indicated a possible 
new approach to scatterometry but did not attempt to verify 
the approach using actual backscatter observations. 

1.2. Extension of Previous Research 

In this paper we extend the ideas presented by DP1 for 
frequency spectra to wave number spectra. We obtain a theo- 
retical form for the high-wave number spectrum that requires 
some empirically determined constants. The theoretical equi- 
librium spectrum links the waves to the wind. This spectrum is 
included in a two-scale Bragg scattering model to relate back- 
scattering cross section first to the wave spectrum and then to 
the wind that generated the waves. Some interesting results on 
the relationship between backscatter and wind emerge from 
this analysis. 

The low-wave number (gravity wave) part of the spectrum 
is for a fully developed wind-generated sea. It is used to calcu- 
late the required slope variances for a two-scale model. Such a 
model has shortcomings for both light winds and high winds 
because the gravity waves on the ocean are usually higher 
than the corresponding fully developed sea when winds are 
light and lower than the corresponding fully developed sea 
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when winds are high. Ways to take these effects into account 
are given. 

Observational results on wave growth and physical reason- 
ing lead to a form of the wave number spectrum for capillary- 
gravity waves (wave number k = 2re/it in the range 10-• to 
10 + • cm-•, which is in accord with observations. The depen- 
dence of spectral density on surface wind is deduced and dem- 
onstrates that power law model functions are inadequate and 
will in general underestimate the wind speed at both low and 
high speeds and overestimate the wind speed for the midrange 
of speeds. 

The predicted V V and HH normalized backscatter cross 
sections avvø(U, •, O) are compared with the circle flight data 
from Schroeder et al. [1984]. They yield the observed micro- 
wave frequency, incidence angle, wind speed, and direction 
dependence for vertical polarization. However, the HH back- 
scatter annø(U, •, O) is much more sensitive to whitecapping 
and wave steepness. 

Our results are a blend of theory and empiricism. The em- 
piricism is based on the analysis of wave data so as to deter- 
mine the properties of the gravity wave spectra to be used in a 
two-scale model. The properties of capillary-gravity wave 
spectra are deduced from a theoretical balance of wave ampli- 
fication by direct wind forcing and wave attenuation by dissi- 
pative processes. The conventional method of trying to fit 
backscatter to a power law for wind speed (or friction velocity) 
by regression techniques depends too much on empiricism and 
is incapable of coping with the very complex physical pro- 
cesses involved in the generation of an equilibrium wave spec- 
trum for a given wind speed. This is especially true in attempt- 
ing to understand the effects of viscosity and to cover the 
entire range of radar wave numbers from L band to K a band. 
The power law empirical model is the weak point of all pre- 
vious efforts to relate backscatter to wind. 

The assumption that backscatter must increase by the same 
amount in decibels as the wind at 19.5 m increases from 1 to 2 

m s- •, from 4 to 8 m s- •, from 16 to 32 m s- •, and from 64 to 
128 m s -• (impossible) must fail for some winds over this 
range even for a constant viscosity. Our results show that this 
assumption fails for all wind ranges, but especially for light 
winds, and that it may well fail for high winds of even greater 
importance. The effect of viscosity is important for the recov- 
ery of a correct wind for all wind speeds. 

1.3. Previous Work on Two-Scale Models 

It has been clearly established that the backscattered power 
for incidence angles well away from nadir and grazing (i.e., 
approximately 25 ø to 65 ø ) is largely due to Bragg resonance. 
The theory has been developed by Rice [1951], Valenzuela 
[1968], and others; see Valenzuela [1978] for a review. Wright 
[1966] has shown that the scattering cross section is pro- 
portional to wave height squared of monochromatic waves. It 
was later shown [Wright and Keller, 1971; Keller and Wright, 
1975] that first-order Bragg scattering theory is appropriate in 
the capillary-gravity region at midrange incidence angles in 
the absence of longer and higher gravity waves that tilt the 
surface on which the "Bragg scatterers" ride. 

For a first-order Bragg theory for radar backscatter to 
depend on wind speed, wind direction, and incidence angle at, 
say, K u band, the wave number spectrum for water wave- 
lengths from about 2.5 cm to about 1 cm must be a function of 

wind speed and the direction of travel of the waves relative to 
the mean wind direction. The joint probability density func- 
tion of the upwind and crosswind slopes of the longer waves 
in the wave number spectrum must be known as a function of 
wind speed in order to use a two-scale Bragg-scattering 
theory. Two-scale theories as in the review by Valenzuela 
[1978] thus require some knowledge of the slopes of the 
longer waves as a function of wind speed and detailed knowl- 
edge of that portion of the spectrum appropriate to Bragg 
scattering. 

The methodology used closely parallels the work of Chan 
and Fung [1977] and Fung and Lee [1982]. However, it is 
based on newly derived theories, verified in part by experi- 
ment, on the growth and equilibrium form of the wave 
number spectrum for the Bragg-scattering waves and on a 
different model for the slope of the longer waves. 

Fung and Lee [1982] have provided a model based on the 
spectrum proposed by Pierson and Moskowitz [1964] as ex- 
tended (with corrections by Bjerkaas and Riedel [1979]) to 
higher wave numbers by Pierson and Stacy [1973] so as to 
include the measurements of the spectra of high-frequency 
waves by Mitsuyasu and Honda [1975]. Fung and Lee [1982] 
also include the result of Pierson and Stacy concerning the 
absence of a wave spectrum below a wind corresponding to a 
friction velocity of about 12 cm s- • 

For numerous reasons, backscatter models based on these 
results can now be questioned because of more recent scientif- 
ic measurements and theories. A saturated spectrum, indepen- 
dent of wind speed, at high gravity wave numbers of the form 
Bk -'• modified to include direction effects, is no longer ten- 
able. 

The results to follow show that the high-wave number 
capillary-gravity part of the spectrum is not simply a function 
of wind speed. It is also a function of sea surface temperature 
and salinity because of the variation of the viscosity of water 
with temperature and salinity. Thus the solely wind speed 
dependent spectra used by Fung and Lee, as for example in 
their Figures 1 and 2, are inadequate. Our results indicate that 
entire families of spectra exist as a function of wind speed 
when the effect of viscosity is included. 

There are other differences between the methods used by 
Fung and Lee and the results to follow (the form for the 
angular spreading of the spectrum, for example). 

An important result of Chan and Fung [1977] is that the 
probability density function for the slopes of the longer waves 
that tilt the Bragg waves as referred to the level sea surface is 
corrected for the effect of off nadir angles. Our results include 
this effect and also take into account shadowing for all aspect 
angles. 

The equilibrium spectrum for the Bragg wave numbers re- 
quires the determination of two parameters so as to provide a 
balance between energy from the wind and dissipation as a 
result of breaking, microbreaking, and viscosity. The angular 
spread of the Bragg wave number spectrum must also be ad- 
justed to fit the cross-wind data. Two parameters related to 
the modulation of short waves by long waves are also needed. 

Papers by Wentz [1977, 1978] and Wentz et al. [1984, 
1986] have also been concerned with the development of a 
two-scale scattering model. These papers differ from the work 
of Chan and Fung [1977] and Fung and Lee [1982] and the 
results to follow in that specific forms for the Bragg-scattering 
part of the wave number spectrum are not given and equa- 
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tions that relate the wave spectra and the slopes of the longer 
waves to the backscatter are not used. Two-scale backscatter 

theory is used as a rationale to justify the methods that were 
used to fit backscatter measurements to a function of inci- 

dence angle, aspect angle, and either wind speed or friction 
velocity. In one way or another, depending on the choice of 
U(19.5) or u, with either some assumed neutral drag coef- 
ficient CDN or z o -- Zo(U,) closure, these papers eventually all 
reduce to some form of a regression analysis of backscatter 
values in bels or decibels against a straight line, more or less, 
in log-log space with log•o U(19.5) or log•o u, as the other 
variable and coefficients, perhaps weakly dependent on wind 
speed, to be determined as a function of aspect angle and 
incidence angle. 

The backscatter model proposed by Wentz et al. [1984, 
1986] is a variation of the concepts used for the SASS 1 model 
function that was used for the recovery of winds from Seasat 
SASS data by means of the sum of squares algorithm as de- 
scribed by Jones et al. [1982] and Schroeder et al. [1982b]. As 
in the work of Britt and Schroeder [1984], the power law 
model is introduced into the analysis of the data in such a way 
that the subtleties of the relationship between the waves that 
cause the backscatter and the backscatter are lost. The effect 

of viscosity (which is not treated in any of these analyses); the 
generally poor quality of the wind measurements by conven- 
tional means, and the random fluctuations of the backscatter 
measurements about their expected value, in a statistical sense, 
all then combine to produce variations from one power law fit 
to another that depend upon the actual data base that was 
used, the particular form of the regression equations that were 
used, and the analytical form that was used for the aspect 
angle dependence. A comparison of the power laws given by 
Wentz et al. [1984], Britt and Schroeder [1984], Schroeder et 
al. [1982b], and Schroeder et al. [1984] shows wide variations 
from one fit to another, especially for the higher incidence 
angles. See for example, Figure 4 of Schroeder et al. [1984] on 
pages 95 to 100 of that reference. 

Other recent models for a two-scale theory are those of 
Plant [1986] and Durden and Vesecky [1985]. These models 
differ from ours in the form of the wave number spectrum, 
especially at the Bragg wave numbers, and in the way the 
spectrum is assumed to vary about the mean wind direction. 
The assumptions that are made for these different models need 
to be compared with the assumptions made in the model to be 
developed in this paper. 

1.4. Wedges and Spilling Breakers 

Nonlinear theories for random short-crested wind- 

generated waves are at best third- or fourth-order pertur- 
bation expansions that do not model important properties of 
actual waves. Two of these properties of importance to radar 
backscatter are the wedgelike shapes of wave crests with an 
interior angle of about 120 ø just before those particular por- 
tions of the waves break and the spilling breakers that occur 
after the waves break. Very high order Fourier expansions 
would be needed to produce a wedge. Spilling breakers no 
longer satisfy the equations usually used to describe wind- 
generated waves, but their properties have been investigated 
by Longuet-Higgins and Turner [1974] and Banner [1985], 
who have developed models for a spilling breaker. 

Radar backscatter from wedges has been treated theoreti- 

cally by Lyzenga et al. [1983] and experimentally and theoret- 
ically by Kwoh and Lake [1984]. Wetzel [1986] has developed 
several theoretical aspects of backscatter from the hydraulic 
jump at the toe of a spilling breaker based on the work of 
Longuet-Higgins and Turner [1974]. Banner and Fooks [1985] 
have measured backscatter from a spilling breaker. A two- 
scale Bragg-scattering model does not include these additional 
effects, which appear to be important at high incidence angles 
especially for horizontal polarization. The discrepancies at 
high incidence angles between the model developed in this 
paper and the observations can probably be explained by a 
combination of possible bias errors in the measurements and 
by estimates of the effects of backscatter from wedges and 
spilling breakers when backscatter is measured from aircraft 
and spacecraft altitudes. In section 10 we review these results 
and demonstrate that the addition of backscatter due to 

breakers and wedges, in an amount consistent with indepen- 
dent experiments, removes these discrepancies. 

1.5. Data Source for K u Band 

The data to be used for a preliminary verification of the 
model are subsets of the Advanced Applications Flight Exper- 
iment (AAFE) Langley radiometer scatterometer (RADSCAT) 
circle flight data reported by Schroeder et al. [1984]. The 
criterion for selection of the primary data set was that the 
correlation coefficient R 2 be greater than 0.5 for the vertically 
polarized data. This subset, to be described in detail subse- 
quently, consists of backscatter and environmental data for 24 
vertically polarized circle flights and 23 horizontally polarized 
circle flights. Data for HH polarization for mission 318, flight 
19, line 4, run 17, are missing. The objective is to determine 
the unknown wind wave parameters as a function of the winds 
and the waves they generated and to predict from the model 
the backscatter values given in the tabulations of Schroeder et 
al. [1984]. We also used the data for 29 additional circle 
flights as a supplementary set to illustrate other properties of 
our model, including important effects at low incidence angles. 

2. WIND FORCING 

2.1. Field and Laboratory Studies 
of Wave Growth 

Various attempts have been made to estimate the wind 
input to waves by measuring the pressure at or near the sur- 
face. The growth rates of the well-known Bight of Abaco ex- 
periment [Snyder et al., 1981] are approximated by 

(I t?(I)) pw "w=(0.2to0.3)(/t•--l) (1) 
for 1 </•x < 4, where (I) is the energy spectrum (I)(to),/• is the 
exponential growth rate, to is the radian frequency, Pa and p• 
are air and water densities,/• = t•(5) cos z/C, C is the phase 
speed, [7(5) is the mean wind at 5-m height, and Z is the angle 
between the propagation direction of waves and wind. 

The more recent field experiments of Hasselmann et al. 
[1983] and Hsiao and Shemdin [1983] show a stronger than 
linear dependence of/•/to on (/•- 1). Hsiao and Shemdin's 
data cover a larger range of/•2(1 </•2 < 7.4) than the previous 
field experiments. They find that •/to depends quadratically on 
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(•2 - 1). 

- 0.12(# 2 - 1) 2 (2) 

for 1 < #2 < 7.4 and where #2 = 0.85U(10) cos z/C. 
Hsiao and Shemdin [1983] point out that within experi- 

mental scatter, (2) is an adequate representation of the data 
that led to (1). 

Plant [1982] has shown that /•/ro values from several lab- 
oratory and field experiments are quadratically dependent on 
#,(= u,(cos •/2 z)/C) over a wide range of #,' 

/• - 0.04 #,2 (3) 

in agreement with the theory of Miles [1959]. However, this 
relationship fails at small values of/•, corresponding to/•, 
near 1. 

Hsiao and Shemdin [1983] include their relationship, Equa- 
tion (2), in ?lant's [1982] summary plot of/•/ro versus %/½ 
and demonstrate that (2) models/•/ro well at low values of #,. 
However, at high values of #,, (2) overestimates most of the 
measurements. This overestimate arises because Hsiao and 

Shemdin use the equivalent 10-m wind U(10) even for the 
laboratory data obtained in tanks with height of 1 m or so in 
which the waves corresponding to very high #, have wave- 
lengths of 10 cm or less. We will demonstrate below that this 
and other difficulties are cleared up by a more logical choice 
of wind speed. 

The weight of experimental evidence has shifted toward an 
expression of the form of (2) to describe wind forcing of water 
waves. This, of course, has the character of wind input due to 
form drag, an idea first expounded by Jeffreys [1924, 1925]. If 
the mechanism of wind input to waves is indeed analogous to 
form drag on a rough wall, then the appropriate reference 
wind is not that at the "critical height" [Miles, 1957] but 
instead at some height above the roughness elements that is 
related to their scale. In a recent numerical calculation, AI- 

Zanaidi and Hui [1984] obtain a result of the form of (2) but 
in which U x is used instead of U(10). The choice of 
wavelength-related height cannot be specified by rigorous 
argument. In this paper we have chosen one-half wavelength 
as the reference height, since at this height the disturbance due 
to a particular wavelength (observed to be exponential by 
Snyder et al. [1981]) has nearly vanished. At the same time, 
this height is sufficient to clear even the steepest capillaries. 
U(2/2) is thus our reference height or "Uo•" for the waves 
being considered. 

Scatterometry is largely concerned with the capillary- 
gravity transition region of the spectrum where there have 
been no successful measurements of surface pressure and 
thereby estimates of direct wind forcing. However, Larson and 
Wright [1975], in a splendid experiment, obtained the ex- 
ponential growth rates of capillary-gravity waves following an 
abruptly turned-on wind. The growth rates have been ascribed 
to instability of interfacial laminar shear layers [Valenzuela, 
1976], but for nearly all the duration of exponential growth 
the wave heights exceed the thickness of the laminar sublayer 
in the air. As was pointed out by Valenzuela [1976], the u, 
values quoted by Larson and Wright [1975] are too large, 
since they were measured at steady state after the wave spec- 
trum had attained its fetch limit. The exponential growth of 

the waves being considered (wavelengths in the range of 0.7 to 
7 cm) is over in a matter of a few seconds, long before the 

fetch limit is reached. Thus instead of the u, values quoted by 
Larson and Wright, we use the mean of their (steady state) 
values and the values corresponding to the initial state (i.e., 

smooth flow; ZoU,/V a -0.137; where z o and v a are the rough- 
ness length and kinematic viscosity of the air boundary layer). 
The steady state values of u, measured by Larson and Wright 
were 27, 66, and 124 cm s-•;the values computed from the 
mean of the initial and final values were 24, 53, and 90 cm s-• 
Thus the thickness of the laminar sublayer fi (= 11.5 va/u , 
[Schlichtin•7, 1968]) varies from 0.07 to 0.02 cm. The theoreti- 
cal maximum height/wavelength ratio for gravity waves is 
about 1/7 [Michell, 1893] while that for capillary waves is 
almost 3/4 [Crapper, 1957]. However, Schooley's [1958] ob- 
servations of waves in the capillary-gravity region show maxi- 
mum height/wavelength ratios of 0.5. If we assume that the 
shortest waves observed by Larson and Wright (2 -0.72 cm) 
attain a limiting height of 0.36 cm while the longest (2 = 6.98 
cm), which are almost gravity waves, are limited at about 1.0 
cm, then for the two extreme cases of smallest wave-deepest 
laminar layer and largest wave-shallowest laminary layer, the 
wave eventually exceed the depth of the laminar layer by fac- 
tors of 5.1 and 50, respectively. Therefore the wave crests 
would be above the laminar layer, while the observed back- 
scattered power (proportional to height squared [Wright 
1966]) increased by 1.4 and 3.4 orders of magnitude, respec- 
tively. Larson and Wright noted exponential growth in back- 
scattered power over 2 to 5 orders of magnitude. It would 
seem then that the exponential growth observed by Larson 
and Wright was associated more with the characteristics of 
rough flow in the turbulent boundary layer than with the 
laminar instability of the sheared viscous sublayer. In the fol- 
lowing we examine their data from this point of view. 

In order to obtain [Y(2/2), we need both u, and [7(z) at any 
height in the logarithmic boundary layer. The exponential 
growth estimates were obtained at three fetches (1.0, 3.0, and 
8.4 m), with most of the data gathered at the intermediate 
fetch. Therefore we use the profiles supplied by Larson and 
Wriqht [1975] at that fetch (their Figure 11(b)). From this we 
obtain [Y(z) values of 4.9, 9.7, and 14.5 m s -• at heights of 
10.0, 11.5, and 13.4 cm. In Figure 1 we compare the ex- 
ponential growth rates of Larson and Wright with #4 = 
(U(2/2)/C(2))- 1. The data are tightly clustered about the 
straight line given by 

/• •Ow 2.33 
- 0.072/• (4) 

co Pa 

The quadratic best fit is also shown. As we remarked earlier, 
a quadratic relationship is associated with rough flow, and the 
relationship of Figure 1 is clearly, though not greatly, steeper 
than quadratic. It is worth noting that the roughness Reynolds 
numbers (R, = ZoU,/Va) are, for the three u, values given, 0.43, 
2.23, and 11.3. The first of these corresponds to transitional 
roughness, the second is on the border between transitional 
and fully rough, and the third is fully rough. It could well be 
(indeed, it must be) that the dynamical roughness state influ- 
ences the mechanism for form drag. Unfortunately, we are not 
aware of the results of any suitably designed experiments to 
clarify this point. However, for our present purposes it is 
enough to note that the growth rates of capillary-gravity 
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Fig. 1. Normalized exponential growth rates versus [U(2/2)/C(2)] 
- 1. The data are taken from Larson and Wright [1975], and the 

different symbols refer to different wavelengths of the growing water 
wave: solid triangles, 0.72 ½m; pluses, 1.25 ½m; open triangles, 1.85 
cm; open circles, 2.72 cm; crosses, 4.05 cm, and solid circles, 6.98 cm. 
The dashed line corresponds to (5), and the solid line corresponds to 
(4). 
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Fig. 3. Normalized exponential growth rates versus U(19.5)/C(2). 
As in Figure 1, the data are from Larson and Wright [1975]. The line 
shown has a slope of 2. 

waves are closely correlated with px, much better than with 
u,/C (Figure 2) as was suggested by Plant [1982] or with 
U(19.5) (Figure 3), the usual scatterometer "predictor," which 
was chosen for Seasat purposes because u, could not be mea- 
sured routinely by conventional instruments. 

A recent paper by Keller et al. [1985] provides additional 
evidence to support the choice of U(2/2) over either U(19.5) or 
u,. Keller et al. made observations of X band microwave 
backscatter from a tower under various wind and atmospheric 

stability conditions. The relative backscattering cross section 
depended on both wind speed (measured at 24.7 m) and atmo- 
spheric stability as illustrated in their Figure 7. When they 

-5 

-10 

-15 

-5 

] ] [ [ I [ [ i ] I i ] [ [ it - I0 LO%o (/9/•) SL _ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 
ß _ 

_ 

_ 

_ 

• , I • [ • I • I I I I 

o 5 I0 

I0 LOG•o (u•/C) 

Fig. 2. Normalized exponential growth rates versus u,/C(2). As in 
Figure 1, the data are from Larson and Wright [1975]. The line 
shown has a slope of 2. 

removed the wind dependence, the relative cross section varied 
much more strongly with stability than with the estimated 
wind stress. The most unstable cases had relative cross sec- 

tions 3 times larger than would be expected from the stress. 
For a given wind speed at 24.7 m, px is relatively large under 
unstable conditions, since the wind gradient is relatively weak. 
The effect is quite pronounced, since/•x is evaluated very close 
to the surface (for X band at a 45 ø incidence angle, 2/2 = 1.13 
cm). 

2.2. The Model of Wind Forcing 

In this discussion of wind forcing, we have assumed that the 
input to any particular wave number component of the spec- 
trum is independent of the input elsewhere in the spectrum. 
The fact that these short waves, so different in wave number 
from the longer waves at the spectral peak, are freely propa- 
gating under natural conditions [-Donelan et al., 1985] tends to 
support this view, since phase coupling is necessary for ef- 
fective wind forcing. The close agreement between the spec- 
trally uncoupled parameter px and the observed growth rates 
suggests that the assumption is justified. Note that the experi- 
ments of Larson and Wright avoided the usual tank dilemma 
of unnaturally steep dominant waves with their attendant har- 
monic distortions by completing the measurements before 
they could develop. 

In this paper we take the wind forcing for short waves to be 
that suggested by the quadratic fit to the data of Larson and 
Wright (Figure 1). 

/• Pw _ 0.194 px 2 - 0.194 C(2) 1 (5) 
Of course, this form of wind input acts only to amplify 

existing waves. The initiation of wavelets must be brought 
about by another process, perhaps an instability mechanism 
such as that suggested by Valenzuela [1976]. However, we 
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need not be concerned here with the initiation process, since 
we are interested in the steady state in which appreciably steep 
waves are dissipating the energy supplied by the wind. 

3. SPECTRAL BALANCE OF SHORT WAVES 

3.1. Wind Forcing as Growth Mechanism 

For the high-wave number part of the spectrum, sufficiently 
far from the spectral peak, the spectral balance may be domi- 
nated by wind input and dissipative processes, with other ef- 
fects playing a lesser role. Several independent observations of 
radar backscatter from capillary-gravity waves provide strong 
evidence to support this contention as, indeed, do the optical 
slope measurements of Cox [1958]. The evidence is in the 
appearance at low wind speed of a "dip" in the spectrum near 
the wave numbers corresponding to the minimum in the dis- 
persion relation. Valenzuela and Laing [1970] have shown 
that triad interactions may be possible and that they may 
cause a flux of wave energy from the slowest waves to their 
wave number neighbors. They claim that the dip in the spec- 
trum is due to the energy drain from the slowest waves. Good 
examples of this are seen in the spectra derived from avv ø 
from aircraft data over the North Atlantic by Valenzuela et al. 
[1971] or Guinard et al. [1971] and from tank data for avv ø 
[Wright and Keller, 1971]. In both cases the dip is noticeable 
only at light winds. Cox's [-1958] optical slope measurements 
in a wave tank show the same effect. The obvious inference is 

that at all but the lowest wind speeds the nonlinear triad 
interactions are swamped by wind forcing and dissipation. At 
wind speeds above a few meters per second it appears reason- 
able to assume that very short gravity waves, ,• < 30 cm, and 
capillary waves aligned with the wind receive their energy 
from the wind and lose it through dissipative processes. 

Early work that used theories due to Rice [1951] on mod- 
eling backscatter [e.g., Wright, 1968] was based on the con- 
cept [Phillips, 1958] of a fully saturated spectrum in the high- 
wave number gravity and capillary wave region of the spec- 
trum. That is, for the high-wave number part of the spectrum 
well past the spectral peak, the spectral density depends only 
on wave number. In models such as Wright's [1968], any wind 
dependence of radar backscatter must arise through the effects 
of the tilting of the Bragg scatterers by the longer waves and 
not by much change in the shortwave density as a function of 
the wind speed as in the work of Chia [1968], who extended 
what was then believed to be known about gravity waves too 
far into the capillary region. 

It is now generally accepted that the high-wave number 
part of the spectrum is not fully saturated but is dependent on 
wind speed [Kitaigorodskii, 1983' Donelan et al., 1985]. The 
actual wind speed dependence of the short waves is not avail- 
able from measurements of frequency spectra because the diffi- 
culties of transforming the frequency spectra to wave number 
spectra are exacerbated by the Doppler shifting due to (gener- 
ally unknown) currents and the orbital velocities of longer 
waves. Wind speed dependent high-frequency wave spectra 
were described by Pierson and Stacy [1973] for wind-wave 
flume experiments, including a very sharp increase in spectral 
density just above a certain u,. The dependence on viscosity, 
which could cause the higher frequencies, or wave numbers, to 
vary over a wider range was not noticed but is suggested by 
their Figure 5.1. 

Our approach here is to propose a spectral balance between 

wind input and dissipation that allows the high-wave number 
spectrum to be wind speed dependent. Later we will insert this 
high-wave number spectrum in a model that includes the ef- 
fects of tilting of the long waves and compare the predictions 
of the model with observations. 

3.2. Dissipation by Viscosity and Breaking 

The viscous dissipation of very short capillary waves has 
been worked out theoretically [Lamb, 1932] and verified ex- 
perimentally by Mitsuyasu and Honda [1982] among others. It 
is a function only of wave number k and the kinematic water 
viscosity v. The spectral decay rate through viscosity is/•v = 
4vk 2. This term is insignificant compared with the wind forc- 
ing for gravity waves and moderate winds. However, it in- 
creases rapidly with wave number and is believed to be the 
reason for the sharp spectral cutoff observed by Cox [1958]. 

The spilling of the crests of large gravity waves is clearly a 
major sink of wave energy. It depends strongly on spectral 
levels, since no breaking occurs when the waves are not steep. 
A closer look at a wind-driven sea reveals that the short grav- 
ity waves also break in a similar way, but the result is not 
spectacular and, without the production of foaming whitecaps, 
may even go unnoticed. The rate of dissipation of this "micro- 
breaking" is certainly dependent on spectral levels. Inasmuch 
as the dissipative region is locked to the wave crest and per- 
sists for a good fraction of a wave period, the energy loss is 
probably concentrated around the wave number of the break- 
ing wave. Capillary-gravity waves appear to lose energy 
through the production of even shorter ripples at their crests, 
although the shortest waves are probably as much affected by 
the small-scale turbulence created by larger waves' breaking. 

Parasitic capillary waves can form in the laboratory at the 
crests of nearly periodic steep gravity waves in the absence of 
a wind. The theory is given by Longuet-Higgins [1963]. Kwoh 
and Lake [-1984] have measured the backscatter from these 
waves, specular backscatter, and the effect of sharp crests, or 
wedges, in the laboratory. These effects are not included in our 
model, although in section 10 we discuss the modifications 
they would produce in our results. 

Although dissipation through wave breaking must depend 
to some extent on the spectral density elsewhere in the spec- 
trum, in the equilibrium range the spectral levels in the vicin- 
ity of k scale with the level at k. This is particularly true for 
the case of full development being discussed here. (In an in- 
teresting treatment of equilibrium ranges, Phillips [1985] 
makes a similar argument.) Thus we define the normalized 
dissipation rate/•d/c0 in terms of the local wave number and 
spectral density: 

fid _f• E(i)(k ' •,), k, 3', g-] + fl.2 (6) 

where (I)(k, :•) is the polar wave number spectrum with Z = :• in 
the wind direction, 3' is the surface tension/density ratio, and g 
is the gravitational acceleration. The viscosity v is a strong 
function of temperature [Weast, 1970] and a weak function of 
salinity [Sverdrup et al., 1942], whereas the surface tension is 
only weakly dependent on temperature and salinity. 

Thus on dimensional grounds, 

•d-f•(k4•(k,;•)'7-•)+ • (7) 
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We adopt, for convenience, a power law behavior for the func- 
tionf•, 

4vk + (8) 
ro C 

where o• = f2(7k2/g) and n = f3(7k2/g). 
The values of o• and n will depend on the nature of the 

breaking process. Long gravity waves lose energy largely by 
sudden breaking (generally "spilling" in deep water). These 
waves break as their height increases suddenly during their 
passage through a group of waves [Donelan et al., 1972]. 
Capillary-gravity waves, on the other hand, appear to lose 
much of their energy to even shorter ripples formed at their 
crests when they steepen sufficiently. Waves in the center of 
the capillary-gravity range (7k2/g-- 1) are nearly nondisper- 
sive compared with gravity waves, so that phase and group 
velocities are nearly equal and any increase in the height of a 
particular wave occurs through dynamic processes and not 
simply as a consequence of its passage through a group. Thus 
• and n may be quite different for these waves, which dissipate 
continuously, than for dispersive waves which grow (and 
break) suddenly as a kinematic consequence of their passage 
through a group (yk2/• < 1, gravity waves) or the passage of a 
group through them (7k2/• > 1, capillary waves). We assume 
therefore that • and n attain the asymptotic values •, n• and 
•2, n2 according to whether the waves are strongly dispersive 
or nearly nondispersive. For a given average energy density, 
the intensity of energy loss is dependent on the rate at which 
waves overtake groups or vice versa. We parameterize this in 
the following manner: 

n (n• n2) 2 • + 37k21 • .... + n 2 (9) 
• + 7k 2 

ln•=(ln•-ln%) 2- q + 37k2•• q + yk2 + In •2 (10) 
where n• and • are determined from observations of gravity 
wave spectra and b, n2, and •2 are picked to yield the best fit 
to the observed backscatter at K, band. 

3.3. Equilibrium Ranqes 

Equating input (equation (5)) and dissipation (equation (8)), 
we obtain an expression for the downwind spectrum of the 
short waves in the "equilibrium" range, subject to the con- 
straints that U(2/2) > C(2) and that [ ] > 0 (otherwise, the 
spectrum is 0)' 

[0.,94 ß (k, •)= k -4 1 (11a) 
_ pw 

Or, in terms of wave number only, 

): 
Here "equilibrium" is used formally to mean where wind input 
and dissipation are locally (with respect to wave number) bal- 
anced. 

Equations (11a) and (11b) represent a one-dimensional slice 
through the wave number spectrum in polar form for waves 
traveling downwind in the direction •. The balance of wind 
input and dissipation in the wind direction gives (11) and 
describes the downwind spectral values. For waves traveling 

at off-wind angles to the wind direction ] the wind input term 
is often given as 

eo(k,z)=k_,,[.O. 194p_2,(•cos(z_• ) )2 
However, at large angles to the wind the wind input de- 

creases rapidly, and a simple balance between wind input and 
dissipation according to (11c) is not observed in the field. 
Normal to the wind direction, wind input in terms of a con- 
stant mean wind vanishes, but observations reveal significant 
energy density of the short waves. The natural variability of 
the wind direction spreads the angular range of wind input 
beyond that which would occur in a laboratory tank with a 
well-defined wind direction. Nonlinear interactions among 
waves may also act to spread the energy beyond +_ •/2. To 
account for this, though not to explain it, we have assumed, as 
was observed by Donelan et al. [1985-1, that the spectrum of 
the short waves spreads according to (12), which allows the 
choice of h• to fit the cross-wind backscatter measurements. 

The value of h• was chosen so that (12) and (11c) agree at 
(I>(k, X)= 0.8 •(k, ;•). Once h• has been chosen, the complete 
azimuthal and wave number behavior of the spectrum is de- 
scribed by (12), where the downwind value, •(k, ;•), is given by 
(11b). The decision to base the choice of h• on the 80% height 
of the spectrum was determined by comparison with the cross- 
wind circle flight data. Unlike the energy-containing part of 
the spectrum near the peak, the spreading of these short waves 
is determined by their wave number and by the wind speed to 
phase speed ratio for that component. Generally speaking, the 
values of h• decrease as the wind speed increases, causing 
energy at a particular wave number to scatter over larger 
angles about the wind direction. 

(I)(k, X)= (I)(k, ;•) sech 2 Eh•(x- )•)] (12) 

The differential element in (12) is dk k dz, and integration 
over k > k 1 and Z then yields the variance of the spectrum for 
k > k•. The wave number spectrum is not zero at Z - ] equal 
to q- r•/2. 

3.4. Threshold Wind Speeds 

As U(•/k) is gradually increased for a fixed k as, say, the 
wind at 10 m increases from calm, the quantity in square 
brackets in (1 lb) will at first be zero because the wind will not 
be able to overcome the effect of viscosity and generate Bragg 
waves at that wave number by the mechanisms of the model 
until a threshold speed is reached. This threshold speed is 
given by (13), as found by setting the quantity in square brack- 
ets to zero and solving for U(•/k), where D -- 0.194 P,/Pw' 

O(r•/k) = C(k) + 2EvkC(k)/D] '/2 (13) 

For a 2-cm spectral wave number component, U(n/k) is 
needed at a height of 1 cm. The left-hand side is solely a 
function of the wind profile. The right-hand side is solely a 
function of the waves on the water, the surface tension, grav- 
ity, and the viscosity of the water. Thus for light winds, (13) 
couples the waves to the winds. 

To define the mean wind above the wavy surface as a func- 
tion of height in terms of, say, the wind at 10 m, either z 0 -- 
Zo(U.) or CDN = CDN ([7(10)) must be specified. We specify the 
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mean wind profile for neutral stability in the following terms: 

Cr• $ = A + B U(10) 

= 1 O- 3[0.96 + 0.041/3(10)] (14) 

This form for the drag coefficient is from Donelan [1982] 
and is based on selecting only those data from Garratt's 
[1977] summary based on direct Reynolds stress measure- 
ments. The data are from many researchers and cover a range 
of 4 to 16 m s- •. Equation (14) also fits the data of Large and 
Pond [1981] within experimental scatter for higher winds. It is 
generally accepted that the drag coefficient increases with 
wind speed. Equation (14) applies for fully developed seas and 
those near full development. 

From the definition of the wind profile for neutral stability, 
the wind at rc/k is given in terms of U(10) as 

density equal to 1 instead of a kinematic viscosity for seawater 
would shift some of the calculations to follow by at most 1.4 
to 3.5% or 0.06 to 0.15 dB. This corresponds to 2 to 5 cm s- • 
out of 2 to 6 m s- • at light winds for K u band as shown in 
Figure 4. The additional refinement is not necessary for the 
present analysis. 

The left-hand side of (13) can be evaluated as a function of k 
for fixed values of U(10). For light winds and for all values of 
k, U(rc/k) increases with increasing /3(10). For fixed U(10), 
U(rc/k) decreases with increasing k. For higher winds, ad- 
ditional effects occur that will be discussed later. 

For a nominal value of surface tension, the right-hand side 
of (13) can be evaluated as a function of k for different kin- 
ematic viscosities, which in turn are a function of salinity and 
water temperature. Unless the left-hand side of (13) is greater 
than the right-hand side of (13), there will be no Bragg- 

- U(rc/k) = U(10) 1 + 

Both measurements in wind wave flumes and at sea as in 

the work of Mitsuyasu and Honda [1982] and Badgley et al. 
[1968] demonstrate that the wind profile under neutral stabili- 
ty conditions is logarithmic down to fixed heights near the 
crest of the largest waves. Both theory [Benjamin, 1959] and 
experiment [Hsu et al., 1981] indicate that the mean wind 
measured at a constant height relative to the moving surface is 

[A+B•(10)]•/2( (•00))] scattering waves at that wave number according to the mecha- In -In k (15) nisms of the model. Figure 4 shows the graphs of these two 
tc functions as a function of both k and 2. The left-hand side of 

(13) is graphed as a function of k for values of U(10) from 1 to 
20 m s-x. The right-hand side of (13) is graphed as a function 
of k for viscosities corresponding to a salinity of 35%0 and 0øC, 
10øC, 20øC and 30øC. The four solid curves for the threshold 
speed are for salinities of 35%0. The entire effect of changes in 
salinity is shown by two dashed lines just below those for 0øC 
and 30øC and 35%0. These are for fresh water, and the change 

nearly logarithmic above the viscous boundary layer. The is only a decrease of a few centimeters per second at K a band 
winds at the reference height of 2/2, or re/k, are well above the and even less at Ku band and X band. An average salinity for 
viscous boundary layer. oceanic conditions will be adequate for future applications. 

It is necessary to parameterize the value of O(rc/k) in terms Also shown in Figure 4 are vertical bars and triangles corre- 
of a more easily measurable quantity such as either U(10) or sponding to the Bragg-scattering wave numbers at incidence 
U(19.5) in the same sense as the wind stress at the sea surface angles of 20 ø, 30 ø, 40 ø, 50 ø, 60 ø and 65 ø calculated according to 
is parameterized in terms of these quantities. The wind stress (16), where k 0 is the radar wave number for X band, K• band, 
at the sea surface is also not a directly measurable quantity. It and K a band. The abscissa values are labeled according to 
must be found by measuring the downward flux of turbulent incidence angle. 
momentum at a convenient height above the waves. 

At these heights (a half wavelength of capillary-gravity 
waves), the effect of atmospheric stability on the wind profile is 
negligible and the profile above the viscous boundary layer is 
always nearly logarithmic. The use of the effective neutral 
wind in attempts to recover winds from the Seasat SASS was 
consequently a correct procedure. Variations in the mesoscale 
turbulent fluctuations in the wind as a result of stability might 
have a higher-order effect. 

The right-hand side of (13) is a function of wave number, 
surface tension, and the viscosity of water. The molecular vis- 
cosity of fresh water, free of dissolved gases, in centipoise (1 
cP = 1 g cm- • s- •) varies from 1.787 at 0øC to 0.7975 at 30øC 
according to work of Hardy and Cottington at the National 
Bureau of Standards in the late 1940s and unpublished work 

k = 2k 0 sin 0 (16) 

Bragg scattering is inadequate if the effects of the slopes of 
the longer waves are omitted. At light winds the effect of the 
slopes of the longer waves is less important, and so (13) and 
Figure 4 provide useful estimates of the threshold speeds. For 
Ka band, Figure 4 has to be interpreted with considerable 
caution. For X and K• band, (13) predicts important results 
for light winds. 

At X band for 30øC water and 20 ø incidence angle, Bragg 
waves will be maintained by the mechanism under analysis 
when the wind exceeds 2 m s-•. At 65 ø it must exceed 3 m 

s-•. Over 0øC water, for the corresponding angles the values 
are 2.8 and 4.5 m s-•. 

At K• band for 0øC water• the needed wind speed is 3.1 m 
of F. Swindells as shown in some issues of The Handbook of s- • at 20 ø incidence angle and 6.3 m s- • at 65 ø. For 30øC 
Chemistry and Physics [Weast, 1970]. The molecular vis- 
cosities of seawater at 0øC and salinities of 30%0 and 35%0 are 

1.88 and 1.89, respectively, according to Dorsey [1940] as 
given by Sverdrup et al. [1942]. At 30øC and 30%0 and 35%0, 
they are 0.86 and 0.87 cP, respectively. The conversion to 
kinematic viscosity in centistokes (1 cSt = 1 cm 2 s-•) for fresh 
water produces a slightly larger numerical value for higher 
temperatures. The compensating effect of density for seawater 
converts the above numerical values for 30%0 and 35%0 in 

centipoise to about 1.836, 1.838, 0.844, and 0.855 cSt. 
The use of a kinematic viscosity for fresh water based on a 

water, the values are 2.2 and 4.2 m s-•. These results have an 
important effect on the interpretation of the backscatter values 
obtained by the Seasat SASS that will be described later. 

Considerably higher winds are needed to maintain those 
wave numbers needed for first-order Bragg theory for Ka 
band. The situation becomes more complicated because the 
slopes of the longer waves will cause backscatter from lower 
wave numbers. Also, the wind at rc/k or ;•/2 does not continue 
to increase at the higher wave numbers, as the wind at 10 m 
increases as is shown by the values for 20 and 15 m s -•. 
Figure 4 at least suggests that backscatter at K, band will be 
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Fig. 4. Threshold wind speeds for significant Bragg backscatter for X, K,,, and K a band. The abscissa is wave number 
per centimeter, or wavelength in centimeters. The ordinate is wind speed at ;t/k, or •./2, with lines of constant wind speed at 
10 m as a parameter. The threshold speeds are shown for four temperatures for salinities of 0%o and 35%o. Conditions for 
incidence angles from 20 ø to 65 ø are shown. Unless the curve for constant t7(10) lies above the threshold speed, Bragg 
backscatter will probably be too low to detect. The phase speed is shown by the curve labeled C(k). 

quite different from backscatter at K, and X band and that 
there will be difficulties in interpreting such measurements for 
both light winds and high winds. 

If it were possible to measure the Bragg wave number spec- 
trum, it would be found to grow toward increasing wave 
number as the wind speed increases. At K, band, for example, 
the wind must increase from 2.1 m s-• to 4.2 m s-• for 30øC 

water before the spectrum will be in equilibrium for waves 
that produce backscatter at all incidence angles from 20 ø to 
{55 ø . 

The effect of the phase speed of the waves, which is the first 
term on the right-hand side of (13), is shown in Figure 4 as a 
coded curve. The wind at rc/k must first exceed C(k) for the 
squared term in (11b) to be meaningful for wave generation. 
The effect of viscosity is 3 to 5 times more important than the 
phase speed in determining the threshold wind that will main- 
tain the spectrum of the model for K, band, for example. 

Figure 5 shows the lower range of wave numbers applicable 
to L band and C band radars. It predicts that the first waves 
to be amplified and to reach an equilibrium state by this 
mechanism by a very light wind are essentially gravity waves 
with wave numbers centered on L band. The recent work of 

Kahma and Donelan [1987] indicates that the inception wind 
speed for microscopic capillary-gravity waves is only 0.7 m 
s -•. The first waves to grow have wavelengths of 5-10 cm. 
Given enough fetch, these waves can grow to the point where 
their amplitudes exceed the depth of the viscous sublayer 
(,-,0.3 cm). At this point they are still hardly noticeable by eye 
or radar, and the efficacy of the laminar shear flow instability 
may be drastically reduced. 

Somewhat higher winds and the growth mechanism dis- 
cussed in section 2 may be necessary to bring the wave heights 
up to the point where the surface is considered to be ruffled. 

Figure 5 shows that once excited, the gravity waves at L band 
can be sustained by this mechanism by lighter winds than 
either longer gravity waves or shorter capillary-gravity and 
capillary waves. 

Since natural winds may be at times very variable when 
light, especially when convective activity is present (longitudi- 
nal turbulence intensities of about 50%), the growth of small 
waves on large water bodies might be expected to follow a 
visual pattern like this. As the mean wind slowly increases 
from zero, scattered patches of short (--•7-cm wavelength) 
gravity waves appear and disappear. Eventually, either 
through nonlinear interactions of these short waves or by 
direct resonance with pressure patterns in the wind [Phillips, 
1957], longer gravity waves begin to appear and, given 
enough fetch, grow to dominate the spectrum. If the wind then 
drops just below about 2 m s- • (at 10øC), the ruffles disappear 
quickly and the surface is left disturbed by gravity waves of 
about 25-cm wavelength (L band). 

Visual observations and photographic records from Lake 
Ontario (maximum fetch, 300 km) generally confirm this pat- 
tern. Thus as the wind drops, the L band waves may be the 
last to succumb to the ravages of viscosity. In any case, detec- 
tion of light winds by scatterometry will fail below about 
1.9 ___ 0.3 m s -• depending on water temperature. Photo- 
graphs by Kinsman [1965] such as the one on the upper left 
facing page 491 and the one on the top facing page 543, which 
also has longer swells, show these longer gravity waves with 
no apparent capillary-gravity waves superimposed on them. 

Turbulence levels for winds over the ocean can vary over a 
considerable range for light winds. For light winds in subsid- 
ing air near the subtropical highs, the boundary layer near the 
sea surface may have low turbulence levels. Whether or not L 
band waves would then be the only substantial contribution 
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Fig. 5. Threshold wind speeds for significant Bragg backscatter for L and C band. The abscissa is wave number per 
centimeter, or wavelength in centimeters. The ordinate is wind speed at r•/k, or 2/2, with lines of constant wind speed at 10 
m as a parameter. The threshold speeds are shown for four temperatures for salinities of 0%o. Conditions for incidence 
angles from 20 ø to 65 ø are shown. Unless the curve for constant [7(10) lies above the threshold speed, Bragg backscatter 
will probably be too low to detect. 

to the steady state spectrum of our model would need to be 
determined for oceanic conditions where the level of turbu- 

lence is small. 

For a further analysis of the basic equation for the Bragg 
spectrum at upwind (equation (1 lb)), we consider the amount 
by which the wind at •r/k exceeds the threshold wind defined 
by (13). Let a speed be defined by 

C, = C,(T, S, k) = (v(T, S)kC(k)/D) •/2 (17) 

Then the wind at •r/k must exceed the threshold wind by an 
amount A U(•r/k) for Bragg waves to be maintained. 

A G(•r/k) = Get/k)- C(k)- 2C,(T, S, k) 

The spectrum at upwind can then be given by 

(18) 

(I)(k, ;•) -- (C(k))2/" IAt7(rc/k)(A•(rc/k) + 4Cv(Y, S, k))] TM 
(19) 

For AUOz/k) small compared with 4Cv, the spectrum grows 
as (A•Oz/k)) TM. For AUOz/k) large compared with 4C•, it grows 
as (A•(rc/k)) 2/n. The actual values fall in between. For first- 
order Bragg scattering, quite clearly backscatter cannot follow 
a power law as a function of UOz/k). Moreover, even for higher 
w. inds with a two-scale model it would be expected that the 
effect of viscosity would result in different values for the back- 
scatter for the same wind. 

results demonstrate the sensitivity of the inception wind speed 
(speed at which waves first form) to water temperature and 
show that the changes in growth rates for various water tem- 
peratures are commensurate with the predicted changes due to 
viscous damping. The initial generation of wavelets appears to 
be through the mechanism of laminar shear flow instability of 
the coupled air-water interfaces [Valenzuela, 1976; Kawai, 
1979] or by resonance with intrinsic pressure perturbations in 
the air [Phillips, 1957]. However, it is unlikely that these 
growth mechanisms will be effective in amplifying the waves 
to the point where they are observable by scatterometers, for 
they will then be much higher than the depth of the laminar 
shear layers, and further exponential growth will be the result 
of the fully rough flow of our model. It is likely that ex- 
ponential growth by direct wind input as described by (5) will 
be required to take the wavelets from their initial stages to the 
point where they would be observable by scatterometers and 
are steep enough to be restrained by wave breaking as well as 
viscous damping as in (8). The wave spectrum undergoes a 
large increase in spectral density of about 3 decades before the 
"soft saturation" occasioned by sporadic breaking reduces the 
dependence of the spectral density on wind speed. This equi- 
librium range resulting from a balance between (5) and (8) is 
still clearly wind speed dependent, and for capillary-gravity 
waves in the absence of long waves, the dependence is as 
would be predicted by our model for fully rough flow. 

5. A COMPOSITE DIVIDED SCALE MODEL 

4. EXPERIMENTAL VERIFICATION OF FEATURES 

OF THE HIGH-WAVE NUMBER SPECTRUM 

In a recent study, Kahma and Donelan [1987] examined the 
formation of initial waves for light winds. In particular, their 

5.1. Properties of Composite Models 

When a broad spectrum of waves exists, the modulation of 
the Bragg-scattering waves by the longer waves will alter the 
observed backscattered power. Thus in order to interpret ob- 
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served backscatter over a wind-generated sea, the spectrum 
(equation (12)) by itself is not sufficient. We must construct a 
model that includes the effects of the rest of the spectrum on 
the resonant Bragg waves insofar as these longer waves tilt the 
Bragg scatterers and produce variations in their heights over 
different phases of the longer waves. Such models have been 
called composite models. 

Valenzuela [1978] has reviewed composite models in which 
the wave spectrum is divided into short Bragg-scattering 
waves and longer waves whose principal function is to tilt the 
surface. In these models, one is interested in the wave number 
spectrum of the short waves and the probability distribution 
of slopes of the longer waves. Simple two-scale models like 
this require a more or less arbitrary decision regarding the 
separation of scales and generally assume that the waves of 
one scale are completely uncoupled from those of the other. 

In this paper we draw on previous work on the slopes and 
energy distribution of gravity waves to construct a realistic 
two-scale model. The parameters of the longer-scale gravity 
waves (the "tilting waves," for short) can be tied down by 
observational results. By contrast, the only direct information 
available in the capillary-gravity range comes from Bragg- 
scattering measurements, which at steady state are necessarily 
made in the presence of tilting waves. The effects of the tilting 
waves are sufficiently large that such observational results can 
be used to infer the wave number spectrum of the Bragg waves 
only through a model that includes the effects of the tilting of 
the Bragg waves. Composite divided scale models provide the 
simplest approach to account for such effects. The unknown 
parameters of the shortwave spectrum may therefore be in- 
ferred by adjusting them to yield good agreement between the 
model and observations of radar backscattering cross section. 
In this model two of the parameters are n and • as discussed 
previously. These are the Bragg wave parameters. Two other 
relatively minor parameters e and I' are discussed below. 
These latter parameters pertain to the tilting waves. The angu- 
lar spread of the Bragg waves, h•, was determined as was 
described in section 3.3 for (12) so as to produce the measured 
aspect angle backscatter dependence. 

5.2. Slopes of the Low-Wave Number Waves 

The observations of Cox and Munk [1954], derived from 
sun glitter, are among the more reliable observations of the 
slopes of natural wind waves. They found, in the range of wind 
speeds of 0.5 to 14 m s- • and for a long fetch, that (1) the 
probability distribution of slopes is nearly Gaussian with, 
however, some skewness such that larger negative slopes occur 
than positive, with the X axis aligned with the wave propaga- 
tion direction; (2) the variance of upwind/downwind slopes 
exceeds the variance of cross-wind slopes by a factor between 
1 and 2; (3) the upwind/downwind skewhess increases with 
wind speed; (4) the kurtosis of the distribution of slopes is 
larger than Gaussian but only by an amount slightly larger 
than the estimated observational error; and (5) the addition of 
an extensive oil slick to the surface reduces the variance of 

slopes by a factor of 2 or 3, eliminates the skewness, and 
leaves the kurtosis unchanged. The oil slick appeared to 
remove virtually all waves shorter than 30 cm. Since the pio- 
neering work of Cox and Munk, several laboratory studies 
[e.g., Cox, 1958; Keller and Wri•7ht, 1975; Reece, 1978] have 
shown that the energy density of the ripples is related to the 
phase of the long waves. Lon•7uet-Hi•7•7ins [1983] has given 

theoretical arguments to show why this occurs and further 
pointed out that this is sufficient to explain the observed skew- 
ness of slopes, whereas harmonic distortion of the long waves 
is not. The addition of an oil slick attenuates the ripples and 
with them the skewness. In the context of our model we re- 

quire a description of the modulation (in both amplitude and 
phase) of the energy density of the Bragg waves (ripples) by 
the longer tilting waves. 

5.3. Variation of the High-Wave Number 
Spectrum on the Long-Wave Surface 

Cox [1958] showed that ripples were concentrated on the 
forward faces of the large waves but was not able to be more 
specific about the phase or amplitude of the modulation of the 
ripples with respect to the long waves. He also showed that 
the variance of slopes increased with wind speed. The tank 
photographs of Mitsuyasu and Honda [1975, Figure 18] pro- 
vide excellent documentation of the occurrence of ripples on 
the forward faces of the longer waves. This is also evident in 
photographs (Figure 6) of the sea surface. Reece [1978] set 
about to explore the modulation in detail but could only con- 
clude that the distribution of energy density of the ripples is 
modulated by up to 100% (peak-to-peak) of the mean and the 
phase is advanced 45 ø to 180 ø with respect to the long waves. 
The modulation increases with wind speed. The results of 
Keller and Wright [1975] are in general agreement with this. 
The simplest modulation model which has these general fea- 
tures is one in which the modulation is proportional to up- 
wind/downwind slope and is limited in the manner described 
by Reece as follows: 

ß (k, zx) = (1 - ez,,)•(k) [ez•l _< « 
(20) 

(I)(k, z,,) = (1 - 0.5 sgn (ez•))eo(k) I•Zxl > « 

where k is the wave number of the Bragg waves, z,, is the 
downwind slope of the tilting waves, and e is a constant to be 
determined empirically. The principal effect of this modulation 
will be to produce a difference in scattering cross section look- 
ing upwind versus downwind. The difference arises because 
looking upwind, the enhanced waves are seen at an angle 
tilted toward the radar look direction (i.e., lower wave number 
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Fig. 6. The capillary fine structure superimposed on larger waves 
as it appears at sea. Photo by Jan Hahn, Woods Hole Oceanographic 
Institution. Reproduced with permission kom Kinsman [1965]. 
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and hence higher energy density), while the opposite is true 
looking downwind. The constant e was set to 1 by comparing 
the model output with observed upwind/downwind differences 
in scattering cross section. 

Cox and Munk [1954] have shown that the variance of 
slopes increases uniformly with wind speed and that much of 
the variance is due to waves with lengths of less than 30 cm. 
For our purposes we need a spectral description of slopes over 
the entire wave number range from the peak of the spectrum 
out to the wave numbers of the Bragg scatterers. No such 
observations have yet been published, although a wealth of 
information exists concerning the energy spectrum (with fre- 
quency of encounter) of gravity waves. It is now generally 
accepted that the equilibrium range of the spectrum, at least 

near the peak (1.5%, to 3.5%,), varies as co -4 [Toba, 1973; 
Forristall, 1981; Kahma, 1981; Donelan et al., 1985]. At higher 
frequencies (relative to the peak), observations of frequency 
spectra are not useful indications of the underlying wave 
number spectra, since frequencies of encounter are a complex 
mix of intrinsic wave frequencies and Doppler shifts oc- 
casioned by wind drift and orbital velocities of longer waves. 
However, it is clear that a k -3'5 (corresponding to co -4) de- 
pendence cannot extend to arbitrarily large k, since the maxi- 
mum wave steepness is limited. Kahma [1981] and Leykin and 
Rozenberg [1984] have provided some evidence for steepening 

of the spectrum beyond an co -4 range near the spectral peak, 
and Kitaigorodskii [1983] argues theoretically for an eventual 
transition to co-5 or k -4. 

5.4. The Full Wave Number Spectrum 

To construct the full wave number spectrum, we use the 
directional spectra observations of Donelan et al. [1985] in the 

wave number range from 0 to 10k•, patched to (11) from 10k•, 
to oz. Leykin and Rozenberg [1984] also argue that the spec- 
tral slope transition from co -½ to co -5 occurs at about 3.2%,, 
which corresponds to 10k•,. The larger the value of n• in (9), 
the closer the spectrum will be to k -½ (or co-5), but the results 
are not sensitive to the choice of n• for n• greater than about 
5. Consequently, we take n• = 5. Matching the observed spec- 
tra to (11) at 10k•, requires that In • = 22. Comparison with 
the circle flight data (see below) yields n 2 = 1.15 In % = 4.6 
and b = 3. 

The low-wave number part of the spectrum is from Donelan 
et al. [1985] for a fully developed wind-generated sea and for 
0 < k < 10k•,. It is defined by (21), where the wind is the ef- 
fective neutral wind at 10 m, 

1.62 x 10-3•(10) ( g2 ) O(k, Z)= k3.SgO. 5 exp k2(1.2U(10)),/ 
1.7v(•(zø)'k)h(k/k•,) sech 2 [h(k/k•,)(Z- ,•)] (21a) 
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where 

F(U(10), k) = exp - 1.22 •.• (2lb) 

The peak of the spectrum is given by 

kp = a/(1.2t7(10)) 2 (22) 

In (21), h is defined as an essentially continuous function of 
k/kp over several ranges of k/kp as follows: 

h = 1.24 0 < k/ke < 0.31 

h = 2.61(k/ke) ø'65 0.31 < k/ke < 0.90 

h - 2.28(k•/k) ø'65 0.90 < k/kp < 10 
The composite wave number spectra patch (21) for low 

wave numbers to (12) for high wave numbers. The composite 
spectra for X = • are shown in Figure 7 for various wind 
speeds and extreme values of water temperature of 0øC and 
30øC. For the upper full spectra, there are five spectra as the 
wind speed, starting at 2.5 m s-•, is doubled for each suc- 
cessive spectrum. The areas under the gravity wave part of the 
spectra essentially vary as (U(10)) 4, and the spectral slopes at 
high wave numbers vary with a power of between -3.5 and 
--4. 

For the high wave numbers, those parts of the spectra 
above 31.62 m -• (log•o k- 1.5) are graphed below the full 
spectra for the same wind speeds and temperatures. Each 
curve stops abruptly at a wave number which is that wave 
number for which the spectra defined by (11b) cease to exist 
according to the model and in accordance with Figures 4 and 
5. Bragg-scattering wave numbers exist for some radar wave- 
lengths and incidence angles over warm water, whereas they 
are not present over cold water. The spectra expand toward 
higher wave numbers with increasing wind speed for winds up 
to 20m s -• 

The two spectra for a wind of 40 m s-• lie below portions 
of the spectra for 10 m s-• and 20 m s-•. From (15), as the 
wind at 10 m increases, the wind at •r/k at first also increases, 
but eventually the increasing wind gradient (equation 14)) 
causes U(•r/k) to decrease with increasing wind speed at 10 m. 
Increasing slopes for the gravity wave part of the spectrum 
overcome this effect for some high winds, but eventually, for 
high enough winds the Bragg backscatter will decrease. The 
wind shear just above the viscous boundary layer increases so 
that although the wind at 10 m increases, the wind at •r/k 
decreases. 

It is, fortunately, not to be expected that fully developed 
spectra such as those for a 40 m s-• wind will ever be esti- 
mated from wave data where the winds are 40 m s-• at 10 m. 

The significant wave height would be about 45 to 50 m, 
whereas the highest single waves ever measured have not ex- 
ceeded these heights. The required fetch and duration would 
never be large enough. 

5.5. Slopes of the Tilting Waves 

These spectra may be used to compute the overall upwind 
and cross-wind slopes for comparison with the observations of 
Cox and Munk [1954]. This yields an approximately linear 
wind speed dependence over the full wave number range of 
the composite spectra, as observed by Cox and Munk, and 

values of mean square slope that are 70% higher than theirs. 
The method of Cox and Munk does lose extreme slope values, 
thereby tending to underestimate the total variance of slope, 
but it is unlikely that a factor of 1.7 can be accounted for in 
this way. At present, we are unable to resolve this difference, 
and for internal consistency, we will use the values derived 
from our composite spectra. It is noted that Cox and Munk's 
table that provides wave heights versus wind speed does not 
show a uniform increase of wave height with wind speed and 
does not correspond to values for fully developed wind waves. 
Consequently, their slope versus wind speed values may be 
underestimates of those for full development. The mean square 
slopes of waves in the gravity region, which are the tilting 
waves, are given by (23) and (24) where k v is the wave number 
of the spectral peak. The slope variance increases as k r in- 
creases for a given wind speed, since more of the wave number 
spectrum is involved (kr(=k/F) is the high-wave number 
cutoff of the tilting waves). 

S•, 2 = 8.7 x 10-3•'•1/2 0 __< F• < 1 (23a) 

Su 2= [3.0(log•o •(10)) •/2 + 1.373 x 10-3(fl- 1) 

+8.7 x 10-3 1 <•2<10 

Sc 

Sc 2 = 4.6 x 10-3•"• 0 __< •2 < 1 

2= [3.3(10g•0 /.Y(10))•/2 + 0.82] X 10-3(fi- 1) 

+4.6x 10 -3 1_<•<10 

In (23) and (24), Su 2 and Sc 2 

(23b) 

(24a) 

(24b) 

are the slope variances, fl = 
[log•o (kr/kp)] 2, •(10) is in meters per second and is greater 
than or equal to 1.0. 

If k T is less than or equal to kp, Su 2 and Sc 2 are set to 10-7, 
i.e., essentially zero. These slope variances have been com- 
puted by integrating the slope spectra for values of k up to 
k = 2r•/30 (cm- •). 

5.6. Two-Scale Backscatter Model Structure 

In the preceding sections, we have defined wave number 
spectra over two ranges of wave number space. The spectral 
balance, equation (11), is such that for each wave number 
there is a particular (water viscosity dependent) wind speed at 
which the spectrum vanishes. Of course, in any natural wind if 
the average wind is such that (11) vanishes, it may not during 
gusts. This is commonly observed at light winds in the ap- 
pearance of patches of "cat's paws." To account for this in the 
model, we allow the wind speed to have a Gaussian distri- 
bution about its mean with a standard deviation proportional 
to the mean as observed by Smith [1974]. The average value 
of Smith's observations over water of the standard devi- 

ation/mean ratio is 0.084, and this value is incorporated in our 
model so as to suggest the possible effect of gustiness in the 
wind in the absence of convective activity. In fact, the stream- 
wise component of boundary layer wind velocity fluctuations 
is somewhat skewed, but in the context of the model this is a 
minor correction and does not merit the extra computational 
effort. The principal effect of including wind gustiness in the 
model is to soften the low-wind speed cutoff brought about by 
viscous dissipation. Otherwise for a given water temperature 
T, and salinity S, there would be an even sharper drop to zero, 
as in the work of Pierson and Stacy [1973], at that wind speed 
where (11) becomes zero. The measurements of Pierson and 
Stacy were made in a laboratory tank with steady winds. The 
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gustiness was therefore much lower than that typical of the 
marine atmospheric boundary layer. 

There remains the step of applying the two scale backscatter 
theory given by Valenzuela [1978] to the wave number spec- 
tra derived above. The equations to be used are equations 
(5.1), (5.2), and (5.4) from Valenzuela, with some differences, 
which are reproduced here by (25), (26), and (27): 

annø(Oi)=16•tko 4 cos 4 0i]( •z cos 6)2gnn(Oi) 
/sin 2 

Ox(2kooq 2ko7 sin 6) (25) 

avvø(Oi)=16•ko 4 COS 4 cos gvv(O) 

sin 6•2 + • gnn(Oi) 
2 

O•(2koo•, 2ko7 sin 6) (26) 

aøsea(o)= f_©© d(tan ½) f_©© d(tan 6)aø(Oi)P(tan ½, tan 6) 
(27) 

In (25) and (26), 0 is the radar incidence angle and ½ and 6 
are the angular deviations of the normal to the surface caused 
by the tilting waves in and perpendicular to the plane of inci- 
dence, respectively. The resultant instantaneous angle of inci- 
dence is 0 i=cos -• [cos (0+½) cos 6]. Also, •=sin 0 i, 
• = sin (0 + ½), 7 = cos (0 + ½), and gnn and gvv are the first- 
order scattering coefficients for horizontal and vertical polar- 
ization, respectively. They are given by Valenzuela [1978, 
equations (4.6) and (4.7)] and are reproduced here for com- 
pleteness: 

(•,-- 1) 

gnn(O) = [cos 0 + (e, - sin 2 0)x/232 (28) 
(e•- 1)[e•(1 + sin 2 0)- sin 2 0] 

gvv(O) = [e• cos 0 + (e•- sin 2 0)•/2] 2 (29) 
In (28) and (29), e• is the relative (complex) dielectric con- 

stant of the water. The values used in this paper for various 
radar frequencies are summarized in Table 19. 

The two-dimensional wave number spectrum •x(k•, ky) and 
the polar wave number spectrum •(k, Z) are normalized as in 
(30), where •2 is the variance of the surface elevation: 

(30) 

Equation (26) is used in (27) to account for the effects of the 
tilting of the longer waves on the backscatter for vertical po- 
larization, and (25) is used in (27) for horizontal polarization. 
The joint probability density function for the slopes of the 
tilting waves is represented by P(tan ½,, tan 6) in (27). 

As in all two-scale theories, the full wave number spectrum 
must be divided in some logical way into the part that is only 
needed to determine the variances of the two components of 
the slope from the low wave numbers and the part that is kept 
to compute Bragg scattering from the shorter waves. 

The description by Valenzuela [1978] of the rationale 

behind such models is helpful in this context. The patch of 
tilted sea surface covered by the Bragg waves must contain a 
sufficient number of these waves to produce some resonant 
backscatter. It also must be small enough so that the overall 
effect of variations in the slopes is not too greatly reduced by 
the application of what is effectively a low-pass wave number 
filter to the full wave number spectrum. This is accomplished 
by an appropriate choice of kr(-k/F) in (23) and (24). This 
separation of scales factor F is the final parameter to be 
chosen for the Bragg-scattering part of the model. The results 
are weakly dependent on the choice of F. By fitting the model 
to the circle flight data [Schroeder et al., 1984], we have select- 
ed F = 40. 

The evaluation of (27) requires a triple integration. The 
normal distribution of the mean wind speed is broken up into 
ranges uniformly spaced about the mean so that the Bragg 
part of the model contains the effect of gustiness as just de- 
scribed. For each of these values of the wind, the double inte- 
gration over slopes is carried out. The weighted sum of the 
results obtained by this procedure is then the required com- 
puted value of the backscatter. 

At a given angle of incidence of the radar, 0, the Bragg wave 
number (k = 2k 0 sin 0) and thus the variances of slopes of the 
tilting waves from (23) and (24) are computed. Then the 
double probability integral is evaluated in the ranges +4S• 
and _+4Sy. Here our method diverges from the conventional 
methods described by Valenzuela [1978]. The nearly Gaussian 
probability of slopes found by Cox and Munk [1954], with 
slicks present, was obtained from bistatic measurements of sun 
glitter points on the sea surface with the sun as the radiation 
source and a special camera as the receiver. Geometrical cor- 
rections were made such that the slopes were effectively re- 
ferred to the local vertical. This is not, of course, what the 
radar "sees," except at nadir. Thus to account for the fact ttiat 
a surface tilted toward the radar occupies a larger fraction of 
the field of view than a surface tilted away, we adjust the 
probabilities accordingly. 

The correction can be shown to be given by (31) if 

10 + ½1 < r•/2, where z• = tan ½, zy = tan 6. 

P(z x, Zy)radar--- IP(z,,, zy) o .... ian 
cos (0 + ½) 

cos ½ 
(31) 

If l0 + ½1 > r•/2, the probability is zero. The condition on 
0 + ½ rejects from consideration all slopes turned normal, or 
greater, to the plane of the radar wave front. 

The value of I is chosen such that the sum of all probabil- 
ities of slopes seen by the radar is unity. A similar approach to 
adjusting the probability of seeing a particular slope has been 
taken by Chan and Fung [1977], except that they did not 
account for the invisibility (to the radar) of slopes such that 
IO + ½1 >- •/2. 

In establishing the limits of integration, the values of [S•] o 
and [Sy]o are set using (23) and (24) and the angle of incidence 
of the radar. However, as the surface tilts, the resonant Bragg 
wave continually changes and with it the range of wave num- 
bers that can contribute to any particular slope. Consequently, 
the appropriate probability is not that associated with S(x, Y)o 
but rather that associated with S(x, Y)o,. 

exp { -«[(z•,2/(S•,2)o,)+(zy2/(Sy2)o,)]} P(%,, Zy)G .... ian = (32) 
2•(S3o,(S)o, 
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This has a pronounced effect at small values of 0, for as 
values of tilt on the edges of the distribution drive 0 i and the 
Bragg wave number to very small values, the corresponding 
energy density rises sharply and would artificially augment the 
modeled backscatter. Of course, the probability of large tilts 
affecting these longer waves is correspondingly smaller, and 
(32) weights the contribution from these waves accordingly. 

Near normal incidence the wavelength of the Bragg wave 
rises sharply. However, Bragg scattering is not effective near 
nadir [Yaplee et al., 1971]. The Bragg-scattering part of a 
two-scale model with specular backscatter included usually 
lies well above the specular values for high incidence angles, 
falls below the specular value at some ill-defined incidence 
angle between perhaps 15 ø and 25 ø usually, and then rapidly 
increases to values greater than specular for low incidence 
angles. We therefore impose a cutoff condition on the Bragg 
backscatter when 0i < 18 ø. The choice of 18 ø is made on the 
basis of the low-incidence angle circle flight data in the pri- 
mary data set. 

It is noted that the theoretical equations for two-scale 
models are obtained from a limiting process for which the 
contribution from the vector wave number spectrum becomes 
infintesimal as the area sampled becomes infinite. In this sense, 
the requirement that ak o << 1 for the amplitude of a wave a at 
the wave number k o is always satisfied. This completes the 
Bragg resonance part of the model. 

6. SPECULAR BACKSCATTER 

6.1. Specular Backscatter for Fully 
Developed Spectra 

Finally, as pointed out by Barrick and Peake [1968], we add 
the specular component for fully developed seas which, follow- 
ing Valenzuela [1978], is 

0 IR(0)l 2 sec4 0 ( tan 2 0 • O'spec '-' 21S•lnoIS•lno exp 2-••dj (33) 
where SL 2 is the slope variance in the plane of incidence due 
to waves of wave number ko/F and smaller. [Sx]ko and [Sy]k o 
are the downwind and cross-wind standard deviations of these 

slopes. The total slope variance SL 2 is assumed to have an 
elliptical variation in ;• so that 

Sx2Sy 2 
SL2 -- Sy 2 c0s2 (Z -- •') q- Sx 2 sin2 (Z- Z-) (34a) 

Recent laboratory measurements [ttaimback and Wu, 1986] 
support this variation in azimuth. IR(0)l 2 is the reflection coef- 
ficient at normal incidence for the radar frequency of interest, 
adjusted as was suggested by Valenzuela [1978] according to 

IR(0)I = 10.65½,- 1)/(at •/2 + 1)21 (34b) 

where e, = e,(ko) is the relative (complex) dielectric constant. 

6.2. Departures From the Fully Developed 
Spectrum of the Model 

Waves are not always in equilibrium with the wind. There is 
no unique relationship between the full wave spectrum and 
the local wind speed and direction. For light winds, the grav- 
ity waves are usually higher than would be predicted for a 
fully developed sea, and for high winds, they are usually lower 
[Moskowitz, 1964]. Gravity waves generally lag the wind as 

the wind increases and lead the wind as it decreases [Bretsch- 
nieder et al., 1962]. The behavior of the slope spectrum has 
not been routinely measured. Our model contains most of the 
slope variance for the specular part at high wave numbers 
relative to the peak of the elevation spectrum. The upwind 
and cross-wind slopes differ by less than 30% in general (see 
Figure 12), so that specular backscatter is more nearly iso- 
tropic. For a given wind, slope variances that are 10% to 20% 
less or 10% to 20% higher than those of the model for the 
intermediate range of wind speeds would not be unusual. 

The slope variances given by (23) and (24) may be too low 
for light winds over many parts of the ocean. After the wind 
dies down, the previously generated spectrum for the gravity 
waves will continue to be present until the waves have propa- 
gated out of the area. They continue to contribute to the 
slopes of the surface even though they are no longer associ- 
ated with the local wind speed. Conversely, as was discussed 
in section 5.5, nonfully developed seas could have slope vari- 
ances smaller than those found for our model. 

6.3. Swell Plus a Low-Wind Sea 

The integrals of the slope spectrum that are needed for a 
two-scale model most of the time over most of the ocean are 

probably more nearly in equilibrium with the wind than those 
are for the elevation spectrum, but conditions for which they 
are not must be identified and analyzed properly. A frequent 
wave condition of importance to scatterometry is one where a 
low-wind sea generated by a light wind is accompanied by a 
swell traveling at a considerable angle to the wind. 

For various combinations of light wind seas and swells at 
an angle to the wind sea, the maxima and minima for the 
specular backscatter need not be in the local wind direction. 
Some of the results of the circle flight data may be explainable, 
especially for low incidence angles, by these effects. As the 
incidence angle is increased, specular backscatter becomes less 
important, and more of the high-wave number part of the 
composite spectrum enters into the computation of the slopes 
to be used in the Bragg part of the model. These spectral 
components are more likely to be in equilibrium with the local 
wind, and the slopes computed for a fully developed sea may 
then be the appropriate slopes to use. 

6.4. Measurements of Slope Spectra 

The probability density function for the slopes given by (32) 
for the actual seas present is needed to compute the Bragg 
backscatter especially for incidence angles from about 15 ø to 
25 ø . If these slopes could be measured by another instrument 
on a spacecraft, the determination of the wind that caused the 
Bragg waves would become more accurate. Alternatively, the 
gravity wave part of the spectrum might be predictable from a 
wave model. Equations (32) and (33) can be generalized to 
account for any slope spectrum for the tilting waves and the 
specular backscatter. 

An instrument has been developed and proven to perform 
satisfactorily from aircraft altitudes that would measure exact- 
ly the quantities needed in the above equations, plus those for 
even more complex wave conditions. The main purpose of this 
instrument is to estimate directional wave spectra, but the 
quantity actually measured is •/c•r in a polar coordinate 
system for varying ;• from which the slope spectrum can be 
found as in k 2 •(k, Z) [dk k d;•]. This method for measuring 
the gravity wave elevation spectrum thus essentially depends 
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on the uniqueness of the polar wave number slope spectrum 
for each sea condition. Appropriate integrals then define any 
possible combination of slopes for the above analysis. This 
instrument is described by clackson et al. [1985a, b]. 

7. THE AAFE RADSCAT DATA 

7.1. Data Properties 

The Advanced Applications Flight Experiment (AAFE) ra- 
diometer scatterometer (RADSCAT) was used to measure the 
normalized radar backscattering cross section from the sea 
surface for varying wave, wind, and other environmental con- 
ditions. The data from this extensive program are given by 
Schroeder et al. [1984] and have been archived as was de- 
scribed by Schroeder and Mitchell [1983]. Schroeder et al. 
[1985] have described these results in abbreviated form, but 
the primary source for the data that are used in this paper is 
Schroeder et al. [1984]. 

Eight missions were flown starting in April 1973 and ending 
in March 1977 with the instrument installed on a NASA C130 

aircraft. At first, upwind, downwind, and cross-wind level 
flights were made. The development of the circle flight maneu- 
ver in which both horizontally polarized and vertically polar- 
ized backscatter values were measured concurrently as a func- 
tion of aspect angle for a nearly constant incidence angle pro- 
vides the data used to tune and test the model described in the 

preceding material. The level flight data, the functional check 
flight data, data that are anomalous, and data for which the 
required oceanographic and meteorological measurements are 
incomplete have been discarded. 

The remaining data are treated as primary data and sup- 
plementary data. The primary data, used to tune the model, 
were chosen by the criteria that the wind is reported to be 
accurate to within + 1 m s- • and that the correlation coef- 

ficient between the azimuthal analytical fit used by Schroeder 
et al. [1984] and the data is greater than 0.5 as summarized in 
Table 1. There were 24 circle flights selected in this way for the 
primary data set. Data for horizontal polarization for one 
flight were missing because the in-flight calibration procedures 
did not produce reliable values for a 7.5 m s- • reported wind. 
The data have been grouped first in incidence angle ranges 
near 20 ø , 30 ø , 40 ø , 58 ø , and 67 ø and then by increasing wind 
speed. 

Table 2 provides additional data for these same 24 flights 
with backscatter data only for vertical polarization. The water 
temperature, air temperature, wind direction, location, aspect 
angle shape parameters (i.e., A2/A o and Ai/Ao; see (42)), the 
normalized standard deviation (i.e., the standard deviation di- 
vided by the mean), and a subjective judgment on the sym- 
metry of the basic data and the quality of the overall fit are 
tabulated. Roughly, A•/A o reflects the downwind/upwind dif- 
ference while A2/Ao reflects the cross-wind/upwind difference. 

For this primary subset, the reported winds varied from 5.5 
to 20.0 m s- • and the incidence angles varied from 18.9 ø to 
68.1 ø. The reported water temperatures varied from 8.5øC to 
17.7øC. Salinity was not reported, but the effect of salinity is 
relatively minor. Since our results predict backscatter values 
that depart substantially from a power law for both low and 
high winds and depend on water temperature, data of com- 
parable quality and completeness for winds below 5 m s- • 
and above 20 m s- • for water temperatures ranging from 0øC 
to 30øC will be needed for full verification. 

The site, or sites, at which the wind was measured was not 
at the same location as the measurement of the backscatter. 

As the aircraft circled and measured the backscatter while 

trying to maintain a nearly constant bank angle, to be added 
to the antenna level flight depression angle, it would be ad- 
vected by the wind at flight altitude a considerable distance so 
that the sea surface area sampled during the entire flight 
would be roughly enclosed by a rectangle bounded by two 
half circles. 

A given data point consisted of the measured backscatter 
from a small surface area of the ocean compared with the 
areas sampled by the SASS on Seasat. Each "spot" measure- 
ment was highly variable because backscatter is a noiselike 
signal subject to Rayleigh fading. Moreover, one single circle 
flight required an hour or so for completion. The winds mea- 
sured at a site nearby were not averaged over the full duration 
over the line and run. The actual averaging time for the re- 
ported 19.5-m wind varied from one mission to another. 
Mesoscale turbulent fluctuations in the wind from one radar 

sample to the next, gradients in the wind field as the aircraft 
moved with the wind at flight altitude, and the variability of 
the wind at the site of the conventional measurements all 

combine to make the meteorologically measured wind and the 
value of the wind speed to be associated with a given set of 
circle flight data somewhat uncertain. The estimated accu- 
racies of the winds given by Schroeder et al. [1984] are quali- 
tative judgements based on the nature of the conventional 
measurements. The actual uncertainty in the meteorological 
wind may be even greater than 1 m s- x for the best data and 
1.5 m s- x for the supplementary data to be described below. 

Although, Schroeder et al. give more precise locations for 
the circle flights, the separation between the sea surface areas 
that were sampled and the meteorological instruments for 
measuring the winds does not merit more than a general lo- 
cation for each circle flight. This is indicated in Tables 2 and 3 
by identifying data from the North Sea by PISA, which is a 
scientifically instrumented tower, and Hotel, which was a wea- 
ther ship off the east coast of the United States, now replaced 
by a national data buoy. We have carried the reported 
meteorological wind speed to a tenth of a meter per second. 
The actual wind is not known at all that well. 

The 19.5-m winds reported by Schroeder et al. have had the 
effects of stability removed by means of the Monin-Obukhov 
theory [Monin and Obukhov, 1954] and refer to neutral stabili- 
ty winds. The equations were closed by a relationship between 
u, and z o given by Cardone [1969], with possible modifi- 
cations. Such corrections have little effect on U(19.5) when 
different closures are used (i.e., Garratt [1977] and Cardone 
[1969] versus (14)) but can result in substantial differences in 
the wind stress and in the variation of wind with height close 
to the sea surface. 

7.2. Supplementary Data 

The subset of 24 vertically polarized circle flight values has 
been augmented by most of the rest of the circle flight data 
with the exceptions of the functional check flights for mission 
306, all of the data for mission 288, and the data for mission 
238, flight 27, line 4, run 2. The values for these flights disagree 
substantially with all of the rest of the data so that they were 
omitted as apparent "outliers." Table 3 provides a summary of 
the environmental data and the properties of the supplemen- 
tary data that were not used to tune the model. The sup- 
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TABLE 1. Summary of the Best Circle 

O'vv ø avvø(dB) 

M/F/L/R 0 t2 A o x 10 3 A1 x 10 3 A 2 x 10 3 R 2 UP DN CR 
[7,19.$,, (avvø(UP)'• 
(dB) k, avvø(CR)JaB 

318/17/4/1 19.8 13.5 516.6 --51.61 148.5 0.811 --2.12 --1.45 
335/5/4/1 19.9 15.5 632.9 --8.40 235.5 0.655 --0.66 --0.571 
335/4B/4/1 19.0 19.1 802.7 --94.86 247.6 0.539 --0.20 +0.59 
335/4A/4/1 18.9 19.8 833.6 -29.74 321.0 0.807 +0.511 +0.74 

318/24/4/1 30.3 9.5 59.14 10.21 25.29 0.815 -- 10.24 -- 11.29 

318/14/4/7 39.9 5.5 3.97 0.81 1.80 0.762 -21.82 -23.05 
318/19/4/13 40.9 7.5 10.47 0.93 6.394 0.879 - 17.50 - 17.98 
318/16/4/9 39.4 8.2 9.153 1.50 5.65 0.732 -- 17.88 - 18.76 
318/18/4/6 40.4 11.3 17.51 4.634 12.67 0.877 - 14.58 - 15.93 
318/17/4/8 40.8 12.8 25.7 3.98 15.42 0.911 -- 13.46 - 14.30 
335/6/4/9 39.1 15.0 37.74 6.541 17.45 0.748 - 12.09 - 13.13 
335/5/4/9 39.4 15.2 39.52 5.693 18.55 0.706 - 11.95 - 12.81 
353/11/4/11 39.7 15.7 41.95 7.26 19.10 0.792 -11.66 -12.69 
335/4B/4/10 38.7 19.4 69.39 14.97 27.17 0.710 -9.53 - 10.88 
335/4A/4/9 39.1 20.0 55.18 0.113 26.67 0.760 - 10.86 - 10.88 

335/6/4/13 57.8 15.0 12.53 3.17 5.31 0.857 - 16.78 - 18.34 
335/5/4/17 58.5 15.1 12.58 3.103 5.132 0.789 - 16.82 - 18.35 
335/4A/4/17 58.2 19.8 15.09 4.643 5.18 0.753 - 16.04 - 18.06 

318/14/4/12 67.2 5.5 0.783 0.081 0.42 0.874 -28.93 -29.52 
318/19/4/17 67.1 7.5 2.573 0.39 2.034 0.893 -23.01 -23.75 
318/16/4/14 66.2 8.9 2.87 0.161 2.23 0.851 -22.79 -23.07 
318/18/4/11 65.5 10.5 6.67 0.46 4.84 0.935 - 19.22 - 19.57 
318/17/4/12 68.1 12.3 6.311 1.512 3.752 0.913 - 19.36 -20.68 
353/11/4/1 67.3 16.0 8.62 2.834 4.34 0.825 - 18.02 - 19.95 

-4.34 11.30 2.22 

-4.01 11.90 3.35 

-2.56 12.81 2.36 

- 2.902 12.97 3.41 

- 14.70 9.78 4.46 

- 26.64 7.40 4.82 

- 23.90 8.75 6.40 

- 24.55 9.14 6.67 

-23.15 10.53 8.57 

-- 19.88 11.07 6.42 

- 16.93 11.76 4.84 

- 16.78 11.82 4.83 

- 16.41 11.96 4.75 

- 13.74 12.88 4.21 

- 15.45 13.01 4.59 

-21.41 11.76 4.63 

- 21.28 11.79 4.46 

-- 20.04 12.97 4.00 

- 34.35 7.40 5.42 

-32.68 8.75 9.67 

- 31.93 9.49 9.14 

-27.37 10.21 8.15 
-25.92 10.90 6.56 

- 23.69 12.04 5.67 

U is effective neutral wind at 19.5 m. M/F/L/R is mission/flight/line/run. An ellipsis denotes missing data. 

plementary data are used only for the vertically polarized 
measurements. The data that have been added are for circle 

flights with estimated wind speed accuracies poorer than + 1 
m s- • and with R 2 less than 0.5. Only four circle flights were 
accepted for tuning at an incidence angle near 20 ø . The new 
set consists of a grand total of 18 circle flights for 20 ø. Of the 
ones for 20 ø that have been added, only one has an R 2 greater 
than 0.5. Others have R 2 values of 0.05, 0.15, and 0.17, which 
are quite low and need to be explained. 

There are a number of circle flights from mission 353 in the 
supplementary data. The winds for this mission were obtained 
in three different ways. National data buoy EB16 at 42.5øN, 
130øW was one source. Other winds were obtained through a 
combination of measurements from the Naval Ocean Systems 
research tower near San Diego and from inertial navigation 
winds measured by the NASA C130 at altitudes varying from 
85 to 212 m. Especially for light winds, the winds at the San 
Diego tower are influenced by a sea breeze effect and are not 
very representative of the winds farther offshore. The calcula- 
tion of the effective neutral wind at 19.5 m from winds mea- 

sured at these higher elevations is usually not reliable enough 
to yield a wind within an estimated accuracy of 1 m s-•. 
Those entries in Table 3 for R 2 values greater than 0.5 were 
excluded from the primary data set for three reasons. They are 
that (1) the winds were categorized as fair, (2) the winds were 
based on tower data too close to shore, and (3) the winds were 
based on winds measured by the C130 and calculated from 
boundary layer theory. 

7.3. RADSCA T Calibration Procedures 

The aircraft radar used by Schroeder et al. [1984] had four 
parallel receiver signal detectors that were fed received power 

split four ways by a divider. The signal was conditioned by 
attenuators and amplifiers such that the 15-dB range of each 
detector was staggered so that a dynamic range of approxi- 
mately 60 dB was achieved. For high incidence angles and low 
values of the received power, the highest gain channel was 
used. Even then, at times, no signal was measured for some 
aspect angles of the circle flights as shown in plots similar to 
Figure 8 to follow, especially for horizontal polarization. See, 
for example, pages 34, 37, 38, and 50 of Schroeder et al. 
[1984]. 

Amplifying circuits always amplify both the desired back- 
scattered power and the communication noise (or internal 
noise) of the amplifier. After sufficient amplification, the signal 
(the backscattered power) plus the noise power is converted to 
an integrated voltage for a number of radar pulse transmis- 
sions so as to be able to calculate the normalized back- 

scattering cross section. As in the Seasat SASS, the effect of 
this communication noise was accounted for in the evaluation 

of the data by laboratory, aircraft premission, and in-flight 
calibration procedures as detailed by Schroeder et al. [1984 
and references therein]. Data on these calibration procedures 
have been provided to us (L. C. Schroeder, personal communi- 
cation, 1985). The exhaustive efforts to account for communi- 
cation noise, and the quantitative determination of its effect 
on the data make the RADSCAT data of great value in under- 
standing the differences between models of radar backscatter 
and measured values of radar backscatter. 

As the comparisons between the model and the AAFE 
RADSCAT data were calculated, it appeared that not only 
were the effects of the unknown position of the minimum near 
cross wind important because of the data analysis method but 
also the differences between the model and the data were 
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Flight Data From Schroeder et al. [1984] 

O. HH 0 
avvø(Ue)• 
•VV0(•JdB A 0 x 10 3 A 1 x 10 3 A 2 x 10 3 

annø(dB) O'vvø/O 'nnø(dB) 

R 2 UP DN CR UP DN CR 

-- 0.67 555.5 -- 30.38 143.4 0.688 

-- 0.08 640.6 10.74 235.4 0.642 

-- 0.79 815.8 - 40.67 259.0 0.571 

--0.22 844.4 --0.613 319.7 0.797 

1.05 38.63 8.093 12.84 0.745 

1.23 2.024 1.00 0.82 0.865 

0.48 5.182 1.86 2.56 0.834 

0.88 5.04 2.23 2.60 0.739 

1.35 9.41 3.87 4.44 0.822 
0.84 14.10 5.26 7.611 0.898 

1.04 20.48 6.94 8.62 0.728 

0.86 22.82 7.03 10.29 0.699 

1.03 22.82 7.872 9.771 0.700 

1.35 44.81 .64 16.63 0.703 

0.02 31.70 2.33 15.93 0.737 

1.56 3.002 1.50 1.25 0.800 

1.53 3.013 1.68 1.410 0.684 

2.02 4.43 2.301 1.41 0.706 

0.59 0.15 0.061 0.03 0.473 

0.74 ............ 

0.28 0.27 0.154 0.163 0.762 

0.35 1.07 0.38 0.66 0.917 

1.32 0.98 0.681 0.462 0.914 

1.93 1.443 1.10 0.81 0.779 

-- 1.75 -- 1.37 --3.85 --0.37 --0.08 --0.49 

--0.522 --0.63 --3.92 --0.133 +0.06 --0.09 

+0.15 +0.48 --2.54 --0.344 +0.114 --0.02 

+0.66 +0.662 --2.80 --0.15 +0.073 --0.102 

-- 12.25 -- 13.63 -- 15.89 2.01 2.34 1.19 

--24.16 --27.34 --29.19 2.34 4.29 2.55 

-20.18 -22.31 -25.81 2.68 4.33 1.91 

-20.06 -22.67 -26.12 2.18 3.91 1.57 

- 17.52 - 20.01 - 23.04 2.94 4.08 -0.11 

- 15.69 - 17.84 - 21.88 2.23 3.54 2.0 

- 14.43 - 16.54 - 19.26 2.34 3.41 2.33 

- 13.96 - 15.84 - 19.02 2.01 3.03 2.24 

- 13.93 - 16.07 - 18.84 2.27 3.38 2.43 

- 11.19 - 13.30 - 15.50 1.66 2.42 1.76 

- 13.01 - 13.44 - 18.02 2.15 2.56 2.57 

--22.41 --25.60 --27.55 5.63 7.26 6.14 

-22.15 -25.61 -27.95 5.33 7.26 6.67 

-20.89 -24.51 -25.20 4.85 6.45 5.16 

-- 36.35 -- 39.59 -- 39.24 7.42 10.07 4.89 

--32.34 --35.59 --39.83 9.55 12.52 7.90 

-- 26.77 -- 28.69 -- 33.84 7.55 9.12 6.47 

--26.74 --31.20 --32.88 7.38 10.52 6.96 

-- 24.76 -- 29.38 -- 31.96 6.74 9.43 8.27 

larger for the higher incidence angles and lighter winds. The 
laboratory and in-flight calibration procedures provide data 
on this source of variability. 

The equation for a ø for a pencil beam radar as in the above 
reference is (35), where the notation is defined by Schroeder et 
al. [1984], and only Vsea, Vcal, 27cal, 27 .... and cos 0 need to be 
considered for our purposes. When expressed in decibels, a ø is 
the sum of 11 terms, and each term can be considered sepa- 
rately' 

A 2 gseaZcalZ(GXR ) 
a ø = (16r0 2 -- (35) 

,•,2Vca127s½ a G2fi 2 cos 0 
Seven different sources of bias for the calculated values of 

the backscatter were identified. Some were constants that 

could be found to a certain level of accuracy and used to 
eliminate most of their effects. 

The quantity Vca 1 was determined in the laboratory and 
accounts for the nonlinear response of each of the four gain 
channels, with the effect of receiver noise removed, for cali- 
brated input signals. It represents the transmitted power, when 
divided by %a•, and at most a correction of 1 db or so to the 
calculated value of a ø. The four gain channels all together 
covered a dynamic range from -98 dBm to --40 dBm where 
the quantity dBm refers to the input signal in watts relative to 
1 mW. The received power varied from 10 -7 W to 1.58 
x 10-•3 W. The four channels overlapped so that the middle 

range for each channel departed from linearity by only about 
_+0.2 dB. However, the lowest-gain channel, used for the 
strongest return signals, was less linear and exceeded +_ 1 dB 
over its dynamic range. The highest-gain channel introduced 
difficulties in the measurement of very low signals at high 
incidence angles for low winds because of receiver noise. In the 

laboratory the integration time %a• could be much longer, so 
that the quantities V•a • and %al were well measured especially 
with reference to the self-noise, or communication noise, of 
each channel. 

During a particular circle flight, zse a had to be selected so as 
not to cover too large a variation in aspect angle. For flights 
for the earlier missions, an integration time of from 0.1 to 
0.925 s was used. For later flights, 0.5 s was the minimum 
used. Also, an appropriate gain channel was selected so as to 
be as close as possible to the nearly linear part of the calibra- 
tion for that channel. Important sources of possible bias were 
found to be in the determination of V•e a, which represents the 
time integrated received power as a voltage, and in 0 and in 
the interaction of these two quantities. The incidence angle 0 
varied from one measurement to the next because of vari- 

ations in the bank angle of the circling aircraft. 
A range gate was set so as to activate the radar receivers for 

any backscattered power within the range of variability of the 
aircraft altitude and incidence angle. The backscattered power 
was also passed through Doppler band pass filters to reduce 
further unwanted receiver noise. Variations in the bank angle 
caused the signal to shift back and forth from one band pass 
filter to another, and this effect contributed to the possible 
bias of measurement. 

Finally, the receiver noise, or self-noise, or communication 
noise, was not constant for a particular gain channel but 
varied both as a function of time and from one circle flight to 
another. The "zero" levels of each channel were measured for 

each circle flight so that their effect could be subtracted from 
the voltage representing the backscattered power so as to 
compute V• a. The communication noise was quite small and 
could be measured only to one significant figure, although it 
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TABLE 2. Additional Data for the Best 24 Circle Flights 

M/F/L/R 
0, U, ;•, Sea, Swell, TW, TA, Loca- Sym- Qual- 

deg m s- • deg m m øC øC tion A2/A 0 A•/A 0 R 2 NSD metry ity 

318/17/4/1 
335/5/4/1 
335/4B/4/1 
335/4A/4/1 

318/24/4/1 

318/14/4/7 
318/19/4/13 
318/16/4/9 
318/18/4/6 
318/17/4/8 
335/6/4/9 
335/5/4/9 
353/11/4/11 
335/4B/4/10 
335/4A/4/9 

335/6/4/13 
335/5/4/17 
335/4A/4/17 

19.8 13.5 220 1.5 .-- 17.7 18 PISA 0.29 -0.01 0.81 0.11 E E 
19.9 15.5 300 3 3.4 12.0 --2 Hotel 0.37 -0.01 0.65 0.19 F G 
19.0 19.1 295 5/5.5 --. 13.4 3 Hotel 0.31 0.12 0.54 0.21 G G 
18.9 19.8 280 3 ... 8.5 -- 1 EB41 0.35 --0.04 0.81 0.13 E E 

30.3 9.5 230 2.7 --- 16.0 17 PISA 0.43 0.17 0.81 0.16 E E 

39.9 5.5 60 1.1 ... 12.2 ß -- PISA 0.45 0.20 0.76 0.21 G G 
40.9 7.5 260 2.4 ... 17.4 17 PISA 0.61 0.089 0.88 0.16 G G 
39.4 8.2 210 ...... 17.2 16 PISA 0.62 0.16 0.73 0.27 F F 
40.4 11.3 205 1.8 --. 17.2 19 PISA 0.72 0.27 0.88 0.20 G G 
40.8 12.8 220 1.5 ..- 17.2 18 PISA 0.60 0.16 0.91 0.13 E E 
39.1 15.0 285 2.5 4.3 13.7 8 Hotel 0.46 0.17 0.75 0.21 G G 
39.4 15.2 300 3.8 1.8 11.5 -- 2 Hotel 0.47 0.14 0.71 0.72 G G 
39.7 15.7 260 5.5/6.0 --' 10.6 9 EB16 0.46 0.17 0.79 0.17 G G 
38.7 19.4 295 5/5.5 ß ß ß 13.4 3 Hotel 0.39 0.22 0.71 0.20 G G 
39.1 20.0 280 3 --. 8.5 EB41 0.48 0.002 0.76 0.19 E E 

57.8 15.0 275 2.5 4 13.7 8 Hotel 0.42 0.25 0.86 0.14 G G 
58.5 15.1 300 3 3.4 11.5 3 Hotel 0.41 0.25 0.79 0.17 F G 
58.2 19.8 285 3 ... 8.5 - 1 EB41 0.34 0.31 0.75 0.18 G E 

318/14/4/12 67.2 5.5 60 1.1 .-- 12.2 --- PISA 0.53 0.10 0.87 0.15 G G 
318/19/4/17 67.1 7.5 260 2.4 -.. 17.4 17 PISA 0.79 0.16 0.89 0.20 G G 
318/16/4/14 66.2 8.9 220 1.1 -.. 17.7 16 PISA 0.78 0.56 0.85 0.24 E E 
318/18/4/11 65.5 10.5 205 1.8 -.. 17.7 19 PISA 0.73 0.069 0.93 0.14 F F 
318/17/4/12 68.1 12.3 220 1.5 ... 17.7 18 PISA 0.60 0.24 0.91 0.30 E E 
353/11/4/1 67.3 16.0 260 6.0 5.5 10.6 9 EB16 0.50 0.33 0.83 0.20 F G 

Headings are as follows: M/F/L/R, mission/flight/line/run; 0, incidence angle; U, 19.5-m wind; X, direction; sea, significant wave height; 
swell, significant swell height, if any; TW, water temperature; TA, air temperature; R 2, correlation coefficient; NSD, normalized standard 
deviation. Symmetry is about X = 180 ø, and quality refers to goodness of overall fit. Notation for symmetry and quality is as follows: E, 
excellent; G, good; F, fair (subjective judgment). An ellipsis denotes missing data. Ratios A2/Aoand A•/Aoare for vertical polarization. 

could vary by a factor of about 5 over the range of circle flight 
measurements. Its value could make quite a difference in the 
calculated value of a ø. Under some conditions, when the 
receiver noise voltage was subtracted, the result was a negative 
number. For conditions such as these, a low cutoff voltage 
level was established for each channel for use in calculating 
the backscatter. A dynamic range of 60 dBm was thus not 
quite able to encompass all measurement from nadir to inci- 
dence angles of 67 ø . 

These laboratory and in-flight calibration procedures gave 
an estimate of the bias for the backscatter measurement which 

was removed during the calculation of each value of a ø. This 
bias varied as a function of the fluctuation in 0 as :g varied and 
as a function of the in-flight receiver noise as well as from 
other sources not described above. However, this estimate of 
the bias is itself somewhat uncertain, and the true bias could 
have been either lower or higher than the value actually used. 

As far as testing the model for backscatter derived in the 
preceding material is concerned, various sources of error could 
be combined and described by the quantity a ..... o, given in 
decibels, to be added to, or subtracted from, the measured 
backscatter values in decibels so as to bound the measure- 

ments in the rms sense by about 1 standard deviation. This 
quantity is given in Table IV of Schroeder et al. [1984] along 
with other pertinent data for upwind, downwind, and cross 
wind for each circle flight. 

o 
Table IV of Schroeder et al. [1984] shows values of a ..... 

that vary from a low of _+ 0.24 dB to a high of + 2.49 dB. This 
residual unknown effect of bias does not uniformly increase 
with increasing incidence angle. It can be high when the 
measurements are made at the low end of a particular receiver 

gain channel. The values of a ..... o will be used in the section 
to follow in the comparison of the model results with the 
measured backscatter values. The additional effect of the inte- 

gration over 'rse a of a return signal subject to Rayleigh fading 
on the received power as it randomly affects each individual 
measurement is also given in Table IV in terms of Aaø/a ø in 
percent. This additional variability is difficult to interpret in 
terms of the model that was used to fit the data by Schroeder 
et al. [1984]. 

7.4. Data Analysis Methods 

The regression fits to the circle flight data were obtained in 
antilog form with a model given by 

aø= A o + A• cos X + A2 cos 2X (36) 

Equation (36) is in terms of three parameters (A o, A•, A2) as 
given in Tables 1, 2, and 3. The location of the minimum near 
90 ø is a function of A• and ,4 2 and depends solely on whether 
upwind backscatter is stronger than downwind, or vice versa, 
since setting the first derivative of (36) equal to zero yields 

COS •min -- -- A •/4A2 (37) 

The function, aø([7, g, 0) is relatively flat as a function of g 
near its maxima and minima, and the scatter of the original 
data makes it virtually impossible to locate the minima within 
+ 20 ø, or so, of 90 ø for vertical polarization. 

For horizontal polarization, the upwind-downwind differ- 
ence in backscatter is large with downwind consistently less 
than upwind. The use of only three terms in a Fourier series 
then forces the minimum at crosswind to shift past 90 ø by a 
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considerable amount. With ;• equal to 90 ø, (36) becomes 

aø(90 ø) = A o -- A 2 (38) 

but with Z equal to (37), (36) becomes 

O'0(Zrnin) = m 0 -- m 2 -- (A12/gA2) (39) 

The difference between (38) and (39) amounts to only a few 
tenths of a decibel for most circle flights for vertical polariza- 
tion, but it can be more than 1 dB for horizontal polarization. 
Equation (36)cannot produce both a minimum close to 90 ø 
for horizontal polarization and a pronounced upwind/ 
downwind difference. Table 4 shows the values obtained from 

(37), (38), and (39). Both ways will be used to interpret the 
results for horizontal polarization. 

Since backscatter is proportional to the spectral compo- 
nents propagating in a direction parallel to the radar look 
direction either toward or away from it, then if there were no 
upwind/downwind asymmetry, the minima would occur at ex- 
actly _+90 ø . The fact that upwind is generally larger than 
downwind, especially for horizontal polarization, moves the 
minima closer to downwind, but only by a small amount in 
our model. 

The values of A o, A•, and A 2 as tabulated also yield back- 
scatter at upwind and downwind' 

O'Up O= A o + A• + A 2 (40) 

o = Ao_ A + A 2 (41) O'DN 1 

Cross wind could equally well be interpreted to be given at 
90 ø by either (38) or (39) because of the scatter in the data near 
cross wind. The question of the exact location of the minimum 
cannot be decided on the basis of the analysis of either Wentz 
et al. [1984] or Schroeder et al. [1984] because of the choice of 
the analytical form that was used. Displacements of 10 ø, if 
they are incorrect, propagate into wind recovery algorithms as 
incorrect 20 ø changes in wind direction and produce compli- 
cated effects in the algorithms. More refined experiments and 
data analysis procedures are needed to settle the question ex- 
perimentally. 

A useful form from (36) is (42), and in decibels the result is 
(43). There must be certain constraints on Ao, A•, and A 2' 
otherwise the term in brackets following A o in (42) could 
become negative and could not be calculated. 

a ø = Ao[1 + (A•/Ao) cos Z + (A2/Ao) cos 2Z] (42) 

o 10log A o+ 10log [I+(A /Ao) COSZ O'dB = 10 10 1 

+ (A2/Ao) cos 2Z] (43) 

The difficulties in obtaining a model that will predict 
upwind, downwind, and cross-wind backscatter values from a 
wave number spectrum as defined previously are illustrated by 
the values of A•A o and A2/A o as given in Tables 2 and 3 for 
vertical polarization. For incidence angles near 20 ø for both 
kinds of data, the average value of A2/A o is 0.24, with a stan- 
dard deviation of 0.08. The average value of A•/A o is --0.008, 
with a standard deviation of 0.086. The minima are some- 

where within 5 ø of 90 ø and 270 ø , but the upwind/cross-wind 
ratio can vary between 3 and 1.5 dB. The preference for 
upwind to exceed downwind, or conversely, is not marked. 

For incidence angles near 40 ø, the average value of A2/A o is 
0.51, with a standard deviation of 0.12. The average value of 

A•/A o is 0.20, with a standard deviation of 0.13. Two of the 
values of A•/A o are essentially zero. The upwind/cross-wind 
ratio can vary between 7 and 3.5 dB for data with similar 
conditions at 1 standard deviation. For 67 ø the corresponding 
values are 0.64, with a standard deviation of 0.12, and 0.21, 
with a standard deviation of 0.13. Since these values vary even 
for nearly the same wind speed and incidence angle, a model 
of backscatter might only be able to recover correct values for 
some combination of the three values at upwind, cross wind, 
and downwind but not necessarily either at all three or, con- 
sistently, for just one aspect angle. 

These features of the data are also emphasized in figures 
given by Schroeder et al. [1984]. Their Figures 11, 12, 13, 14, 
15, and 16 graph the fitted curves as in (36) for nominal 
groupings at 20 ø, 30 ø, 40 ø, 50 ø, 60 ø, and 70 ø incidence angle. At 
20 ø for nominal winds from 2.5 to 19.1 m s -• some of the 

curves have virtually no contribution from A• and A 2 and are 
nearly constant versus azimuth angle. Others have substantial 
differences between upwind or downwind and cross wind. The 
curve for 2.5 m s-• falls about 3 dB above the one for 4.6 m 

-1 
S . 

At a nominal 30 ø incidence angle, four curves differ by 
about 3 dB in an irregular way for winds of 15, 23.6, 21.5, and 
14.2 m s- •. At 40 ø there are numerous examples of differences 
in range for nearly equal wind speeds. For 50 ø, 60 ø, and 70 ø 
incidence angle groupings, the same general comments apply. 

The methods used to determine the coefficients in (42) 
would be very powerful if the data points were uniformly 
scattered over 360 ø . Random fluctuations from one part of the 
circle flight to another are suppressed, but gaps in the data 
could cause the three Fourier coefficients to be calculated in- 

correctly. The model is not quite sophisticated enough to 
locate the actual minima near cross wind and to decide wheth- 

er or not they are at, or close to, 90 ø and 270 ø . 
The SASS 1 model function used for the Seasat SASS [Sch- 

roeder et al., 1982b] forced the minima to be at 90 ø and 270 ø, 
but the method used gave unrealistic results for high winds. 
Better ways to decide this question need to be found because 
the difference between horizontal and vertical polarization is 
important for the success of future remote sensing systems, 
and mislocated minima can cause errors in the recovery of the 
wind direction. 

Results of the analysis of the data for mission 318 by a 
different method were provided (L. C. Schroeder, personal 
communication, 1985). The recovered backscatter values were 
aligned to make Z = 0 the upwind direction and corrected to 
nominal incidence angles as tabulated below. The values were 
averaged over 10 ø intervals, and the standard deviations for 
those averages near upwind, downwind, and cross wind wind 
were found. At times, the ranges that were averaged were, 0 ø 
to 10 ø, 10 ø to 20 ø and so on; at other times the values were 

from 355 ø to 5 ø , 5 ø to 15 ø , and so on' and at other times they 
were centered on 2 ø , 12 ø , and so on. The individual points did 
not always follow a smooth curve over 360 ø. 

The aspect angles for the maxima and minima for some of 
the circle flights for mission 318 are given in Table 5 along 
with an indication of whether or not the data are symmetric 
about 180 ø. If the variability of the averages is such that the 
maxima and minima could fall at 0 ø and 180 ø and at 90 ø and 

270 ø , respectively, the value is shown with an asterisk. The 
data processed in this way give no indication either that the 
minima are affected by the upwind/downwind difference for 
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TABLE 3. Supplementary AAFE Circle 

M/F/L/R 0, deg U, m s- x ;•, deg Sea, m Swell, m TW, øC TA, øC Location A o X 10 3 

353/20/4/1 20.0 2.5 245 ...... 15 13 33øN, 117.5øW 213.8 
353/15/4/11 20.0 4.2 255 ...... 15 ... 33øN, 117øW 252.4 
318/13/4/3 20.3 4.6 200 smooth smooth 15 ..- PISA 91.11 
353/21/4/7 19.6 4.7 290 ...... 15 10 33øN, 117.5øW 214.6 
353/10/4/1 19.9 5.4 210 ...... 14 13 33øN, 117.5øW 190.04 
318/14/4/1 18.9 5.5 60 1.1 -.. 15 ... PISA 304.4 
318/19/4/10 19.7 7.5 260 2.4 --- 17 17 PISA 383.4 
318/16/4/4 18.5 8.6 210 1.1 ... 18 16 PISA 410.6 
353/13/4/1 20.3 10.4 315 ...... 15 14 33øN, 117.5øW 450.1 
353/9/4/11 19.7 10.8 305 ...... 14 12 33øN, 117.5øW 405.66 
318/18/4/2 19.6 12.0 205 1.8 -.. 18 19 PISA 455.7 
353/14/4/6 19.3 14.3 285 2.5 4 14 9 EB16 632.9 
335/6/4/1 19.2 15.0 285 2.5 4 14 9 Hotel 676.6 
353/11/4/6 19.3 15.9 260 5.5/6 '.- 11 19 EB16 769.9 

230/20/4/2 31.0 6.5 ......... 15 27.32 
335/3/4/1 29.4 14.2 280 2 -.- 19 18 37øN, 73øW 116.26 

353/20/4/26 38.9 2.5 245 ...... 16 13 33øN, 117øW 1.589 
353/15/4/16 40.1 4.2 ......... 15 ..- 33øN, 117øW 2.60 
318/13/4/9 40.6 4.6 150 smooth smooth 15 .-- PISA 2.786 
353/21/4/12 39.4 4.7 290 ...... 15 11 33øN, 118øW 1.22 
353/9/4/16 39.7 10.3 315 ...... 14 11 Hotel 12.8 
353/13/4/20 40.5 12.0 ......... 15 14 33øN, 117øW 22.0 
353/14/4/11 39.4 14.3 285 3.0/3.5 -.. 10 5 EB16 31.64 

318/13/4/11 50.3 4.6 150 smooth smooth 17 --. PISA 1.122 
335/3/4/6 48.3 14.2 280 2 ... 19 18 39øN, 73øW 21.00 

335/4B/4/17 58.0 19.6 295 5 5.5 13 3 Hotel 17.193 

353/9/4/6 67.3 11.3 305 2.5 4 14 12 33øN, 117.5øW 3.45 
353/13/4/16 67.7 11.7 305 ...... 15 14 33øN, 117.5øW 4.70 
353/14/4/1 67.1 14.3 280 3.0 3.5 10 5 E B 16 7.301 

Headings are as follows: M/F/L/R, mission/flight/line/run; 0, incidence angle; U, 19.5-m wind; ;•, direction; sea, significant wave height; 
swell, significant swell height, if any, TW, water temperature; TA, air temperature; NSD, normalized standard deviation; symmetry is about 
;• = 180 ø, and quality refers to goodness of overall fit. Notation for symmetry and quality is as follows: E, excellent; G, good; F, fair; P, poor; 
VP, very poor; VVP, very, very poor (subjective judgment). An ellipsis denotes missing data. 

*Upwind. 

horizontal polarization or that they are at any aspect angles 
other than 90 ø and 270 ø . 

The effect of an additional constant bias on the evaluation 

of a ø can be investigated in a simple way by replacing V•e a in 
(35) by 

V•e,, = V•e,,(tr.e)+ Ve .... (44) 

where both V e .... and (aøE) * are constants so that 

a ø = at ø + (aøE) * (45) 

To relate (aøE) * to the a ..... o in decibels of Schroeder et al. 
[1984], the steps shown in (46) can be used' 

aaB ø = 10 log•o (at ø + (aøE) *) 

= 10 log•o at ø + 10 1Og•o [1 + ((aøE)*/atø)] (46) 

so that 

o _ 10 log• [1 + ((aøE)*/arø)] (47) fferror(dB) -- 0 

For upwind UP, downwind DN, and cross wind CR from 
the waves, the previously given equations then become (48), 
(49), and (50) (not decibels !)' 

aUl, ø + (aøE) * = A o + A• + A• (48) 
o 

O'DN + (aøE) * = A o -- A• + A 2 (49) 
o ac• t + (aøE) * = A o -- A 2 (50) 

These equations can be solved for Ao, A•, and A 2 as fol- 
lows' 

A o = [(aVE ø + aVNø)/4] + (ac,ø/2) + (aøE) * (51) 

= _ (52) 

A• = [(aVE ø + avNø)/4] -(ac,ø/2) (53) 

Consequently, the backscatter from the waves can be repre- 
sented in terms of the parameters of Schroeder et al. [1984] by 

Ao(new) = A o -- (o'øE) * (54) 

A • (new) = A • (5 5) 

A2(new) = A2 (56) 

The average value of the backscatter from the waves is 
reduced, but the calculated coefficients of the sinusoidally 
varying terms do not change to the level of approximation of 
the postulated fit to the data when the effect of a possible 
error in the measurement of communication noise is intro- 

duced. The shape of the curve in decibels changes as shown by 
(43), since A o is decreased in the second term. 

Actually, (aøE) * needs only to be moved to the right-hand 
side of (48), (49), and (50) to correct for noise. The values for 

o and o trup ø, trDN , trCR are all reduced, but the effect near cross 
wind is the largest. The effect of a correction for communi- 
cation noise is most pronounced for cross wind when these 
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Flight Data for Vertical Polarization 

A• x 103 A2 X 103 O. vv o X 103, o, O'VV(dB) A2/Ao A• /A o R 2 NSD Symmetry Quality 

-- 20.2 54.7 248.3 -- 6.05 0.27 

20.5 61.12 339.0 --4.76 0.24 

-- 8.14 26.4 109.4 -- 9.61 0.29 

-- 8.53 14.64 220.7 - 6.56 0.107 

15.3 34.1 239.4 -- 6.21 0.18 

-- 16.74 33.25 320.9 -- 4.94 0.11 

-- 64.2 70.7 389.9 -- 4.09 0.18 

--63.3 64.6 412.0 --3.85 0.16 

-- 30.0 146.9 567.0 -- 2.46 0.33 

30.9 104.04 540.6 -- 2.67 0.26 
--30.0 56.4 482.1 --3.17 0.12 

-- 8.4 235.5 860.0 -- 0.655 0.17 

--43.8 183.9 816.7 --0.879 0.27 

-- 56.5 236.4 940.8 -- 0.224 0.31 

-- 2.87 8.84 33.29 -- 14.78 0.32 

- 5.83 80.57 171.0 -- 7.67 0.52 

0.433 0.46 2.486 -- 26.04 

0.92 1.44 4.95 -- 23.05 

0 1.65 4.44 --23.53 

0.34 0.36 1.91 --27.19 

7.57 8.44 28.8 -- 15.40 

4.1 12.45 38.55 -- 14.14 

5.74 15.44 52.82 -- 12.77 

0.33 0.77 2.22 -- 26.54 

--0.32 9.78 30.46 -- 15.16 

2.86 1.85 21.9 -- 16.60 

1.09 2.05 6.59 -21.81 

1.92 3.51 10.12 - 19.95 

2.13 3.53 12.96 - 18.87 

0.29 

0.55 

0.59 

0.29 

0.66 

0.57 

0.49 

0.69 

0.47 

-0.095 0.40 0.23 F F 

0.081 0.39 0.23 F F 

-0.089 0.36 0.29 F F 

-0.040 0.05 0.26 F F 

0.081 0.15 0.34 VVP VVP 

-0.055 0.38 0.11 F F 

-0.17 0.44 0.20 P P 
0.15 0.19 0.32 P P 

-0.067 0.56 0.21 G G 

0.076 0.35 0.26 VP VP 
0.066 0.17 0.22 G P 

0.04 0.30 0.19 F F 

0.065 0.44 0.23 P F 

0.074 0.43 0.26 G G 

-0.11 0.38 0.31 F G 
0.050 0.84 0.16 E E 

0.27 0.26 0.46 VP VP 

0.35 0.55 0.41 P P 

0 0.92 0.12 G G 

0.28 0.37 0.37 VVP VVP 

0.59 0.64 0.47 VVP VVP 

0.19 0.81 0.20 F F 

0.18 0.79 0.19 P P 

0.29 0.89 0.19 F F 
0.02 0.87 0.12 E E 

0.11 0.17 0.36 0.19 VP VP 

0.60 0.32 0.62 0.33 VVP VVP 

0.75 0.41 0.90 0.20 F F 

0.48 0.29 0.80 0.21 P P 

values are finally converted to decibels, since (50) is the small- 
est of the three expressions, and even subtracting a small con- 
stant from this quantity can have a large effect. 

7.5. Examples of the Circle Flight Data 

Thirteen examples of the circle flight data, with details given 
in Tables 1, 2, and 3, are shown in Figure 8. Five are for an 
incidence angle near 20 ø , three for an angle near 40 ø , one is for 
50 ø , and two are for 67 ø . The last panel combines 40 ø and 67 ø . 

Each dot represents an individual measurement of back- 
scatter. The size of the sample and the data processing meth- 
ods varied because the program lasted for several years and 
the data processing methods were changed. For a 20 ø inci- 
dence angle, with increasing wind, the amplitude of the A 2 
term decreases as the nominal wind increases from 4.6 to 5.5 

m s -x. For the data for 353/10/4/1, the data scatter in a 
different way between 180 ø and 360 ø than from zero to 180 ø . 
The A2 oscillation for 318/14/4/1 is barely perceptible in the 
actual data. For the two highest winds, the fit according to 
(36) is reasonable, but the last of the examples is not sym- 
metrical about 180 ø. 

For 40 ø, the cos 2Z oscillation is well defined for the first 
two examples. The cos Z effect is very small. For the 12.0 m 
s -x example, one might argue that the cross-wind minima 
computed by averaging the actual data near 90 ø and 270 ø 
would be lower than the curve-fitting method would compute. 

For 4.6 m s-x at 50.3 ø and 11.7 m s- x at 67.7 ø, the data do 
not scatter in the same way to each side of 180 ø . Depending 
on whether one picked 90 ø or 270 ø to be the minimum, cross 
wind would be different by several decibels. The reasons for 
these departures from an even function about 0 ø (or 180 ø) are 
not clear. Sampling variability might be one explanation. Sys- 
tematic departures from the nominal incidence angle as a 
function of the position of the aircraft during the circle flight 
might be another. 

The bottom right panel of Figure 8 shows the data for 
353/9/4, runs 16 and 6. It would not be possible to model 
these raw data, and the fit to the data by (36) is catagorized as 
very very poor in the tables. 

These last two circle flights represent the poorest fit between 
the modeling equation (equation (36)) and the actual data. The 
data are considered to be correct and not the result of some 

instrument failure. There are times and places over the ocean 
where backscatter does not fit the presently available methods 
to analyze it and predict it. 

7.6. The Use of the AAFE Data to 
Test the Model 

The AAFE circle flight data set is the only presently avail- 
able one that allows some of the parameters of the model to 
be fitted at K u band. Other parameters were fixed indepen- 
dently of these data. In the next section, the model is fitted to 
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TABLE 4. Properties of the Primary Data Near Cross Wind 

0, deg U, ms-' 

Vertical Polarization 

avvO(Zmin) avvO(90 ø) Difference Zmin, deg 

Horizontal Polarization 

•HH0(Zmin) annø(90 ø) Difference Zmin, deg 

19.8 13.5 

19.9 15.5 

19.0 19.1 

18.9 19.8 

30.3 9.5 

39.9 5.5 

40.9 7.5 

39.4 8.2 

40.4 11.3 

4O.8 12.8 

39.1 15.0 

39.4 15.2 

39.7 15.7 

38.7 19.4 

39.1 20.0 

57.8 15.0 

58.5 15.1 

58.2 19.8 

67.2 5.5 

67.1 7.5 

66.2 8.9 

65.5 10.5 

68.1 12.3 

67.3 16.0 

--4.37 --4.34 --0.03 85.0 

-- 4.01 -- 4.01 0.00 89.5 

--2.59 --2.56 --0.03 84.5 

-- 2.905 -- 2.902 -- 0.003 88.7 

-- 14.77 -- 14.70 --0.07 95.8 

-- 26.73 - 26.64 -- 0.09 96.5 
-- 23.92 -- 23.90 --0.82 92.1 

--24.62 --24.55 --0.07 93.8 

-- 23.35 -- 23.15 -- 0.20 95.2 

-- 20.24 -- 19.88 --0.32 93.7 

-- 16.99 -- 16.93 --0.06 95.4 

-- 16.83 -- 16.78 --0.05 99.4 
- 16.48 -- 16.41 --0.07 95.6 

-- 13.85 - 13.74 --0.11 97.9 

-- 15.45 -- 15.45 0.00 90.1 

--21.56 --21.41 --0.15 98.6 

-- 21.42 -- 21.28 -- 0.14 98.7 

-- 20.27 -- 20.04 -- 0.23 102.9 

-- 34.42 -- 34.35 --0.07 92.8 
- 32.76 -- 32.68 -- 0.08 92.7 

-- 31.95 -- 31.93 --0.02 91.0 

-- 27.39 -- 27.37 --0.02 91.4 

-- 26.05 -- 25.92 - 0.13 95.8 

-- 23.93 - 23.69 --0.24 99.4 

-- 3.86 -- 3.85 --0.01 87.0 

-- 3.92 -- 3.92 0.00 89.3 

-- 2.55 -- 2.54 -- 0.01 87.8 

--2.80 --2.80 0.00 90.0 

- 15.99 - 15.89 -0.10 99.1 

- 29.78 - 29.19 -0.59 107.8 

-26.10 --25.81 -0.19 100.5 

-26.57 -26.12 -0.45 102.4 

- 23.42 - 23.04 - 0.38 102.6 

-22.19 -21.88 -0.31 99.9 

- 19.52 - 19.26 -0.26 101.6 

- 19.23 - 19.02 -0.21 99.8 

- 19.12 - 18.84 -0.28 101.6 

- 15.76 - 15.50 -0.26 102.7 

- 18.03 - 18.02 -0.01 92.1 

-28.16 -27.55 -0.11 107.5 

- 28.69 - 27.95 - 0.74 107.3 

- 25.93 - 24.20 - 1.73 114.1 

-39.81 -39.24 -0.57 120.6 

- 40.52 - 39.83 - 0.69 103.7 

- 34.17 - 33.84 -0.33 98.3 
- 34.06 - 32.88 - 1.18 111.6 

- 33.50 - 31.96 - 1.54 109.8 

Backscatter values are in decibels. 

vertically polarized data. Our best efforts to tune the model 
for vertical polarization still yielded differences at the higher 
incidence angles. 

A model and the data used to try to validate it can disagree 
in a number of ways. The reported wind could differ from the 
wind for a more representative average. The correction for the 
effect of receiver noise might not have been the right one. The 
waves, as described in section 10, may not correspond to full 
development. Each of these potential sources of disagreement 
is considered in comparing the model and the data in what 
follows. 

8. RESULTS FOR VERTICAL POLARIZATION AT K u BAND 

8.1. General Features of the Backscatter 
Predicted by the Model 

Figure 9 shows the dependence of backscatter in decibels 
for the wave number of the SASS on the log of the effective 
neutral wind at 19.5 m as predicted by the model for vertical 
polarization at upwind for incidence angles from 20 ø to 70 ø 
and for sea surface temperatures of 0øC and 30øC. The relative 
dielectric constant [Saxton and Lane, 1952] used in the model 
was e,- 39- i38.5, corresponding to seawater at 10øC. The 
lines are not straight lines, and there is no power law. Over 
limited ranges for each incidence angle, the curves could be 
fitted by a straight line within 1 dB, but there would be diffi- 
culties for winds under 6 m s-• and over 16 m s-•. 

The curves are extended to below -45 dB. For a slightly 
lighter wind for each curve according to the model, they 
would go to minus infinity, and the backscatter as a number 
before conversion to decibels would be identically zero for 
winds lower than the speed shown on the graph. The model 

predicts that there is no backscatter at all for winds below 
certain threshold speeds and that this threshold speed is a 
function of incidence angle and water temperature. (See also 
Figure 4). Winds near 5 m s -• over cold water return no 
backscatter for a fully developed sea at incidence angles of 60 ø 
or more according to the model. Over the range of wind 
speeds from 2 to 5 m s-•, depending on incidence angle and 
water temperature, the backscatter can vary by 15 dB for 
changes of wind speed of a meter per second or less. 

The material following (16) and section 4 requires a revision 
of the interpretation of this feature of the model. The Bragg 
waves that are involved at K u band can be maintained by 
physical mechanisms other than the ones modeled by (5) and 
(7) [Kahma and Donelan, 1987]. For light winds, these waves 
lie within the atmospheric laminar boundary layer and are 
maintained by laminar shear flow balanced by viscous dissi- 
pation. They must therefore be extremely low. The variance 
spectrum given in (25) and (26) which is needed to compute a ø 
would be 2 orders of magnitude, or more, lower than the 
spectrum computed from (12) if the threshold wind is not 
exceeded. The transition from wave generation in the laminar 
boundary layer by laminar shear flow to wave generation by 
fully turbulent flow may occur at the wind speeds and water 
temperatures diagrammed in Figure 4. Thus the curves in 
Figure 9 may not go to minus infinity but may level off to 
describe the laminar regime so as to give backscatter values of 
perhaps -40 to -50 dB. It appears at present to be difficult 
to design and manufacture radars with the needed signal to 
noise properties. These low values may be indistinguishable 
from a backscatter measurement of zero in antilog form. 

For speeds of 6 to 12 m s- • the backscatter is predicted to 
be several decibels higher over warm water than over cold 
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TABLE 5. Results of Alternative Analysis of Data From Mission 
318 

Maximum Minimum Minimum Maximum 

F/L/R 0 c Near 0 ø Near 90 ø Near 270 ø Near 180 ø Even 

Vertical Polarization 

17/4/1 20 ø 5 ø* 85 ø* 265 ø* 165ø'{ ' E 
24/4/15 30 ø 5 ø* 95 ø* 265 ø* 185 ø* E 
14/4/7 40 ø 355 ø* 85 ø* 255 ø* 195ø* E 
19/4/13 40 ø 2 ø* 82 ø* 262ø*õ 192ø• ' E 
16/4/9$ 40 ø 360 ø 90 ø 270 ø 180 ø 
18/4/6 40 ø 355 ø* 95 ø* 275 ø* 185 ø* E 
17/4/8 40 ø 0 ø 11 85 ø* 265 ø* 185 ø* E 
14/4/12 65 ø 5 ø* 95 ø* 275 ø* 185øô E 
19/4/17 65 ø 2 ø* 92 ø* 272 ø* 190 ø* 
16/4/14 65 ø 350 ø* 60 ø* 250 ø* 185 ø* 
18/4/11,* 65 ø S ø* 95 ø* 255 ø* 185 ø* 
17/4/12 65 ø 15ø* 85 ø* 265 ø* 185 ø* E 
Total 11 11 10 9 

18/4/119, 65 ø 
17/4/12 65 ø 
Total 

Horizontal Polarization 

17/4/1 20 ø 355 ø* 85 ø* 265 ø* 175 ø* 
24/4/1• 30 ø 355 ø* 90 ø 270 ø 200 ø** 
14/4/7 40 ø 355 ø* 105 ø* 255 ø* 195 ø* 
19/4/13 40 ø 0 ø 90 ø 260 ø* 200ø, 
16/4/95 40 ø 360 ø 90 ø 270 ø 180 ø 
18/4/6 40 ø 355 ø* 95 ø* 265 ø* 185 ø* 
17/4/8 40 ø 345ø, 85 ø* 275 ø* 175ø• ' 
14/4/12 65 o 345o, anywhere 
19/4/17 65 ø no data except near upwind 
16/4/14 65 ø 342 ø* 72 ø* 242 ø* 162 ø* 

0ø55 105 ø* 275 ø* 175ø* 
345o* 95ø* 235ø*ô 205 ø* 

8 10 9 7 

Total is essentially at 0 ø, 90 ø, 270 ø, and 180 ø. The column headed 
"even" is a quantitative judgment of symmetry about 180 ø. 

*Could easily be 0 ø, 90 ø, 180 ø or 270 ø based on scatter of points 
nearby. 

•'Nearby points not in confidence interval. 
5Not zeroed, appropriate shift made. 
õSecond minimum at 282 ø. 
[I Backscatter at 90 ø and 270 ø differs by 9.2 dB. 
ôNo points for 245 ø to 285 ø data very irregular. 
**Erratic near 180 ø + 20 ø. 

•'?Backscatter at 90 ø and 270 ø differs by 3 dB. 
•:SFlat within confidence interval -25 ø to + 25 ø 

water for the same wind speed and incidence angle. A power 
law model such as the SASS 1 for Seasat would thus recover 

higher winds over warm water than over cold water compared 
with the actual wind. 

For still higher winds, the predicted value of the backscatter 
saturates for wind speeds ranging from 30 to 50 m s-•. These 
winds are hurricane force, or higher, and there are little or no 
data to support this predicted saturation. There are data, to be 
described in another paper, to support a decreasing sensitivity 
of backscatter to wind speed for winds in this range [Black et 
al., 1985' Jones et al., 1982' Delnore et al., 1985' Woiceshyn et 
al., 1986]. 

The curves in Figure 9 may extend past the region of validi- 
ty of the model. Even if winds of 50 m s- • were to occur over 
the ocean, they would be found over very small areas, such as 
near the eye wall of a hurricane or a typhoon. The wave 
number spectrum for a fully developed sea would not exist, 
fortunately, for these areas of high wind simply because the 
fetches and durations required to generate such waves are far 
too large. 

The rise at low wind speeds of 20 dB, or so, over a fraction 
of a meter per second is not as steep as it would be if a 

constant mean wind had been used in the model. The normal 

distribution of locally mean winds for the high-wave number 
part of the spectrum represents the effect of mesoscale varia- 
bility over an area of a size sampled from spacecraft altitudes. 
Some percentage of the total area has Bragg scatterers present, 
whereas for the remaining area there are none of importance. 

The effect can be even more dramatic for backscatter mea- 

sured for light wind conditions from aircraft flying at lower 
altitudes, as was illustrated by Valenzuela et al. [1985]. Re- 
sults from aircraft level flights at an altitude of 150 m with an 
X band radar at various headings over a portion of Nantucket 
shoals near 40 ø 48'N and 69 ø 12'W are shown in Figures 4 and 
15 of their paper for times when the wind measured nearby 
fluctuated between 3.4 and 4.7 m s-• and for times when the 
wind varied between 10.4 and 12.2 m s -• for an incidence 

angle of 45 ø. Sea surface temperature varied from 11øC to 
16øC, but the temperature field probably changed rapidly 
during the observations because of substantial tidal currents 
and.sharp gradients between different water types. In Figure 4 
of the cited paper, for the lighter winds the relative back- 
scattered power could not be separated from the noise by the 
radar that was used along a portion of a flight leg. Then it 
would increase by 10 dB with fluctuations for a while and then 
drop to undetectable values again. Figure 15 of Valenzuela et 
al. also shows the same effect for measurements at light winds, 
but for a high wind the backscattered power was present all of 
the time and fluctuated in the vicinity of 12 or 13 dB. The 
dynamic range of the radar for the received power in watts 
would be about a factor of 20 above some unspecified noise 
level equal to 1. 

The full situation was quite complex, and Valenzuela et al. 
[1985] attribute these measurements to the effect of submarine 
topography and currents. An alternate possibility is that the 
Bragg waves simply dissappeared according to (13) whenever 
the fluctuating effective wind relative to the currents was 
below the threshold value of our model for whatever water 

temperature was present. 

It would be useful to repeat similar experiments for light 
winds over deep water in the absence of strong currents and 
temperature gradients so as to determine whether or not this 
on-off property of the backscattered power is the result of the 
temperature dependent threshold wind speeds required by 
(13). 

The reason for the predicted saturation for high winds is 
found in (15). The terms in square brackets are 1 followed by a 
negative term involving the wind dependent drag coefficient. If 
k is in the Bragg K u band, the values of t7½r/k) first increase 
with increasing IY(10) and then decrease. Although /.7(10) gets 
higher and higher, the wind shear near the wavy surface be- 
comes so large that U(rr/k) begins to decrease and the Bragg 
waves become lower. The spectral behavior in Figure 7 also 
shows this effect, as was discussed previously. 

It is recognized that there are many other physical effects at 
high winds that are not contained in this model. They are 
reviewed by Atlas et al. [1986]. Others have been described by 
Banner and Fooks [1985]. Some could cause the backscatter 
to continue to increase. Others could cause an even sharper 
decrease. Nevertheless, the sea surface elevations in even the 

highest wind seas are quasi-Gaussian, and there are large 
areas of nonbreaking waves where Bragg scattering should be 
dominant. 

At 35 m s-• the +_ 10% requirement on scatterometry pro- 
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Fig. 8. Examples of AAFE circle flight data. Each dot represents a measurement. Redrafted from Schroeder et al. [1984]. 

vides a range from 31.5 to 38.5 m s-• for which the recovered 
wind would be considered acceptable. If the decrease in back- 
scatter above a certain speed for vertically polarized measure- 
ments can be verified, limited areas of such high winds can be 
accounted for by more sophisticated wind recovery algo- 
rithms. 

Figures 10 and 11 show the effect of water temperature 
more clearly for 40 ø and 50 ø incidence angles, respectively, 
over the range of wind speeds from 7 to 19 m s-•. The curves 
for 30øC and 0øC are separate even for a wind of 19 m s-•. 
For 40 ø incidence angle (Figure 10) at 10 m s-x the predicted 
backscatter values differ by 0.54 dB, and at 15.85 m s-x (log•o 
15.85 = 1.2), they differ by 0.24 dB. Were the curve for 0øC 
water used over the entire ocean, for 30øC water a wind of 

10.72 m s- • would be recovered when in fact it was 10 m s- •, 
and a wind of 16.59 m s-• would be recovered when in fact it 
was 15.85 m s-•. The actual backscatter values (not decibels) 
are shown on the figure. They differ by 0.00378 and 0.00360 
from one wind to another. 

The same effect is shown in Figure 11 for a 50 ø incidence 
angle. The curves appear to converge with increasing wind 
speed on a log-log plot, whereas they remain nearly the same 
distance apart in antilog form. Water temperature affects the 
recovery of wind speeds from backscatter whenever Bragg 
scattering is important. 

The contribution from specular reflection is important for 
our model for low incidence angles. This is shown by Figure 
12 for a temperature of 30øC and by Figure 13 for a temper- 
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Fig. 9. Vertically polarized backscatter for the two-scale model 
for K u band at upwind with log•o U(19.5) in meters per second on the 
abscissa and avv ø in decibels on the ordinate. The solid curves are for 
a water temperature of 30øC and the dashed curves are for a water 
temperature of 0øC. 0 is the incidence angle. The auxiliary scale is the 
wind speed at 19.5 m in meters per second. 

ature of 0øC. For 30øC and 20 ø incidence angle in Figure 12, 
the specular contribution to the total backscatter is more im- 
portant than the Bragg contribution for winds above the point 
where the curves for Bragg and specular cross, which occurs at 
about 6 m s-2. For 30 ø incidence angle, specular is down by 
20 dB at 10 m s-• and is not important compared with Bragg 
scattering for lighter winds. Specular exceeds Bragg only for 
very high winds. 

The upwind and crosswind slopes that are used to tilt the 
Bragg scatterers are also graphed by means of an auxiliary 
scale on the right of Figure 12. The low-wave number spec- 
trum is truncated at k/40 so that the slopes are less at 20 ø than 
at 30 ø. The specular slopes are computed for ko/40 and thus 
correspond to the lines for 30 ø . 

The corresponding curves in Figure 13 for 0øC water differ 
from the curves for 30øC water only in the behavior of the 
Bragg contribution. Specular backscatter has not changed be- 
cause the wave numbers involved are not affected strongly by 
viscosity. The Bragg contribution decreases for all wind 
speeds. At 20 ø incidence angle, the Bragg contribution for 
winds near 2 m s-• for 30øC water has disappeared, and the 
backscatter for the lightest winds is due to specular reflection. 
Bragg exceeds specular only over a small range of light winds. 

For a 20 ø incidence angle, specular reflection combines with 
Bragg scattering in an important way for all water temper- 
atures and cannot be ignored in calculating the total back- 
scatter for any wind speed. For a 30 ø incidence angle, the 
effect of specular reflection becomes detectable for winds over 
8 m s-• for both temperatures and dominates for very high 
winds. For higher incidence angles, the effect of specular re- 
flection as computed in this model can be usually neglected for 
K u band. 
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Fig. 10. Detail of the effect of water temperature on backscatter at 
an incidence angle of 40 ø for winds from 7 to 19 m s- x 

8.2. Comparison With the Primary Data Set 
in Terms of Wind Speed Errors 

Table 6 compares the backscatter values predicted by the 
model for the frequency of the RADSCAT with the back- 
scatter values of the primary data set. The comparisons are in 
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Fig. 11. Detail of the effect of water temperature on backscatter at 

an incidence angle of 50 ø for winds from 7 to 18 m s- • 
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the same order as the data given in Tables 1 and 2. The same 
dielectric constant was used for both the SASS and the RAD- 

SCAT along with the appropriate slightly different radar wave 
numbers. The incidence angle, wind speed, and viscosity, from 
the reported water temperature, are shown at the start of each 
row of data followed by three groups of results for upwind, 
cross wind, and downwind. For each group of nearly constant 
incidence angle, the reported wind increases as tabulated. The 
backscatter would be expected to increase also. Values that 
are out of order in this sense are shown by an asterisk in the 
table. 

The measured backscatter value is given first, followed by 
values calculated from the model for the reported wind and 
for winds 1 m s-x less and 1 m s-x greater than the reported 
wind. At times, the range of backscatter values from the model 
is quite large. For the 67.2 ø incidence angle 5.5 m s-x wind, 
the computed backscatter for 4.5 m s -x at cross wind is 
-97.43 dB, and for 6.5 m s -1 it is -39.15 dB. Other ranges 
are in excess of 10 dB. 

The columns headed UP, CR, and DN for upwind, cross 
wind, and downwind show whether or not the computed 
backscatter for U- 1 to U + 1 from the theory encloses the 
measured value and, if not, whether the computed values were 
higher or lower than the measured values. For upwind, for 
example, nine of the backscatter ranges enclose the measured 
value, five are high, and ten are low, and so on, for cross wind 
and downwind. Of the 72 possible comparisons, 42% of the 
computed backscatter values could be made to agree with the 
measured value by changing the wind speed by less than 1 m 
s-1. Thirty-nine percent of the q- 1 m s-1 ranges of back- 
scatter are too low, and 19% are too high. The last three 
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Fig. 12. Combined effects of specular reflection and Bragg scat- 
tering at incidence angles of 20 ø and 30 ø for a water temperature of 
30øC with vertically polarized backscatter at upwind on the ordinate. 
Log wind speed at 19.5 m in meters per second and wind speed are on 
the abscissa. The standard deviations of the upwind and cross-wind 
slopes for 30 ø and 20 ø are shown on the auxiliary scale on the right. 
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Fig. 13. Combined effects of specular reflection and Bragg scat- 
tering at incidence angles of 20 ø and 30 ø for a water temperature of 
0øC with upwind vertically polarized backscatter on the ordinate. Log 
wind speed at 19.5 m in meters per second and wind speed are on the 
abscissa. 

columns show how well each circle flight is predicted by the 
model. 

Figures 14, 15, and 16 show how well the calculated and 
measured backscatter values agree for upwind, cross wind, 
and downwind. The measured values are the abscissa, and the 

computed values are the ordinate. The vertical bars bounded 
by horizontal lines show the effect of a range of +__ 1 m s-I on 
the computed backscatter. Bars are not shown if the range of 
the backscatter values is about the same as the size of the 

coded symbol. 
The upwind and downwind values cluster closely about the 

best agreement 45 ø line. The cross-wind values scatter by 
much larger amounts above and below the 45 ø line. 

Table 7 shows how well the theoretical values of backscatter 

for the reported water temperature and wind at 19.5 m agree 
with the fitted values of backscatter from (26) and (27). The 
table is stratified according to incidence angle and wind direc- 
tion and then pooled both for all directions, all incidence 
angles, and the total sample. The calculated values for cross 
wind for an incidence angle of 67.2 ø and a reported wind of 5.5 
m s-I introduces a large error in all of the statistics that use 
these values. The table shows how the results differ when this 

one outrider at cross wind is discarded. For the entire sample 
of 72 pairs, eight differ by more than 2 dB. These are two 
values at crosswind for 0 near 39.8 ø, three values at crosswind 
for 0 near 58.2 ø, and one value each at upwind, downwind, 
and cross wind for 0 near 66.9 ø. With only the one outrider 
removed, the bias for the entire sample is -0.28 dB, and the 
rms variability is q-1.22 dB. This table assumes that the re- 
ported wind, temperature, and measured backscatter are cor- 
rect. 
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Fig. 14. Measured vertically polarized backscatter values in deci- 
bels for upwind (abscissa) versus values calculated from the model 
(ordinate) for the primary data set for five incidence angles as coded. 
The line of perfect agreement is shown. The error bars are for +__ 1 m 
s- • for the wind speed. 

8.3. The Effects of the Estimates of the 
Errors in the Calculation of a ø for the 
Primary Data Set 

Table IV of Schroeder et al. [1984] contains entries for 
0 To upwind, cross wind, and downwind for the values of a ..... ß 

simplify notation, the symbol aøE will be used instead. These 
values were determined by the methods described in section 7. 
The approximately 1 standard deviation uncertainty in the 
measured backscatter is shown in Table 8, which closely 
parallels the format of Table 6. The calculated value is the 
backscatter from the model for the tabulated incidence angle 
and wind speed and for the appropriate water temperature. 
The value of aøE is from Table IV of Schroeder et al. The 

entries for a- aøE and a + aøE show the range of possible 
measured values for the backscatter computed from (36). The 
uncertainties in the measurement of the backscatter can be as 

much as _+ 1.32 dB and as little as +0.24 dB. 
As shown in the "measured versus calculated" columns, this 

range of uncertainty includes the value of the backscatter at 
upwind UP, cross wind CR, or downwind DN from the model 
for the values shown by an "I." If the value from the model is 
higher than the value from the fit to the measurement, an "H" 
is shown' if it is lower, an "L" is shown. Of the total, 29, or 
40%, are within this range, 38% are too low, and 22% are too 
high. 

For incidence angles of 30 ø or more, Table 8 confirms that 
upwind backscatter is higher than backscatter at downwind 
for vertical polarization by a slight amount. The range of 
values of _+aøE for upwind and downwind overlap for only 
six circle flights in the full sample. Above 30 ø, backscatter at 
upwind is greater than backscatter at downwind for all 20 

circle flights. The data near 20 ø , if anything, show the op- 
posite, and the model calculations reflect this. 

Figure 17 shows a portion of a graph of the measured back- 
scatter values on the abscissa and the computed backscatter 
values on the ordinate for a few values from Tables 6 and 8. 

The data are plotted as rectangles with a point in the middle 
for the values computed from the measurements and from the 
model for the appropriate wind. The vertical extent shows the 
effect of a possible wind speed error of +__ 1 m s-•. The hori- 
zontal extent shows the range of _+aøE. Seven examples are 
shown. 

In the first category, there is some wind speed within 1 m 
s-x of the reported value that would produce the measured 
backscatter with the model. Or conversely, the backscatter 
computed from the reported wind differs by a relatively small 
amount, usually, from the measured value. 

In the second category, the possible errors in the measured 
backscatter have a range that encloses the backscatter com- 
puted for the reported wind. If the values of aøE at upwind, 
downwind, and cross wind were completely independent of 
each other and an arbitrary adjustment could be made for 
each measured value, then the backscatter computed for the 
measured wind from the model would agree exactly with the 
corrected measured value. The same adjustment in aøE for an 
entire circle flight would probably be a more realistic way to 
proceed. 

For the third category, both /3 + 1 and a ø + aøE intersect 
the 45 ø line. For two more categories, neither E7 _+ 1 nor a ø 
_+ aøE intersects the 45 ø line, but a corner of the rectangle lies 

within the 45 ø line. These are designated by A for above the 
45 ø line and B for below the 45 ø line. For the last two, no part 
of the rectangle reaches the 45 ø line as shown by H and L. 

Calculated 

a-v•v (db) Crosswind 
-45 -40 -35 -30 -25 -20 -15 -10 -5 
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-20 - T• n• 
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/ I o ,e.e 
I/ I • 58.2 •0.4 ø 

-55/ 
-45 -40 -35 -30 -25 -20 -15 -I0 -5 

•v (db) Crosswind Measured 

Fig. 15. Same as Figure 14 except for cross wind. 



DONELAN AND PIERSON' RADAR SCATTERING AND EQUILIBRIUM RANGES 5001 

Calculated 

a-•v (db) Downwind 
-45 -40 -35 -30 -25 -20 

I I I I I 

0- 

--5-- 

-I0 - 

-15 - 

-20 - 

-25 - 

-30 

-35 

-40 

-45 • • 
-45 -40 -35 -30 -25 -20 

-15 -I0 -5 0 5 

19.4 _+0.5 ø - 
30.3 ø - 

39.8 -+ 0.8 ø 

58.2 -+ 0.4 ø - 

66.9 _+1.0 ø 

i i I i 

-15 -I0 -5 0 5 

O'•v (db) Downwind Measured 

Fig. 16. Same as Figure 14 except for downwind. 

Combined results from Tables 6 and 8 are summarized in 

Table 9. The hits from Table 6 are shown in the first grouping. 
Those from Table 8 are in the second grouping. Those that 
satisfy both criteria are in the third grouping. Those in either 
are in the fourth. The inequalities in the two tables can enclose 
a common range of backscatter values and yet not fall in 
either of the first two categories. A corner of the appropriate 
rectangle is then categorized by A or B for above or below the 
45 ø line as shown in Figure 17. 

If the 14 corners (Table 9) are counted, improvements are 
made for incidence angles near 20 ø even for quite small values 
of aøE. Ten out of 12 are close enough to qualify even for that 
part of the model where backscatter increases less rapidly with 
wind speed. For incidence angles near 67 ø, 6 out of 18 new 
data points qualify because of the large values of aøE. A total 
of 12 out of 18 qualify for the 67 ø incidence angle. As totals, 

73% of the measured values agree well with the model for 
these criteria; the model is low for 17% of the comparison and 
high for 10%. 

There are data points in the out category of 19 points that 
lie fairly close to the theoretical curves compared with others 
that are quite far away. This can be shown by looking for 
those points that fall within a ø + 2aøE and t7 + 1, where a ø 
- 2o-øE to o -ø-- o-øE would enclose the value for t7 + 1 and 

o-ø+ o-øE to o-ø+ 2o-øE would enclose the value for t7- 1. 

These fairly close points are shown by asterisks and daggers 
with the appropriate footnote. Nine points qualify, so that 
only 10 points out of 72 are far out of line. 

For vertical polarization, the actual minimum near 90 ø is 
given in Table 8 under the column "minimum cross." This 
change would have no effect on the scoring. 

There are additional ways to interpret these results by 
means of plotting the data in a different form to be described 
in the next subsection. Conclusions on the fit between the 

model and the data will be given after results for horizontal 
polarization are described. 

8.4. Backscatter Versus Wind Speed, 
Predicted and Measured 

Figures 18a through 18f are in sets of two for upwind, cross 
wind, and downwind. The first of each set is for incidence 
angles of 30.2 ø and 39.7 ø , and the second is for incidence 
angles of 49.3 ø , 58.2 ø , and 66.9 ø . The curves for 58.2 ø and 66.9 ø 
crowd together for low winds because of the difference in 
water temperature. Except for 49.3 ø , these are the average 
incidence angles for the groups in the primary data set. The 
heavy solid curves show the theoretical curves for backscatter 
in decibels versus the logarithm of the wind speed for the 
average sea surface temperatures for each group, which are 
10.7 ø, 14.1 ø, 18 ø, 11.2 ø, and 15.6øC, respectively. 

The coded symbols show measured values of the vertically 
polarized backscatter versus reported wind speeds for the pri- 
mary and supplementary data sets. The symbols are solid for 
the primary data and open for the supplementary data. Since 
both the incidence angle and the temperature for each data 
point were different from the appropriate average, the correc- 
tion for the primary data set needs to be shown. These consist 
of arcs of curves shown only for the primary data set parallel 

TABLE 7. Bias (Computed-Observed), rms Difference, and Standard Deviation in Decibels, 
Stratified by Upwind, Cross Wind, Downwind, and Incidence Angle for Vertical Polarization 

Upwind Cross Wind Downwind All Directions 

0, deg N Bias rms s.d. Bias rms s.d. Bias rms s.d. N Bias rms s.d. 

19.4 

30.4 

39.8 

58.2 

66.9 

Less outrider 

All angles 
Less outrider 

All angles, 
all directions 

Less outrider 

4 +0.10 0.39 0.49 +0.79 1.00 0.71 -0.23 0.32 0.26 12 +0.20 0.65 0.65 
1 -0.17 ....... 0.81 ...... +0.05 ...... 3 --0.29 0.48 0.47 

10 +0.39 0.69 0.60 -0.43 2.00 2.06 +0.21 0.78 0.79 30 +0.06 1.30 1.32 
3 -0.62 0.68 0.34 -2.327 2.332 0.19 +0.51 1.42 1.62 9 -0.94 1.46 1.18 
6 -1.15 1.32 0.71 -3.13 7.21 7.12 --1.18 1.40 0.83 18 -1.82 4.31 4.02 

5 --0.29 1.29 1.40 17 --0.91 1.34 1.01 

24 -0.19 0.85 0.85 -1.15 3.94 3.85 -0.24 0.91 0.90 

23 -0.44 1.72 1.70 

72 --0.52 2.18 2.13 

71 --0.28 1.22 1.20 
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TABLE 8. Comparison of Estimated Measurement Error 

M/F/L/R 

Upwind Cross Wind 

Measured Measured 

O, U, Calculated Calculated 
deg m s- • a ø aøE a ø -- aøE a ø a ø + aøE a ø aøE a ø -- aøE a ø a ø + aøE 

318/17/4/1 
335/5/4/1 
335/4B/4/1 
335/4A/4/1 

318/24/4/1 

318/14/4/7 
318/19/4/13 
318/16/4/9 
318/18/4/6 
318/17/4/8 
335/6/4/9 
335/5/4/9 
353/11/4/11 
335/4B/4/10 
335/4A/4/9 

335/6/4/13 
335/5/4/17 
335/4A/4/17 

318/14/4/12 
318/19/4/17 
318/16/4/14 
318/18/4/11 
318/17/4/12 
353/11/4/1 

Total I 

Total H 

Total L 

Total count 

19.8 13.5 -- 1.57 0.24 --2.36 --2.12 -- 1.88 --4.39 0.26 --4160 --4.34 --4.08 
19.9 15.5 -- 1.02 0.27 --0.93 --0.66 --0.39 --3.47 0.27 --4.28 --4.01 --3.74 

19.0 19.1 --0.17 0.27 --0.47 --0.20 +0.07 -- 1.52 0.26 --2.82 --2.56 --2.30 
18.9 19.8 0.34 0.48 0.03 0.51 0.99 -- 1.27 0.26 --3.16 --2.90 --2.64 

30.3 9.5 - 10.41 0.34 - 10.58 - 10.24 -9.90 - 15.51 0.35 - 15.05 - 14.70 - 14.35 

39.9 5.5 -- 21.08 0.40 - 22.22 -- 21.82 -- 21.42 -- 31.62 0.85 -- 27.49 -- 26.64 -- 25.79 

40.9 7.5 --17.81 0.34 --17.84 -17.50 --17.16 --25.25 0.45 --24.35 --23.90 --23.45 
39.4 8.2 -- 16.28 0.34 -- 18.22 -- 17.88 -- 17.54 -- 23.26 0.52 -- 25.07 -- 24.55 -- 24.03 

40.4 11.3 -- 14.08 0.52 - 15.10 -- 14.58 -- 14.06 --20.25 0.41 --23.56 --23.15 --22.74 

40.8 12.8 --13.23 0.36 --13.82 --13.46 --13.10 --19.30 0.36 --20.24 --19.88 --19.52 

39.1 15.0 -- 11.55 0.37 -- 12.46 -- 12.09 -- 11.72 -- 17.17 0.34 -- 17.27 -- 16.93 -- 16.57 

39.4 15.2 -11.65 0.36 --12.31 --11.95 --11.59 --17.27 0.36 --17.14 --16.78 --16.42 

39.7 15.7 --11.58 0.35 --12.01 --11.66 --11.31 --17.20 0.49 --16.90 --16.41 --15.92 

38.7 19.4 --9.99 0.38 --9.91 --9.53 --9.15 -- 15.20 0.38 -- 14.12 -- 13.74 - 13.36 

39.1 20.0 --10.05 0.34 --11.20 --10.86 --10.52 --15.18 0.36 --15.81 --15.45 --15.09 

57.8 15.0 -- 17.55 0.36 -- 17.14 -- 16.78 -- 16.42 --23.62 0.42 --21.83 --21.41 --20.99 

58.5 15.1 -17.69 0.66 --17.48 --16.82 -16.16 --23.82 0.46 -21.74 --21.28 --20.82 

58.2 19.8 --16.27 0.36 --16.4 --16.04 --15.68 --22.27 0.41 -20.45 --20.04 --19.63 

67.2 5.5 --30.27 1.11 -30.04 -28.93 -27.82 -51.81 1.22 -35.57 -34.35 -33.13 

67.1 7.5 -24.40 0.50 -23.51 -23.01 -22.51 -33.05 1.32 -34.00 -32.68 -31.36 

66.2 8.9 -22.65 0.44 -23.23 -22.79 -22.35 -29.96 1.14 -33.07 -31.93 -30.79 
65.5 10.5 -21.25 0.41 - 19.63 - 19.22 - 18.81 -27.85 1.13 -28.50 -27.37 -26.24 

68.1 12.3 -20.61 0.41 - 19.77 - 19.36 - 18.95 -26.85 1.13 -26.95 -25.82 -24.69 

67.3 16.0 - 19.05 1.16 - 19.18 - 18.02 - 16.86 -25.17 1.09 -24.78 -23.69 -22.60 

H, L, and I indicate calculated value too high, calculated value too low, and measured value included in calculated inequality range, 
respectively. Backscatter values are in decibels. 

to the average curve that show that portion of the curve for 
the reported incidence angle and water temperature that 
would go with the data point. If not shown, this correction 
curve essentially coincides with the average curve. For some 
primary points, the range for _+ 1 m s-• is also shown by bars. 

The vertical bounds for each point show the +_ 1 aøE values 
and describe the uncertainty in the measurement of the back- 
scatter. The range of uncertainty can be as much as 2 dB. 

For example, the corrected curve for the 39.7 ø theoretical 
curve in Figure 18a for a wind of 7.5 m s- • is computed for an 
incidence angle of 40.9 ø and a temperature of 17.4øC. It lies 
several tenths of a decibel below the curve for the average, and 
it extends from 6.5 to 8.5 m s-• as found from Table 6. The 

effect of the error bars on the measured value of aøE is small 

compared to the possible wind speed error. Each primary data 
point should be shifted vertically so that the arc coincides with 
the average curve. This step for some points provides im- 
proved agreement. For others such as the three points near 15 
m s-• in Figure 18a, the points are moved away from the 
average curve by a slight amount. The correction for 19.4 and 
20.0 m s-• would reinforce the decrease in sensitivity for 
higher winds. For high winds, the error bars for aøE are com- 
parable to those for a 1 m s-• speed error. If a primary data 
point can be shifted left or right or up or down so as to 

intersect the arc associated with it, then that point would fall 
within either the + 1 m s-• criterion of Table 6 or the + aøE 

criterion of Table 8. Others are the corner points in Table 9. 
Several points barely miss when this is done. Other points are 
still too far away for these shifts to help. The solid diamonds 
for Figure 18d belong to the middle theoretical curve. 

Supplementary data points are shown by open symbols. 
The error bars are shown for each point. The four lowest wind 
speed points in Figure 18a differ by over 4 dB. Yet slight 
changes in the wind speed and the fact that the water temper- 
ature was a degree or so higher would result in their fitting the 
theory. The same is true for Figure 1Be at downwind but not 
for Figure 18c at cross wind. 

Table 10 contains the values of aøE for the supplementary 
data set for incidence angles of 29.4 ø and higher. The generally 
larger values of aøE reflect the smaller values of R: and the 
difficulty of making measurements for light winds for an inci- 
dence angle near 40 ø . The use of the minimum near cross wind 
would have little effect. Table 11 is similar to Table 9 except 
that the criteria have been determined from Figures 18a to 18f 
along with a judgment of the effect of temperature and vari- 
ations in incidence angle. More than half are sufficiently close 
to the curves of the model. 

Schroeder et al. [-1984] also give the power law fits for 
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With Calculated Backscatter for [7 for Vertical Polarization 

Downwind 

Measured 

Calculated 

ao ao E ao _ ao E ao ao + ao E 
Minimum 

Cross 

Measured Versus 

Calculated Count 

UP CR DN I L H 

- 1.52 0.28 - 1.73 - 1.45 - 1.17 

- 0.98 0.24 - 0.81 - 0.57 - 0.33 

-0.23 0.46 0.13 0.59 q- 1.05 
- 0.40 0.46 0.28 0.74 q- 1.20 

-- 11.24 0.34 -- 11.63 -- 11.29 -- 10.95 

-- 21.75 0.41 -- 23.46 -- 23.05 -- 22.64 

-- 18.55 0.38 -- 18.36 -- 17.98 -- 17.60 

-- 17.11 0.38 -- 19.14 -- 18.76 -- 18.38 

-- 15.09 0.35 -- 16.28 -- 15.93 -- 15.58 

-- 14.43 0.36 -- 14.66 -- 14.30 -- 13.94 

-- 12.81 0.37 -- 13.50 -- 13.13 -- 12.76 

-- 12.88 0.39 -- 13.20 -- 12.81 -- 12.42 

-- 12.84 0.38 -- 13.07 -- 12.69 -- 12.31 

-- 11.36 0.31 -- 11.19 -- 10.88 -- 10.57 

-- 11.45 0.36 -- 11.24 -- 10.88 -- 10.52 

-- 18.57 0.37 -- 18.61 -- 18.24 -- 17.87 

-- 18.72 0.52 -- 18.87 -- 18.35 -- 17.83 

-- 17.55 0.39 -- 18.45 -- 18.06 -- 17.67 

-- 30.98 1.14 -- 30.16 -- 29.52 -- 28.38 

-- 25.11 0.94 -- 24.69 -- 23.75 -- 22.81 

-- 23.44 0.90 -- 23.97 -- 23.07 -- 22.17 

-- 22.12 0.45 -- 20.02 -- 19.57 -- 19.12 

-- 21.67 0.45 -- 21.13 -- 20.68 -- 20.23 

--20.31 1.21 --21.16 -- 19.95 -- 18.74 

H I I 

L H L 

I H I 

I H I 

2 1 

2 1 

2 1 

2 1 

I L I 2 1 

H L H 1 2 

I L L 1 2 

H H H 3 

I H H 1 2 

I H I 2 1 

H I I 2 1 

I L I 2 1 

I L I 2 1 

L L L 3 

H I L 1 1 1 

-21.56 L L I 1 2 

- 21.42 L L I 1 2 

- 2O.22 I L H 1 1 

- 34.42 L L L 

-32.76 L I L 1 

- 31.95 I H I 2 

-27.39 L I L 1 

- 26.05 L I L 1 

-23.93 I L I 2 

29 27 16 

11 6 12 

5 7 4 

8 11 8 

upwind, downwind, and cross wind for both vertical and hori- 
zontal polarization in their Figure 4. All data are used, includ- 
ing those circle flights not contained in our Tables 1, 2, and 3 
along with all level flights at upwind, downwind, and cross 
wind from earlier missions. Though not strictly comparable, 
the power law fits for 30 ø , 40 ø , 50 ø , and 60 ø are shown on the 
appropriate figures. 

For upwind, the curve for the model for 39.7 ø in Fig. 18a is 
a better fit to the data that were used than the power law. For 
cross wind (Figure 18c) the fit is better at high winds. The 
behavior of the model for light winds is more reasonable. 
Downwind (Figure 18e) is perhaps the best example where the 
model crosses the power law curve at about 5.5 m s-• and lies 
above it until a wind of about 16 m s-•. The power law misses 
the light winds, and the correction for the two highest winds 
puts the data points as close to the theoretical curve as to the 
power law. 

The upwind, downwind, and cross-wind results have been 
treated as independent. Although changes in the measured 
backscatter and the reported wind within their error bounds 
could be made that would in many instances provide perfect 
agreement between the model and the data, the changes need 
not necessarily be in the same direction for all three data 
points for the same circle flight. It is possible that a small 

change in the wind speed and a small adjustment in the possi- 
ble bias for the backscatter as in (54) could minimize the 
differences that have been found. If the three data points all lie 
on the same side of the theoretical curves in Figures 18a to 18f 
and consequently on the same side of the 45 ø line in Figure 17, 
such an adjustment could be made. From Figure 17 the short- 
er the distance of the three points that would be involved from 
the 45 ø line the smaller the change would need to be in wind 
speed and measured backscatter. 

A comparison of the rows of the six values for H, I, and L 
for a given circle flight in Tables 6 and 8 show when a single 
change in the bias and a single change in the wind speed 
would improve the fit between the model and the data as 
adjusted according to these rules for the best 24 circle flights. 
For incidence angles near 67 ø , lowering the value of the mea- 
sured backscatter, and increasing the wind speed, except for 
the 8.9 m s-• wind would improve the fit. 

For incidence angles near 58 ø, the backscatter measure- 
ments could be biased high and the fit improved for winds of 
15.0 and 15.1 m s -•. For these six, for example, the combi- 
nations of Ls and Is make improvements possible. Mixtures of 
Hs, Ls and Is would require, at least, using different signs for 
the bias. The additional effect of Aaø/a ø, which is an estimate 
of the normalized standard deviation of the data relative to 
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Fig. 17. Examples of the seven categories of goodness of fit de- 
scribed in the text. The point is identified by upwind (U) and cross 
wind (C) and by an incidence angle and wind speed. The top and 
bottom of each rectangle represent backscatter calculated for U + 1 
and U - 1, the vertical sides represent a ø + aøE and •o _ •o E from 
the data, and the dot is the measured value from the data (abscissa) 
plotted against the calculated value (ordinate). (See text for details.) 

the computed average of the backscatter values, might have 
produced this kind of result for some of the data. 

8.5ß Upwind/Cross-Wind and Upwind/Downwind 
Ratios 

Although the absolute level of the model as a function of Z 
might differ from the measured values as a function of Z, the 
overall shapes may be similar. How well the model agrees 
with the data with reference to the differences between upwind 
and cross wind and between upwind and downwind is thus of 
interest, particularly with regard to the determination of wind 
direction. In antilog form the needed ratios for the data can be 
written as 

avvø(UP) Ao + A 1 + A2 
= (57) 

avvø(CR) Ao -- A 2 

avvø(UP) A o + A• + A 2 
(58) 

avvø(DN) A o -- A x + A2 

When expressed in decibels, (57) becomes, for example, 

avvø(UP)• O. vvO(CR)JdB = aVv0(UP)dB -- avvø(CR)aB (59) 

A notation such as the left-hand side of (59) is used in the 
figures to follow to emphasize that should the right-hand side 
of (59) equal 10, the upwind backscatter would be 10 times 
stronger than the cross-wind backscatter. 

Ratios computed in this way have a large range of uncer- 
tainty because of the effect of two values of aøE from Table 8 
associated with each computation. For example, the following 

equation can be obtained' 

av.•g.v ø(UP)h O. vvO(-•JdB = (O'vvø(UP)dB + o'xøE) -- (O'vvø(CR)dB + a2øE) 
= O'vvø(UP)a• -- O-vvø(CR)a• + (o'•øE + a2øE) 

(60) 

Equation (60) is a worst case error analysis, since it assumes 
that the numerator of the left-hand side (60) is increased by 
one error estimate and the denominator is decreased by the 
other error estimate, or conversely. Strictly done, it would be 
necessary to compute the standard deviations of the antilog 
and use the square root of the sum of the squares of these 
values to find the error bars. 

The error bars for the measured upwind/cross-wind ratios 
were computed according to (60) with a similar equation for 
upwind/downwind. For the model values, the corresponding 
ratios were found from the computed values for U, U + 1, and 
U-1. 

For upwind/cross-wind the result is Figure 19, where only 
some of the error bars are shown so as not to unduly compli- 
cate the figure. Figure 20 shows the corresponding results for 
upwind/downwind. The scoring method used in Table 9 was 
then applied to the data. 

For upwind/crosswind, four measured values were within 
the range of calculated values for U + 1. These same four plus 
three others were within the horizontal scatter as a result of 

the values of •øE for the calculated value at •7. Seven more 

were in the corners as defined previously. Three out of four 
miss for incidence angles near 20 ø . For 40 ø , those with winds 
of 5.5, 11.3 and 19.4 m s- • miss. For 57 ø, all miss, and for 67 ø, 
the data for 5.5 m s- x miss. 

For upwind/downwind, the uncertainty in wind speed pro- 
duces only a small effect, but the uncertainty due to the values 
of •øE is large. The values for an incidence angle of 67.1 ø and 
a wind speed of 7.5 m s- • meet the U + 1 criterion. Only two 
miss both the •øE and the corner criteria. These are the value 

for an incidence angle of 19.8 ø and a wind of 13.5 m s-X, as 
shown by an M, and an incidence angle of 39.1 ø and a wind of 
20 m s- 1. Only the full range of scatter at 20 ø is shown. 

8.6. Effects at Light Winds 

One of the difficulties with power law models is the large 
scatter of the backscatter values for a given surface wind speed 
for light winds as illustrated by Schroeder et al. [1982b] in 
their Figures 5, 6, and 7, which combine the Gulf of Alaska 
Seasat Experiment (GOASEX) and JASIN data. The scatter is 
substantial for all wind speeds, but for winds below 5 m s- a at 
a 40 ø incidence angle, the data scatter by 10 to 20 dB. A 
partial explanation is given by Schroeder et al. [1982b] based 
on the hypothesis that the comparison data wind speeds can 
be in error by + 2 to 3 m s-x. Our model for a 40 ø incidence 
angle shows that light winds under 2.4 to 3.6 m s-x ought not 
to have had any measurable backscatter at all and that the 
observed backscatter may well have been simply noise. Very 
small changes in either the incidence angle or the wind speed 
and 5 ø or 10 ø changes in water temperature can produce 
changes in backscatter of 20 dB. The scatter in the backscatter 
values for light winds is thus also the result of these small 
changes that result in large changes in the backscatter. The 
scatter for the SASS data may actually be larger than was 
reported because data for which an estimate of the ratio of the 
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Fig. 18. (a) Model values for vertically polarized backscatter at upwind for an incidence angle of 30.2 ø and a water 
temperature of 10.7øC and for an incidence angle of 39.7 ø and a water temperature of 14.1øC. The plotted points are from 
the primary and supplementary data sets as coded. The vertical bars are error bounds on the backscatter, and the 
horizontal bars are error bounds on the wind speed. The power laws from Schroeder et al. [,-1984] are also shown. (See 
text.) (b) Model values for vertically polarized backscatter at upwind for an incidence angle of 49.3 ø and a water 
temperature of 18øC, an incidence angle of 58.2 ø and a water temperature of 11.2øC, and an incidence angle of 66.9 ø and a 
water temperature of 15.6øC. The plotted points are from the primary and supplementary data sets as coded. The vertical 
bars are error bounds on the backscatter, and the horizontal bars are error bounds on the wind speed. The power laws 
from Schroeder et al. [-1984] are also shown. (See text.) (c) Same as Figure 18a except at cross wind. (d) Same as Figure 18b 
except at cross wind. (e) Same as Figure 18a except at downwind. (f) Same as Figure 18b except at downwind. 
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standard deviation to the mean exceeded 1 and negative esti- 
mates of the received power were probably discarded when 
these figures were prepared [Pierson et al., 1986]. 

8.7. Low Incidence Angles 

For a 19.4 ø incidence angle and vertical polarization, Figure 
21 shows the theoretical curves for upwind, downwind, and 
cross wind. The upwind and downwind curves are virtually 
identical. The upwind, downwind, and cross-wind measured 

backscatter values are shown by solid coded symbols for the 
four primary data set measurements. They come fairly close to 
the theoretical curves. The supplementary values computed 
from Table 3 are shown by the open symbols. They fit, more 
or less, for winds above 7 m s-2, but for lighter winds the 
disagreement between theory and measurement is very large. 
For winds under 7 m s-2, upwind is sometimes larger and at 
other times smaller than downwind. The range from the larg- 
est value to the cross-wind value can be under 1 dB and as 

TABLE 10. Backscatter Values and Bias Errors for the Supplementary Data Set 

Upwind Cross Wind Minimum Downwind 
0, [7, 

deg m s- x o ao E Difference o ao E avv ø aøE avv avv ø avv 

31.0 6.5 -- 14.78 .... 17.33 .... 17.36 --0.03 -- 14.09 ..- 
29.4 14.2 --7.67 0.47 -- 14.47 0.37 -- 14.48 --0.01 --6.93 0.77 

38.9 2.5 - 26.04 1.13 -- 29.47 1.07 -- 29.67 -- 0.20 -- 27.92 1.13 
40.1 4.2 --23.05 1.13 --29.36 1.08 --29.64 --0.28 --25.06 1.13 
40.6 4.6 -- 23.53 0.46 -- 29.45 1.10 -- 29.45 0 -- 23.53 0.76 
39.4 4.7 --27.19 0.36 --30.66 0.39 --30.86 --0.20 --29.07 0.38 
39.7 10.3 -- 15.40 0.43 --23.60 1.07 --24.54 --0.94 -- 18.64 0.59 
40.5 12.0 -- 14.14 0.37 --20.20 0.46 --20.28 --0.08 -- 15.18 1.09 
39.4 14.3 -- 12.77 0.38 -- 17.90 0.38 -- 17.98 --0.08 -- 13.84 0.54 

50.3 4.6 - 26.54 1.19 - 34.53 1.19 -- 34.78 -0.25 -- 28.06 1.06 
48.3 14.2 - 15.16 0.37 - 19.50 0.37 - 19.50 0 - 19.38 0.37 

58.0 19.6 - 16.60 0.36 -- 18.14 0.36 - 18.30 -0.16 -- 17.90 0.36 

67.3 11.3 -21.81 1.14 -28.54 1.14 --28.76 -0.22 -23.56 1.14 
67.7 11.7 - 19.95 1.08 -29.24 1.08 -29.75 -0.51 -22.01 1.11 
67.1 14.3 - 18.87 1.09 -24.23 1.09 --24.41 --0.18 --20.60 1.14 

Backscatter values are in decibels. 
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Fig. 19. Measured upwind/crosswind ratios for vertical polariza- 
tion in decibels on the abscissa versus calculated values on the ordi- 

nate for the primary data set. 

much as 3 dB. The values of R 2 vary from 0.15 to 0.40. The 
data are closer to the Schroeder et al. power law than they are 
to the theory, but even for the power law, the fit is poor. There 
is one set of three points at 4.6 m s- • that comes close to the 
theory at upwind and downwind where the waves were cate- 
gorized as smooth. 

The reason for the poor fit is that the wave spectrum used 
to compute the backscatter was for a fully developed spectrum 
for the reported wind. The actual waves that were present do 
not correspond to this assumption for light winds. It is prob- 
able that some swell was present. The gravity wave, low-wave 
number part of the spectrum (k < 2•/82 cm -•) is probably 
much higher than the model spectrum used to calculate the 
backscatter. Moreover, the probability density function for the 
slopes to tilt the Bragg waves may have variances larger than 
those predicted from the wind speed. Since specular back- 
scatter is more nearly isotropic, adding a larger isotropic 
specular component to account for the higher than modeled 
slope effects may, in part, provide an example of what the 
waves may have been like. If upwind/downwind differences 

2l (db) 

li alculated ) O';v (Upwind) 
2 Downwind ) db 

i 

O';v(Downw•nd) db Measured 
Fig. 20. Measured upwind/downwind ratios for vertical polariza- 

tion in decibels on the abscissa versus calculated values on the ordi- 

nate for the primary data set. 
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Fig. 21. Theoretical curves for upwind, downwind and cross wind 
for a 20 ø incidence angle and a temperature of 12.9øC versus mea- 
sured values for upwind, downwind and cross wind from the primary 
and supplementary data sets as coded. The power laws from Schroe- 
der et al. r1984] are also shown. (See text.) 

are neglected, the data for a wind of 5.4 m s- ' can be approxi- 
mated by 

aM ø = 0.31 + 0.039 cos 2Z 

= 0.31(1 + 0.13 cos 2X) (61) 

The theory would give 

arn ø = 0.098 + 0.066 cos 2X 

= 0.098(1 + 0.68 cos 2Z) (62) 

If 0.212 is added as isotropic specular backscatter to the 
theory, the result is 

(•rn ø + (•sp½½ ø = 0.098 + 0.212 + 0.066 cos 2 z 

= 0.31(1 + 0.21 cos 2X) (63) 

For (61), upwind backscatter is about -4.6 dB and cross- 
wind backscatter is about -5.7 dB. For (63), corresponding 
values are -4.2 dB and -6.1 dB. From Figures 12 and 13, at 
-6.7 dB (10 log•o 0.212), a wind of about 8 m s- • could have 
provided the needed gravity wave spectrum. If such a wind 
had existed a few hours before the circle flight or if gravity 
waves with an appropriate slope probability density function 
had propagated into the area where the circle flights were 
made, then backscatter values similar to those plotted at 5.4 m 
s- • would have been measured. 

At incidence angles near 20 ø , the specular contribution to 
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Fig. 22. Measured horizontally polarized backscatter values in 
decibels (abscissa) for upwind versus values calculated from the model 
(ordinate) for the primary data set for five incidence angles as coded. 
The line of perfect agreement is shown. 

the backscatter can be important. Especially for light winds, 
the backscatter can vary for reasons not directly coupled to 
the local wind speeds over the area where the backscatter is 
measured. A more complete knowledge of the bivariate prob- 
ability density function for the wave slopes is then needed to 
determine the backscatter and, if possible, to determine the 
wind that produced the Bragg backscatter. This slope prob- 
ability density function must also be used in (27). 

For incidence angles of 30 ø and higher, the effect of the 
specular backscatter's being different from the value related to 
the local wind is not too important for typical wind speeds 
over the ocean, but from 20 ø to 30 ø depending on wind speed, 
it should be considered in predicting the backscatter and in 
attempts to recover the wind from the backscatter. 

9. RESULTS FOR HORIZONTAL POLARIZATION 

AT K u BAND 

9.1. General Properties of Horizontally 
Polarized Backscatter 

During each circle flight, the radar switched alternately be- 
tween vertical and horizontal polarization, so that except for 
small-scale variability in the wind field, both polarizations 
were measured for the same wind conditions. For incidence 

angles of 30 ø and more, horizontal polarization is consistently 
lower than vertical polarization. For the higher incidence 
angles, the difference between upwind and downwind back- 
scatter for horizontal polarization becomes clearly evident as 
shown in Table 1 and as indicated in Table 4 by the effect of 
this difference on the question of the location of the minimum 

near cross wind. This marked difference between horizontal 

polarization and vertical polarization has also been observed 
for X band and K a band by Masuko et al. [1986]. Note that 
318/14/4/12 for a 67.2 ø incidence angle and a 5.5 m s -• wind 
speed yields the result that downwind is less than cross wind 
but that the minimum at 120.6 ø is less than downwind. 

Horizontally polarized backscatter is consistently less than 
vertically polarized backscatter as shown in the last three col- 
umns of Table 1, and the difference increases with increasing 
incidence angle. For winds from 8.9 to 16 m s- • at the highest 
incidence angles, downwind can be 9 to 12 dB lower for hori- 
zontal polarization compared with vertical polarization. 

Since the highest receiver gain channel had to be used for 
light winds, the elimination of receiver noise would be more 
critical for horizontal polarization at higher incidence angles. 
The mean value of the backscatter, A o, for the lowest wind at 
67.2 ø drops from 7.83 x 10 -4 to 1.5 x 10 -4 or nearly 7 dB 
from vertical polarization to horizontal polarization. 

9.2. Comparison With the Primary Data Set 
in Terms of Wind Speed Errors 

The computed values for the backscatter for both horizon- 
tal and vertical polarization were found with the same com- 
puter program for the same runs. At an appropriate place in 
the program, (26) was used for vertical polarization and (25) 
was used for horizontal polarizaton. The differences that result 
are thus the effect of the dielectric properties of seawater for 
the two polarizations and the variation of the first-order scat- 
tering coefficients with instantaneous incidence angle es- 
pecially with reference to (20). 
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Fig. 23. Same as Figure 22 except for cross wind. 
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Table 12 compares the computed results for the meteoro- 
logically reported wind speeds plus or minus 1 m s-x with 
measured backscatter values at upwind, cross wind (90 ø) and 
downwind. By the same scoring system as is used in Table 6 
for vertical polarization, the model, in general, predicts values 
for horizontal polarization that are too low compared with 
the reported values. It misses completely for the last two 
ranges of incidence angles. Only 20% of the range of the 
model values enclose the measured values. For the first three 

ranges of incidence angle, only 30% meet the criterion. If the 
value from Table 4 for the minimum near cross wind is used 

for the 39.4 ø incidence angle and 8.2 m s- x wind, that value 
meets the criterion. 

Figures 22, 23, and 24 show how well the calculated and 
measured horizontally polarized backscatter values agree for 

upwind, cross wind (at 90 ø ) and downwind. The points for 
Figure 23 would shift to the left by the amounts shown in 
Table 4 if the minimum near cross wind is used but would still 

not be close enough to the 45 ø line except for the point men- 
tioned above. The downwind values in decibels appear to be 
closest to the line of best fit in an overall sense. 

The overall statistics for horizontal polarization under the 
assumption that both the winds and the backscatter are cor- 
rect are given in Table 13 based on cross wind at 90 ø with the 
data for 5.5 m s- x at 67.2 ø omitted. The trend with incidence 

angle in the bias is not consistent for upwind. With the bias 
removed, the standard deviations in the data are comparable 
to those for vertical polarization. The upwind/downwind dif- 
ference in the model is larger for horizontal polarization than 
for vertical polarization as it is in the data. 

9.3. The Effects of the Estimates of the 
Errors in the Measurement of a ø for the 
Primary Data Set 

Table 14 for horizontal polarization parallels Table 8 for 
vertical polarization with three changes. For upwind and 
downwind, if the range a ø - aøE to a ø + aøE does not include 
the calculated value from the model, the range is extended to 
either a ø- 2aøE or aø+ 2aøE as needed, as shown in the 
column headed _+ 2aøE. If the +_ aøE range included the theo- 
retical value, an "X" is shown. For values near cross wind, the 
range is extended from the minimum value of the backscatter 
near cross wind to O'min ø-- aøE and from the value of the 
backscatter at 90 ø to aø(90 ø) + aøE. If this range does not 
include the calculated value, the range is extended as shown in 
the column, +_ 2aøE. Otherwise, an "X" is shown. 

The results are shown in the appropriate columns on the 
right of Table 14 for 1 estimated standard deviation and 2 
estimated standard deviations. The model produces values of 
backscatter that are too low, especially for the higher inci- 
dence angles. There is an indication that of the three direc- 
tions, downwind is modeled most closely in decibels. 

Table 15 for horizontal polarization parallels Table 9 except 
that the range of possible errors for the backscatter measure- 
ments is doubled. The computed values do fairly well for the 
20 ø, 30 ø, and 40 ø ranges, miss the 58 ø group, and touch 4 out 
of 15 of the 67 ø range for low wind speeds. The patterns for 
20 ø and 30 ø incidence angles for vertical and horizontal polar- 
ization correspond to a decrease in the horizontally polarized 
calculations relative to the measured values compared with 
the vertically polarized calculations and the measured values. 

TABLE 13. Bias (Computed - Observed), rms Difference, and Standard Deviation in Decibels 
Less Outrider, Stratified by Upwind, Cross Wind, Downwind, and Incidence Angle for Horizontal 

Polarization 

Upwind Cross Wind Downwind All Directions 

0, deg N Bias rms s.d. Bias rms s.d. Bias rms s.d. N Bias rms s.d. 

19.4 

30.3 

39.8 

58.2 

66.9 

All angles 
All angles, 

all directions 

4 --0.52 0.60 0.17 --0.06 0.91 0.52 --0.60 0.607 0.04 12 --0.40 0.72 0.18 

1 --0.46 ....... 0.14 ....... 0.13 ...... 3 -0.24 0.29 0.11 

10 -1.08 1.29 0.23 -2.17 3.16 0.60 -0.77 1.05 0.74 30 -1.33 1.89 0.25 

3 -0.62 0.68 0.20 --4.557 4.559 0.10 -2.26 2.29 0.23 9 -2.48 2.97 0.58 

4 -5.14 5.32 0.79 -4.73 5.02 0.96 -3.46 3.88 1.07 12 -4.44 4.78 0.53 

22 --1.63 2.46 0.40 --2.48 3.34 0.49 --1.40 2.00 0.31 

66 -1.84 2.66 0.23 
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9.4. Aspect Angle Variation for Horizontal 
and Vertical Polarization for the 
Two-Scale Bragg Model 

As was described in section 7, the circle flight data were 
processed in two different ways for mission 318. Figure 25 
compares horizontally and vertically polarized circle flight 
data processed in the way described in section 7.4 for winds 
reported to be 5.5 and 7.5 m s- • with the calculated values 
from the Bragg model. Figure 26 compares two of the data 
sets shown in Figure 8 (section 7.5) with values computed 
from the Bragg model. 

As is shown in Figure 25, the backscatter values were 
averaged in 10 ø aspect angle ranges, but the values would not 
necessarily yield an aspect angle at the exact center of the 
range. The model predicts a large range of backscatter values 
at a 40 ø incidence angle at upwind, downwind, and cross wind 
for both vertical and horizontal polarization for 5.5 + 1 m s- • 
winds. The top part of Figure 25 shows the calculated values 
for 4.5, 5.5, and 6.5 m s- • and the averaged data plus selected 
standard deviations for 10 ø changes in aspect angle. For this 
light wind, the effect of communication noise in the data re- 
duction procedure could produce the discrepancies that are 
shown for both polarizations. 

For a 7.5 +_ I m s- x wind at a 40 ø incidence angle as in the 
bottom part of Figure 25, the model calculations for vertical 
polarization correspond more nearly to an 8.5 m s- • wind. 
This method of averaging yields an L instead of an I at cross 
wind. The calculated values for horizontal polarization lie 
below the measured values for 8.5 m s- • except for one point, 
as does most of the calculated curve even for 8.5 m s- • 

Figure 26 compares two examples for vertical polarization 
from Figure 8 with the calculated values from the model for a 
12 + 1 m s- • wind at an incidence angle of 40.5 ø and 11.7 + 1 
m s -• wind for an incidence angle of 67.7 ø as in Table 3. 
Neither data set was in the primary data set because of the 
way the winds were measured as described in section 7.2. They 
have been chosen to illustrate the difficulty in getting the data 
and the model to agree. For the 12 m s- x wind, the calculated 
values lie above most of the data points for the three curves 
for winds of 11, 12, and 13 m s -•. For the 11.7 m s -x wind, 
the calculated curves for 10.7, 11.7, and 12.7 m s- x are shown. 
The data scatter above the calculated curves at upwind and 
below at cross wind, and they come close at downwind. At 
cross wind, the data ar•e much lower for 90 ø than for 270 ø. 

These figures, plus the tabulated and graphed data for verti- 
cal and horizontal polarization, show how well the data and 
the two-scale Bragg model agree. For vertical polarization, at 
a 40 ø incidence angle the data for the primary data set agree 
far better than they do for these examples. The differences are 
evident, but many of these differences will be explained in 
section 10. 

9.5. Possible Data Biases 

The possibility that the data might be biased high so as to 
explain a part of the differences between the model and the 
measurements needs to be considered before continuing the 
analysis. The bias is quite possible for light winds as described 
in section 7.3 and illustrated in Figure 25 for the 5.5 m s- • 
wind because subtracting an average value for the receiver 
noise has two effects on the data. If the actual received power 
and the actual noise for a particular measurement are both 
low, subtracting an average noise level can produce negative 
values, which were discarded. Also, the actual noise for a par- 

ticular measurement can be higher than the average for the 
noise, so that values are recorded even if there is actually no 
backscatter. 

These two effects combine to make the data that are re- 

tained too high, especially for aircraft data. There may also be 
randomly distributed areas where the light winds have not 
generated any wave number components that would produce 
backscatter. For data for winds of less than 5.5 m s-• that 

were used in the supplementary data set for the study of verti- 
cal polarization, this bias is quite possible. For the best circle 
flight data, this bias may be present for the 5.5 m s- • measure- 
ments at both 39.9 ø and 67.2 ø incidence angles. 

From (54), a value of (aøE) * could be found that would 
remove the small bias for the high incidence angle range for 
vertical polarization. However, it would have to increase with 
increasing incidence angle in an unrealistic way. Were these 
same values used for the corresponding horizontally polarized 
data, the value of A o would become negative. Conversely, ad- 
justments of the horizontally polarized data would be unreal- 
istic because of the large differences between the model and 
the data. They would also be too small to affect vertical polar- 
ization. It must be concluded that the values of aøE that were 
used in Tables 8 and 14 are a reasonable estimate of the 

uncertainty in the measurements for all values except perhaps 
the 5.5 m s-• winds of the primary data set and winds lighter 
than this for the supplementary data set. 

9.6. Possible Model Biases 

For incidence angles of 30 ø and greater, there are either 60 
or 57 values of backscatter to be compared in Tables 8 and 14. 
For eight pairs in Table 6 for vertical polarization, the model 
predicts a value that is high compared with the measurement, 
and for 24 pairs the model predicts a value that is low based 
on the U + 1 criterion. For those within the U +__ 1 criterion, 
when compared with the model values for avv ø the model 
predicts a value that is low for 13 of the 28 pairs. Overall, the 
model is low for 37 pairs and high for 23 for vertical polariza- 
tion. With three exceptions, the bias for vertical polarization 
seems to become larger with increasing wind speed and in- 
creasing incidence angle. For horizontal polarization, 45 
values are low. Of the eight that meet the U + 1 criterion only 
three of the model values are higher for the reported wind 
than the measured values, so that 54 values out of 57 are low 
when the model value for a ø is compared to the measured 
values. 

Since our best efforts to tune the model still yielded differ- 
ences at the high incidence angles, the measured winds would 
have to be consistently higher than those reported for these 
high incidence angles to bring the model for vertical polariza- 
tion into closer agreement with the data. Otherwise, the high- 
wave number spectrum (equation (l lb)), would need to be 
about 60% higher for Bragg wave numbers near a 67 ø inci- 
dence angle for high winds. 

Even if this could be done for vertical polarization, it is 
doubtful that there would be much of an improvement in the 
results for horizontal polarization. 

Although further refinements are undoubtedly possible in 
the modeling of the Bragg-scattering wave spectrum, the ap- 
preciable differences in model versus measurements for hori- 
zontal and vertical polarization suggest that other physical 
effects may be important. In the next section we examine other 
scattering mechanisms that have been shown, theoretically 
and experimentally, to produce polarization-dependent scat- 
tering. 
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TABLE 14. Comparison of Estimated Measurement Error for + aøE and 

deg m s- • 

Calcu- 

lated 
ao 

Upwind Cross Wind 

Measured Calcu- 

lated 

aOE a o_aoE a o a o+aoE +_2aøE a ø 

Measured 

o _ aOE o ao(90 o) ao(90 o) + aOE +2aOE ø'øE (•min (•min • 

19.8 13.5 

19.9 15.5 

19.0 19.1 

18.9 19.8 

30.3 9.5 

39.9 5.5 

40.9 7.5 

39.4 8.2 

40.4 11.3 

40.8 12.8 

39.1 15.0 

39.4 15.2 

39.7 15.7 

38.7 19.4 

39.1 20.0 

57.8 15.0 

58.5 15.1 

58.2 19.8 

67.2 5.5 

66.2 8.9 

65.5 10.5 

68.1 12.3 

67.3 16.0 

Total I 

Total L 

Total H 

Total count 

- 1.98 0.26 

- 1.40 0.26 

-0.09 0.27 

0.08 0.44 

-- 12.71 0.87 

-25.79 0.51 

-22.51 0.34 

- 20.46 0.89 

-18.08 0.33 

- 17.22 0.34 

- 14.92 0.36 

-15.04 0.34 

- 15.00 0.40 

-12.97 0.36 

- 13.08 0.35 

-2.01 -1.75 -1.49 X -4.77 0.26 -4.12 -3.86 -3.85 -3.59 -4.38 

-0.78 -0.52 -0.26 - 1.04 - 3.78 0.27 -4.19 - 3.92 - 3.92 - 3.65 X 

-0.12 0.15 0.42 X - 1.71 0.27 -2.82 -2.55 -2.54 -2.27 -2.00 

0.22 0.66 1.10 -0.22 -1.45 0.61 -3.41 -2.80 -2.80 --2.19 --1.58 

- 13.12 - 12.25 - 11.38 X - 17.80 0.36 - 16.35 - 15.99 - 15.89 - 15.53 - 16.71 

-24.67 -24.16 -23.65 -25.18 -36.55 1.09 -30.87 -29.78 -29.19 -28.10 -31.96 

-20.52 -20.18 -19.84 -20.86 -30.34 0.48 -26.58 -26.10 -25.81 -25.33 -27.06 

-21.07 --20.18 -19.29 X -27.80 1.76 -28.33 -26.57 -26.12 -24.36 X 

- 17.85 -17.52 - 17.19 -18.18 -24.56 2.13 -25.55 -23.42 -23.04 -20.91 X 

-16.03 -15.69 -15.35 -16.37 -23.88 0.73 -22.92 -22.19 -21.88 -21.15 -23.65 

- 14.79 - 14.43 - 14.07 - 15.15 -20.64 0.35 - 19.87 - 19.52 - 19.26 - 18.91 -20.22 

-14.30 - 13.96 - 13.62 -14.64 -20.79 0.37 - 19.60 -19.23 -19.02 - 18.65 -19.97 

- 14.33 - 13.93 - 13.53 - 14.73 -20.73 0.57 - 19.69 - 19.12 - 18.84 - 18.27 -20.26 

-11.55 -11.19 -10.83 -11.91 -18.09 0.36 -16.12 -15.76 -15.50 -15.14 -16.48 
- 13.36 - 13.01 - 12.66 X - 18.17 0.36 - 18.39 - 18.03 - 18.02 - 17.66 X 

-25.94 0.49 -22.90 -22.41 -21.92 -23.39 -32.68 1.07 -29.23 -28.16 -27.55 -26.49 -30.30 

-26.27 0.33 -22.48 -22.15 -21.82 -22.81 -33.07 0.33 -29.02 -28.69 -27.95 -27.62 -29.35 

-24.01 0.61 -21.50 -20.89 -20.28 -22.11 -30.65 0.61 -26.54 -25.93 -25.30 -24.59 -27.15 

-43.97 1.44 -37.79 -36.35 -34.91 -39.23 -64.12 2.48 -42.28 -39.80 -39.24 -36.76 -44.76 

-35.18 1.14 -33.48 -32.34 -31.20 -34.62 -43.17 2.29 -42.81 -40.52 -39.83 -37.54 -45.10 

-33.08 0.50 -27.27 -26.77 -26.27 -27.77 -40.42 1.12 -35.29 -34.17 -33.84 -32.72 -36.41 

-32.81 1.10 -27.84 -26.74 -25.64 -28.94 -39.83 1.18 -35.24 -34.06 -32.88 -31.70 -36.42 

-30.17 1.15 -25.91 -24.76 -23.61 -27.06 -37.04 1.11 -34.61 -33.50 -31.96 -30.85 -35.72 

H, L, and I indicate calculated value too high, calculated value too low, and measured value included in calculated inequality range, 
respectively. X indicates that the _ ao range includes the calculated value. 

10. EFFECTS OF WEDGES, SPILLING BREAKERS, 
AND WHITECAPS 

10.1. Observations of Wedges, Spilling 
Breakers, and Whitecaps 

A two-scale Bragg-scattering model is inherently unable to 
account for various other features of actual wind-generated 
waves, in particular those for the fully developed wind seas of 
this model. The wave number spectrum that has been used 
appeals to nonlinear considerations to justify its form both for 
the higher wave numbers in the gravity wave range as in (21) 
and for physical mechanisms that limit the form of the spec- 
trum in the gravity-capillary range as in (11b). For the gravity 
wave range, those features that are not modeled have to do 
with the details of how the higher gravity waves in a wind- 
generated sea actually break and, in so doing, produce surface 
disturbances with scattering properties that may be quite dif- 
ferent from those of tilted Bragg-scattering waves. 

The mathematical description of a breaking event is an in- 
tractable problem, although some progress for the simplified 
conditions of one horizontal dimension, height, and time has 
been made [Longuet-Higgins, 1982; Longuet-Higgins and Co- 
kelet, 1976]. The short-crested problem for two horizontal di- 
mensions, height, and time has not yet been solved. 

A description of breaking events from an observational 

point of view is, however, possible. When gravity waves are 
observed, especially from an aircraft, they can be seen to form 
a pattern of groups of relatively high waves such that the crest 
to trough heights are high in the middle of a group and taper 
off in directions both parallel to and normal to the crests of 
the waves. The groups of waves advance as groups at about 
one-half the speed of the individual waves in the groups. The 
group propagation directions are distributed about the wind 
direction. There are always isolated highest waves somewhere 
near the center of such groups of waves. Among these ran- 
domly scattered wave groups, there will be areas of less well 
defined lower waves and even areas that are relatively flat, 
which may contain waves of shorter apparent wavelengths. 
Individual groups of waves can disappear if followed long 
enough, and new groups can form where none were identifia- 
ble previously. The geometrical properties of wavy surfaces 
based on a linear wave model have been studied extensively 
[Longuet-Higgins and Cartwright, 1956; Longuet-Higgins, 
1957, 1958a, 1958b, 1959, 1960a, b, c]. 

Waves within a group of waves will move through the 
group, forming at the rear of a group, growing in height as 
they advance through the group to some maximum height, 
and then decreasing in height as they outspeed the group. A 
particular wave may then perhaps lose its identity in a rela- 
tively flat area, or it may catch up to a new group and appear 
to follow the sequence described previously. 
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4-2aøE with Calculated Backscatter in Decibels for U for Horizontal Polarization 

Downwind 

Calcu- Measured 
lated 

ao aOE ao _ aOE ao ao + aOE 

a ø + aøE a ø + 2aøE 

Measured Versus Measured Versus 
Calculated Count Calculated Count 

+_ 2aøE UP CR DN I L H UP CR DN I L H 

- 1.95 0.28 - 1.65 - 1.37 - 1.09 - 1.93 

- 1.40 0.24 -0.87 -0.63 -0.39 - 1.11 
-0.07 0.31 0.17 0.48 0.79 -0.14 

0.10 0.55 0.11 0.66 1.21 -0.44 

- 13.76 1.37 - 15.00 - 13.63 - 12.26 

- 26.84 0.72 - 28.06 - 27.34 - 26.62 

- 23.73 0.41 - 22.72 - 22.31 - 21.90 
-21.76 0.77 -23.44 -22.67 -21.90 
- 19.66 0.43 -20.44 -20.01 - 19.58 

- 18.93 0.80 - 18.64 - 17.84 - 17.04 
- 16.70 0.37 - 16.91 - 16.54 - 16.17 
- 16.84 0.38 - 16.22 - 15.84 - 15.46 
- 16.83 0.39 - 16.46 - 16.07 - 15.68 
- 14.89 0.36 - 13.66 - 13.30 - 12.94 

- 15.03 0.34 -- 13.78 - 13.44 - 13.10 

- 27.90 0.56 - 26.16 - 25.60 - 25.04 
- 28.25 0.68 -- 26.29 - 25.61 -- 24.93 

- 26.34 0.55 - 25.06 - 24.51 - 23.96 

-45.27 2.66 -42.25 - 39.59 - 36.93 

- 36.73 1.47 - 37.06 - 35.59 - 34.12 

- 34.78 1.12 - 29.81 - 28.69 - 27.57 
- 34.76 1.14 - 32.34 - 31.20 - 30.06 

-32.41 1.21 -30.59 -29.38 --28.17 

X 

-23.13 

-21.13 

X 

- 19.44 

X 

- 16.60 

- 16.85 

- 14.02 

-14.12 

-26.72 

- 26.97 

-25.61 

-44.91 

X 

- 30.93 

- 33.48 

- 31.80 

I L L 1 2 I L L 1 2 

L I L 1 2 L I L 1 2 

I H L 1 1 1 I H I 2 1 
L H L 2 1 I H I 2 1 

I L I 2 1 I L I 2 1 

L L I 1 2 L L I 1 2 
L L L 3 L L L 3 
I I H 2 1 I I I 3 

L I I 2 1 I I I 3 

L L L 3 L L I 1 2 
L L I 1 2 I L I 2 1 
L L L 3 L L L 3 

L L L 3 L L I 1 2 

L L L 3 L L L 3 

I I L 2 1 I I L 2 1 

L L L 3 L L L 3 

L L L 3 L L L 3 

L L L 3 L L L 3 

L L L 3 L L L 3 

L L I 1 2 L I I 2 1 

L L L 3 L L L 3 
L L L 3 L L L 3 
L L L 3 L L L 3 

5 4 5 8 5 10 
18 17 17 15 16 13 

2 1 2 

14 52 3 23 44 2 

Some of the waves that advance through these wave groups 
attain crest to trough heights that make them hy- 
drodynamically unstable. The first indication of this is the 
formation of a wedge with a sharp turn at the crest enclosing 
an interior volume of water locally by two planes at an angle 
of about 120 ø . In random waves this interior angle could be 
considerably less than 120 ø , but the value of 120 ø was deter- 
mined by Michell [1893] for periodic long-crested deepwater 
waves. Although some waves may produce this wedge, travel 
on, and not break, the usual sequence of events is that a 
spilling breaker begins to form. If the wave continues to try to 
increase in height, the spilling breaker continues to be formed, 
and wedges form to each side along the crest which then make 
the spilling breaker even wider. As the individual wave contin- 
ues onward through the group, it decreases in height, hy- 
drodynamic stability is restored, and the generation of the 
spilling breaker ceases. 

A source of the water in the spilling breaker is at the crest of 
the wave. This water no longer satisfies the set of hy- 
drodynamic equations that are used to describe wave motion 
because it is a shearing turbulent motion and must have con- 
siderable vorticity. This water falls, or slides, or moves, down 
the downwave side of the advancing wave crest, and as it does 
so, air is mixed with it to form bubbles, and water from the 
wave below is entrained to increase the volume of water plus 
air in the breaker. The air bubbles make the breakers appear 

white, so that other names for them are "white horses" and 
"whitecaps." 

Models for spilling breakers have been developed by 
Longuet-Higgins and Turner [1974] and Banner [1985]. An 
important feature of these models is that there is a leading 
edge of the spilling breaker, which behaves like a bore or a 
local hydraulic jump, on the downwave side. There is a sharp 
angle, of perhaps as much as 270 ø, containing a mixture of air 
and water, with the remaining part consisting of air. This toe 
of the spilling breaker in a two-dimensional analysis may have 
some of the properties of the corner reflectors used in the 
study of synthetic aperture radar (SAR) images for calibration 
purposes. 

The entrained air bubbles are left behind as the nonbreak- 

ing wave advances and gradually rise to and break through 
the surface. The whitecap thus persists for some time after the 
mechanism that created it has ceased. Examples of whitecap 
coverage are shown by Neumann and Pierson [1966]. 

Figure 27 is a schematic drawing with the vertical scale 
exaggerated. It shows a section through a wave group in the 
upwind/downwind direction as the wave on the left at t = t o 
increases in height from t o to t o + z until it forms a wedge at 
t o + 2z that develops into a spilling breaker at t o + 3z. It then 
travels on, decreasing in height and leaving the foam patch 
behind. 

There are probably also plunging breakers on the open sea 
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Fig. 25. Aspect angle (or azimuth) dependence of vertically and 
horizontally polarized backscatter from the model for [7- 1, t• and 
•7 + 1 with • equal to 5.5 and 7.5 m s- • for an incidence angle near 
40 ø compared to bin-averaged backscatter values with some confi- 
dence intervals shown. 

similar to those modeled by Longuet-Higgins and Cokelet 
[1976]. They could produce specular backscatter slopes for 
any incidence angle just before breaking. However, spilling 
breakers as described above greatly outnumber the plunging 
breakers and may well be one of the dominant effects to be 
considered in the study of backscatter from a wind generated 
sea. 

Monaban and O'Muircheartaigh [1980, 1981, 1986] have 
studied the properties of whitecaps including the fraction of 
the sea surface covered by whitecaps. The most recent report, 
though directed toward applications to passive remote sens- 
ing, [Monahan and O'Muircheartaigh, 1986], contains many 
results that parallel the results of Kahma and Donelan [1987-] 
and properties of the wave spectral model derived above. 

A wind speed at 10 m is defined by them to be the velocity 
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Fig. 26. Calculated backscatter for vertical polarization versus 
AAFE RADSCAT data for the conditions shown. 

U• when the whitecap coverage, defined in a standardized 
way, equals 0.1%. The value of U• is a function of the air/wa- 
ter temperature difference, the wind at 10 m, and the water 
temperature. For neutral stratification, U• is nearly 3.4 m s- • 
for 0øC water and about 2.7 m s -• for 30øC water. For a 
stably stratified atmosphere, for perhaps some constant water 
temperature, the wind at 10 m must be about 7.5 m s- • for 
0.1% whitecap coverage if the water is 8øC colder than the air. 
If the water is 4øC warmer than the air, a wind of slightly 
more than 2 m s- • is needed. Were the data stratified in terms 
of the effective neutral wind by means of Monin-Obukhov 
theory, the effect of water temperature could be more clearly 
isolated. 

The number of wedges and active spilling breakers in a 
wind sea at some instant of time is in some way related to the 
fraction of whitecap coverage, but since larger whitecaps last 
longer, the relation may not be a simple one. The fraction of 
the sea surface covered by whitecaps, which can be as high as 
0.20 for 20 m s- • winds, has been represented by a power law. 

That whitecap coverage of the sea surface can be solely a 

Z• Wl ND • t: to 
Z • t: to+r aWL •N • • • 

•,..•____ •%"%•_ t: to+2* MWL •//'- • ••• 

Z 0 •"• t = t_+4r 

MWL • 

Fig. 27. Schematic diagram, with the vertical scale exaggerated, 
through the center line of a group of waves. As the wave on the left at 
the top advances from t = t o to t = t o + •, it steepens and forms a 
sharp wedge (labeled W) at t = t o + 2•. This is followed for a short 
while by a spilling breaker (B), with a hydraulic jump (J) at the toe of 
the breaker, as at t = t o + 3•. As the wave decreases in height on 
progressing through the group, the breaking action ceases and a foam 
patch (F) and water drops (D) are left behind. 
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Fig. •8. Reported wave heights, interpreted as significant wave 
heights, for the wind speeds during the circle flights of the primary 
and supplementary data sets, coded by incidence angle and location. 

function of the above parameters seems to be a doubtful hy- 
pothesis. The most direct counterexample is the probable fetch 
dependence. A constant offshore wind for a simple coastal 
geometry, constant air-sea temperature difference, and con- 
stant water temperature would generate waves that would in- 
crease in height as a function of fetch. The number and size of 
the whitecaps would thus be a function of fetch as well as a 
function of the other variables if such measurements were re- 

peated for different winds, air/sea temperature differences, and 
water temperatures. 

The whitecap production index developed by Cardone 
[1969] has been extended by Monahan [1971, 1986] to de- 
scribe the rate of whitecap area formation, and the effect of 
fetch has been studied [Monahan and Monahan, 1985]. These 
results may be extendable to allow the calculation of the ef- 
fects of wedges and breakers on backscatter. 

10.2. Wave Height Versus Wind Speed 
for the Circle Flight Data 

The slopes that enter into the calculation of Bragg back- 
scatter are from the high-wave number part of the spectrum. 
Whether or not the seas are fully developed for the wind at 
19.5 m is not very critical (see section 5.5). On the other hand, 
for wedges, spilling breakers, and whitecaps, whether or not 
the seas have reached full development and are in equilibrium 
with the local wind is important. Missions with the primary 
objective of measuring backscatter as a function of wind speed 
may not pay sufficient attention to the question of stage of 
development of the wave field. 

It is difficult to find conditions that correspond to an equi- 
librium between the wind and the waves for sufficiently long 
fetches, wind durations, and high winds. This is illustrated by 
Moskowitz J-1964], who searched the wind fields associated 
with 460 spectral estimates before it was possible to find 54 
spectral estimates that would correspond to fully developed 
seas. 

Figure 28 shows the significant wave heights as a function 
of the wind speed as reported for 23 of the 24 primary data 
sets and for 13 of the 29 supplementary data sets. Many of the 
reported heights are visual estimates in 0.5-m steps, which are 

not very reliable. Swell cannot always be distinguished from a 
wind sea by visual observations, but if swell was reported it is 
shown by an arrow pointing to its value originating from the 
coded point. The points are coded by incidence angle starting 
at the top of Table 2 and continuing to Table 3. As the inci- 
dence angle was varied for a particular mission and flight, the 
wave height and wind speed were often reported as un- 
changed. For such points, both the higher incidence angles 
and the incidence angles for the supplementary data set are 
shown near the point as coded for the first occurrence in the 
tables. Also, the location of the measurements is shown as 
c6ded. The highest waves at PISA were 2.7 m for a 9.5 m s-• 
wind from 230 ø . 

The waves are not a monotonically increasing function of 
wind speed. Also shown is the significant height for the fully 
developed spectrum used in the backscatter model. The signifi- 
cant wave heights are about 20% higher for this model than 
those of Pierson and Moskowitz [1964]. The backscatter 
values flagged with an asterisk in Tables 6 and 12 are gener- 
ally those that are associated with a decrease in reported wave 
height for increasing wind speed. The most striking example is 
for the two circle flights for incidence angles of 38.7 ø and 39.1 ø 
for 19.4 and 20 m s-•. The wave height for the 19.4 m s-• 
wind was about 5 to 5.5 m, whereas for the 20 m s- x wind it 
was about 3 m. The backscatter for the 19.4 m s- x wind was 

1.33 and 1.71 dB higher at upwind and cross wind for vertical 
polarization and 1.82, 2.52, and 0.14 dB higher for upwind, 
cross wind, and downwind, respectively, for horizontal polar- 
ization compared with the 20 m s -• wind. Since the area 
under the variance spectrum varies as the square of the wave 
height, a factor of about 4 is involved, and consequently the 
effects of tilt are considerably greater at the lower of these two 
wind speeds. 

Waves in the North Sea measured at PISA exceeded the 

heights for fully developed seas, from the available reports, for 
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Fig. 29. Measured ratio in decibels of horizontally polarized to 
vertically polarized backscatter (abscissa) versus calculated values (or- 
dinate) for upwind and downwind for various incidence angles as 
coded on the figure. 
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TABLE 16. Estimated Values for at ø, aw ø, and aj ø for 0 = 68.1 ø and /.7 - 12.3 m s- x 

Horizontal Polarization Vertical Polarization 

UP CR DN UP CR DN 

aB o 0.524 0.104 0.334 8.63 2.07 6.80 
a r o 0.286 0.286 0.286 0.86 0.86 0.86 
aB ø + ar ø 0.810 0.390 0.620 9.49 2.93 7.66 
aw ø 0.36 0.36 1.34 1.34 
%0 + aro + aw o 1.17 0.98 10.83 9.00 
aj ø 0.95 1.87 
%0 + aro + aw o + %0 2.12 12.70 

Measured - aøE 1.64 0.299 0.583 10.54 2.02 7.70 
Measured 2.12 0.393 0.759 11.59 2.48 8.55 

Measured + aøE 2.73 0.676 0.986 12.73 3.39 9.48 

Values are in antilog form times 10 3. 

only three flights for winds of less than 10 m s-x. From 10 to 
14 m s-x, fetch limitations for many wind directions limit the 
wave height. The high waves off the west coast of the United 
States are the closest to full development. Westerly to north- 
westerly winds at Hotel and EB41 also imply fetch-limited 
seas. 

10.3. The Scattering of Electromagnetic 
Waves by Wedges 

The scattering of electromagnetic waves by wedges has been 
described theoretically by Lyzenga et al. [1983] and applied to 
the backscatter data of Guinard and Daley [1970]. They cite 
Kalmykov and Postovoytenko [1976] and Lewis and Olin 
[1980], who suggest that wedges enhance backscatter at high 
incidence angles, the former for horizontal and the latter for 
vertical polarization. Kwoh and Lake [1984] have merged 
theory and observations in a study made in an experimental 
wave tank. For the experimental part, waves were generated in 
a wave tank in the complete absence of a wind that were steep 
enough and irregular enough to produce a wedge at the wave 
crest every so often. This wedge often generated parasitic ca- 
pillary waves [Longuet-Higgins, 1963] which were analyzed 
separately. 

The major thrust of the investigation was to study scatter- 
ing from wedges over the entire upper half plane for transmit- 
ted radar waves at X band (9.23 GHz) at 40 ø, 55 ø, and 67.7 ø 
incidence angles and backscatter from wedges at these same 
angles. The theory and the data agreed quite well for this 
aspect of the study. Measured backscatter from a wedge 
varied from --30 dB to --15 dB for horizontal polarization 
and from --20 to --7 dB for vertical polarization at 67.7 ø. 
Corresponding values were from -25 to -15 dB and -15 to 
-10 dB at 55 ø and from --25 to -5 dB and --14 to --1 dB 

at 40 ø . At 67.7 ø , the measured polarization ratio, that is, 
(crvvø/annø)aB, varied from 6 to 13 dB; at 55 ø it varied from 4 
to 7 dB, and at 40 ø, it varied from 1 to 7 dB. The values had 
considerable scatter but appeared to be concentrated near 8 
dB for 67.7 ø, 6 dB for 55 ø, and 2 to 3 dB for 40 ø. 

The variation from one measurement to the next is prob- 
ably related to the curvature at the wedge, with some wedges 
being sharper than others, and to variations in the interior 
angle about the theoretical value of 120 ø . Wedges on the crests 
of waves in a wind sea will depart from the wedges of this 
experiment in numerous ways. They will not be straight; the 
interior angle will probably increase from 120 ø , or so, to each 
side, and they may not be as sharply pointed. 

10.4. The Scattering of Electromagnetic 
Waves by Spilling Breakers 

Wetzel [1986] has treated numerous aspects of backscatter 
from the hydraulic jump at the toe of a spilling breaker with 
models for the breaker sections normal to the direction of 

wave travel based on the results of Longuet-Higgins and 
Turner [1974]. Both physical optics models independent of 
polarization and models dependent on polarization and scale 
are given. 

Wetzel's Figure 5 is a schematic drawing that shows the 
relative importance of wedge, spilling breaker, and rough sur- 
face plus spray models as a function of frequency. The concept 
that the backscatter from a breaker, and probably from a 
wedge, will be reduced by a roughness factor for scales com- 
parable to and smaller than the radar wavelength is intro- 
duced. The various effects probably overlap and contribute 
various proportions to the total as the wave number is varied. 
Wedges would be dominant at L band; both wedges and 
breakers would be important at C band; breakers and rough 
surfaces (plus spray) would be important at X and K u band. 
These possible effects vanish at K a band. 

Wetzel interprets his results very cautiously, and in a sense, 
this work can be considered a guide to avenues for future 
research and more detailed analysis. The "fugitive" nature of 
breakers (a characterization by Phillips) and the need for a 
morphology of an evolving breaker is emphasized so as to 
permit extending the backscatter theory in a more consistent 
way. 

In this work a breaker is treated as a single target so that 
the backscattering cross section of the target is computed. 
Several different ways of doing this all lead to a cross section 
of about 1 m 2. For scatterometry purposes, if there was one 
spilling breaker per, say, 10,000 m 2 of the incident wave front, 
the normalized backscattering cross section would be 
10-'•/cos 0 for the dimensionless quantity, a ø, as calculated in 
our model for the combined effects of specular and Bragg 
scattering. 

Banner and Fooks [1985] have used the concept of the arti- 
fice of steady motion [Lamb, 1932, chaper IX, article 250] to 
develop an experimental facility in which a spilling breaker 
can be produced that stands still in the wave flume and can be 
observed continuously along cross sections near the center line 
of the flume and normal to it. A steady moving current in 
what would be the upwind direction was produced in the 
flume, and a curved inclined plane at the entrance of the 
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TABLE 17. Estimated Effects of Bragg Scattering, Wedges, and Spilling Breakers on 

Polar- %0 o a ø - aøE Measured O'BB W 
0, U, iza- 

deg m s- 1 tion UP CR DN %0 awo %0 UP CR DN UP CR DN 

57.8 15 HH 2.55 0.54 1.62 0.90 0.45 2.24 6.14 1.44 2.97 5.13 1.20 2.40 

VV 17.58 4.35 13.90 2.21 0.22 0.99 21.0 6.56 16.33 19.31 6.56 16.33 
58.5 15.1 HH 2.36 0.49 1.50 0.95 0.45 2.24 6.10 1.44 2.90 5.65 1.25 2.35 

VV 17.02 4.15 13.43 2.25 0.50 0.99 21.06 6.70 16.48 19.31 6.70 12.97 
58.2 19.8 HH 3.97 0.86 2.32 1.36 0.32 2.50 8.15 2.22 4.00 7.08 2.22 3.12 

VV 23.6 5.93 17.58 .................. 22.91 9.02 14.29 
66.2 8.9 HH 0.303 0.0482 0.212 0.0405 0.0795 0.160 0.583 0.0887 0.332 0.449 0.052 0.197 

VV 5.43 1.009 4.52 0.040 0.20 0.13 5.80 1.049 4.76 4.75 0.493 4.01 
65.5 10.5 HH 0.492 0.0907 0.3326 0.2343 0.6311 0.743 2.10 0.325 1.198 1.87 0.296 1.044 

VV 7.50 1.64 6.14 0.66 3.20 1.74 13.10 2.30 10.00 10.88 1.81 9.95 
68.1 12.3 HH 0.524 0.104 0.334 0.286 0.36 0.95 2.12 0.390 0.98 1.64 0.279 0.583 

VV 8.63 2.07 6.80 0.86 1.34 1.87 12.70 2.93 9.00 10.54 2.02 7.70 
68.1 16.0 HH 0.962 0.198 0.575 0.436 0.49 1.96 3.85 0.635 1.50 2.56 0.346 0.870 

VV 12.44 3.04 9.31 1.01 1.50 3.92 18.87 4.05 11.82 12.08 3.33 7.66 

ß , . . o Bragg, breakers, and wedges; %w ø, breakers Notation is as follows %0, Bragg; ar ø turbulence aw ø, wedges; %0, hydraulic jumps %•w , 
and wedges. Values are in antilog form times 10 3 except last two backscatter ratios. An ellipsis means that the value cannot be calculated 
because Bragg at downwind exceeds measured values. 

working section produced a train of stationary gravity waves. 
An obstacle like an aircraft wing with a length of 96 mm and a 
chord of 21 mm was placed below the water so that one of 
these waves became unstable and resulting in a spilling break- 
er. They state that 

...adjustment of the depth and angle of inclination of the obsta- 
cle allowed fine-tuning of the degree of breaking, ranging from 
incipient to very strong: this latter condition, not studied here, 
had the appearance of a local hydraulic jump. The oroperties of 
the hydrodynamic disturbances under gentle breaking were in- 
vestigated in this study with the obstacle inclined just beyond the 
point for incipient breaking of the wave immediately down- 
stream. Two wavelengths, 0.20 and 0.33 m, were chosen as repre- 
sentative of small-scale breaking waves. At these scales little, if 
any, air entrainment or spray was present. 

Their Figure 2 shows the two cases that were studied. The 
higher breaker of the two shows a weak hydraulic jump with a 
curved forward edge and smooth water ahead of the breaker 
since there was no wind. There are undulations on the breaker 

part and also behind it, with very irregular forms that were 
investigated in terms of flows with vorticity. A relationship 
between wave number and frequency for the turbulent undu- 
lations on the breaker was found for the strongly sheared flow 
produced by the opposing currents in the breaker and the 
wave below [Banner, 1985]. Backscatter measurements were 
made at incidence angles of 50 ø, 30 ø, and 10 ø in what would 
correspond to the upwind direction for moving waves for 
10-cm portions of the breaker along the long axis of the work- 
ing section. The appearance of the turbulence undulations 
behind the breaker jump suggests that cross-wind backscatter 
would have been as strong as that measured in the upwind 
direction if such measurements had been made. 

The backscattered power at X band (9.23 GHz) that was 
measured depended on the location of the entire 10-cm area 
that was sampled, and thus the contribution of the toe of the 
breaker was not isolated from the turbulent undulations near 

it. Had a more intense spilling breaker as described in the 
above quotation been investigated, the effects of the toe of the 
breaker, or of the hydraulic jump, might have been much 
more pronounced. The backscattered power reached a peak 
somewhere in the vicinity of the toe of the breaker. Vertically 

polarized backscatter was up to 3 dB stronger than horizon- 
tally polarized backscatter. 

10.5. Modifications of the Two-Scale 
Bragg-Scattering Model to Account 
for Wedges and Spilling Breakers 

The horizontally polarized backscatter values from the 
model are much lower than the measured values. To empha- 
sise that the effect is dominantly for discrepancies for horizon- 
tal polarization, the inverse of the polarization ratio is shown 
in Figure 29 as values of (annø/avvø)aB for upwind and down- 
wind. All but two of the points fall below the line of perfect 
agreement. The discrepancies for incidence angles near 40 ø 
amount to 1 or 2 dB, those near 50 ø amount to 2 or 3 dB, and 
those near 67 ø amount to 3 or 4 dB. For high incidence angles 
and high winds the model is biased low for both vertical and 
horizontal polarization. For an error of 3 dB there need to be 
additional effects equal in importance to the effects already 
considered in the two-scale model. It was found in section 8.1 

that specular backscatter at times exceeded the Bragg back- 
scatter for a 20 ø incidence angle. When the two effects were 
equal, the combined effect was thus 3 dB higher than either 
one alone. From the differences shown in the various tables 

and figures, these effects, assumed to be due to wedges and 
breakers, need to be greater than those for Bragg scattering 
alone for horizontal polarization. 

A model for the effects of wedges and spilling breakers is 
needed. As a working hypothesis we offer the following. In 
antilog form, for either polarization and omitting subscripts 
for polarization, let the cross-wind CR, downwind DN and 
upwind UP backscatter be defined by 

o o (64) O'CR --- O-B 0 -•- O' T 

O'DN 0 '-- O'B 0 -3- O'T 0 -3- O'W 0 (65) 

auvo = %0 + aT o + awo + %0 (66) 

where %0 is the result from the two-scale Bragg model. 
It is assumed that the turbulent undulations on the spilling 

breaker are isotropic as represented by aT ø and return the 
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Horizontally and Vertically Polarized Backscatter for Incidence Angles Near 58 ø and 67 ø 

a ø Measured a ø + aøE Measured (aawø/aaø)aB 

UP CR DN UP CR DN UP CR DN 

(O'vvO/O ' HH O)dB Wave 
Height, 

T W J m 

5.74 1.53 2.75 6.42 2.24 3.13 1.5 2.2 --0.8 
21.00 6.78 15.80 22.80 7.96 16.33 --7.1 --2.9 --7.6 

6.10 1.35 2.75 6.58 1.73 3.21 2.0 2.9 --0.3 
21.00 7.21 14.62 24.21 8.28 16.48 --6.2 --2.1 --6.4 

8.15 2.95 3.54 9.38 3.47 4.01 0.2 2.0 -- 1.4 
24.89 9.51 15.63 27.04 10.89 17.10 ......... 

0.583 0.0887 0.276 0.759 0.1262 0.387 --0.03 --0.08 -- 2.5 
5.26 0.641 4.93 5.82 0.834 6.07 -- 11.7 -- 1.4 -- 12.74 
2.10 0.383 1.352 2.36 0.535 1.750 5.1 4.1 5.6 

11.93 1.83 11.04 13.15 2.37 12.24 -- 1.3 --4.0 --2.0 
2.12 0.393 0.759 2.73 0.676 0.986 4.8 4.4 2.9 

11.59 2.48 8.55 12.73 3.39 9.48 - 3.3 - 3.8 - 5.0 
3.34 0.447 1.15 4.35 0.882 1.52 4.8 3.4 2.1 

15.78 4.05 10.12 20.60 5.49 13.36 -2.9 -4.8 -5.7 

3.9 -3.1 3.5 2.5 

4.3 0.5 3.5 3 

0.0 4.0 --0.9 1.1 

4.5 7.1 3.7 1.8 

4.8 5.7 2.9 1.5 

3.6 4.9 3.0 6.0 

same incoherent amount to the radar for all aspect angles. 
Backscatter from wedges, aw ø, is assumed to be dominantly 
incoherent in either the upwind or downwind direction with 
no important contribution to cross wind. The aspect angle 
spread to each side of upwind and cross wind would have to 
be a subject of further research. Finally, the effect of the hy- 
draulic jump at the toe of the spilling breaker, asø, can only be 
seen by the radar from geometrical considerations when the 
radar is looking upwind. The dependence on aspect angle near 
upwind would need to be the subject of further research. 

A full theory for the effects of wedges and spilling breakers 
would have to start with values for the number; dimensions, 
including the sharpness of the angles at the wedge; and three- 
dimensional orientation of the wedges in a given seaway. 
Their size would be a function of the radar wave number. The 

backscatter from this distribution of wedges would then have 
to be combined incoherently to obtain the amount contrib- 
uted to the values of a ø for each polarization. The measure- 
ments made so far under idealized laboratory conditions are 
insufficient for detailed calculations. There are no theoretical 

results for backscatter from the hydraulic jumps at the toes of 
spilling breakers. These are also actually moving and changing 
three-dimensional structures with a large variety of possible 
shapes. When the breaker action ceases, the undulations on 

the turbulent patch of water are left behind and may persist 
first at the crest of the no-longer-breaking wave and then on 
the upwind side. 

In Table 16 the values of ar ø, aw ø, and rrj 0 starting with the 
values for a• ø are calculated according to a simple set of rules. 
The values from the Bragg model for the wind speed data 
under analysis are in the first row. The last three rows give the 
measured values and those for minus one error bound and 

plus one error bound as calculated from Tables 8 and 14. 
Values for ar ø, aw ø, and rrj 0 in accordance with (64) to (66) 
are then determined so that the appropriate totals will add to 
a value close to the measured value but within the error un- 

certainty of the measurement. Based on similar calculations 
for the other circle flights, an attempt was also made to have 
the various effects increase with increasing wind speed in a 
smooth way. Adding too much or too little to first the cross- 
wind value and then the downwind value may use up too 
much or too little of the available amounts so that upwind 

becomes unrealistic. The sums that result are thus not always 
exactly at the measured values for this reason. 

Table 17 shows the results of similar calculations for the 58 ø 

and 67 ø incidence angle data. The calculations did not yield 
and results for vertical polarization for the 58.2 ø incidence 
angle, 19.8 m s -• wind because the values that would be 
needed are far outside of the +aøE bounds. This result is 

again an example of wave conditions where the waves are not 
high enough to correspond to the assumptions of the Bragg 
model. Also, the value 1.049 used for cross wind for the 66.2 ø, 
8.9 m s- • data is outside the +aøE bound but within the 

+ 2aøE bound. 

The values in this table are in general agreement with the 
present understanding of the increasing nonlinearity of wind 
waves with increasing height and wind speed. For horizontal 
polarization 66.2 ø, 8.9 m s- x the effects are relatively small, as 
is shown by the column headed (a•wø/a•ø)a •. This quantity is 
the ratio of the sum of ar ø, aw ø, and rrj 0 to the value of a• ø. If 
it is near zero in decibels, the combined effect of breakers and 
wedges is the same as the contribution from Bragg scattering. 
For this circle flight, for horizontal polarization, breakers and 
wedges are only as important as Bragg scattering. 

As the wind increases for the data with incidence angles 
near 67 ø, the effect of wedges and breakers is more important 

4 crøx I0 $ 
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Wedge 

I Turbulence H Pol Wedge 
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Fig. 30. Estimated contributions to the total backscatter from 
turbulent undulations on spilling breakers, hydraulic jumps at the 
toes of spilling breakers, and wedges for horizontal and vertical polar- 
ization at incidence angles near 67 ø . 
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TABLE 18. Estimated Effects of Bragg Scattering, Wedges, and Spilling Breakers on 

Polar- %o o a ø aøE Measured GBB W -- 

0, U, iza- 
deg m s • tion UP CR DN ar ø aw ø UP CR DN UP CR DN - G. jO 

40.4 11.3 HH 15.56 3.50 10.81 0.17 0.04 1.93 17.70 3.69 11.02 16.40 2.79 9.036 
40.8 12.8 HH 18.97 4.09 12.79 1.70 1.95 4.35 26.97 5.79 16.44 24.95 5.10 13.68 
39.1 15.0 HH 32.21 8.63 21.38 1.67 1.10 2.52 37.61 10.30 24.15 33.19 10.30 20.37 
39.4 15.2 HH 31.33 8.34 20.70 3.60 3.70 4.37 43.00 11.94 28.00 37.15 10.96 23.87 
39.7 15.7 HH 31.62 8.45 20.75 3.04 3.25 6.39 44.30 11.49 27.04 36.89 10.74 22.59 
38.7 19.4 HH 50.47 15.52 32.43 9.96 6.40 9.20 76.03 25.48 48.79 69.98 24.43 43.05 
38.7 19.4 VV 100.23 30.20 73.11 8.52 6.07 6.80 121.62 46.13 87.70 120.09 38.72 76.03 

Notation is as follows: %0, Bragg' ar ø, turbulence; aw ø, wedges' as ø, hydraulic jumps; aB•w ø, Bragg, breakers, and wedges; a•w ø, breakers 
and wedges. Values are in antilog form times 103 except last two backscatter ratios. Swell is given in parentheses. 

than Bragg scattering by a factor of 2 or 3 for horizontal 
polarization. The effect of wedges and breakers is less impor- 
tant than Bragg scattering by a factor of 2 or 3 for vertical 
polarization. 

Nevertheless, backscatter from wedges and breakers is 
greater for vertical polarization than for horizontal polariza- 
tion, as is shown by the column (avvø/annø)a B for the effect of 
turbulence T, wedges W, and hydraulic jumps J for the three 
highest winds in the 67 ø incidence angle group. The polariza- 
tion ratios for wedges are 7.1, 5.7, and 4.9 dB, and those for 
hydraulic jumps are 3.7, 2.9, and 3.0 dB. One would not expect 
the nearly perfect wedges of the Kwoh and Lake [1984] experi- 
ment, so that these ratios are somewhat lower than their ex- 
perimental results. The hydraulic jump values are close to 
those reported by Banner and Fooks [1985]. 

Although these effects are relatively small for vertical polar- 
ization, they remove much of the bias found in Table 7, since 
four of the 67 ø circle flights for vertical polarization would be 
essentially within +_ aøE of the measured values. 

For Table 17, the nine values that can be compared give the 
result for horizontal polarization at incidence angles near 58 ø 
that the Bragg model is biased low by -3.80 dB, with an rms 
variability of 4.07 dB and a standard deviation of 1.53 dB 
relative to the measured values. The estimated effects of break- 

ers and wedges yield an overall bias of -0.13 dB, an rms 
variability of 0.61 dB, and a standard deviation of 0.63 dB. 
For the six values for vertical polarization, the corresponding 
values are -1.17, 1.47, and 0.96 dB for the Bragg values and 
0.03 dB (bias), 0.38 dB (rms), and 0.42 dB (standard deviation) 
when the effects of breakers and wedges are included. At 67 ø , 
for the 12 values that can be compared for horizontal polar- 
ization, the values are -4.7 dB (bias), 5.02 dB (rms), and 1.85 
dB (standard deviation) when the Bragg model is compared 
with the measured values. When wedges and breakers are in- 
cluded as in a•w ø, the corresponding values are +0.02, 0.76, 
and 0.79 dB. Similarly, for vertical polarization, they are 
-0.78 dB (bias), 1.34 dB (rms), and 1.14 dB (standard devi- 
ation) for Bragg versus measured and +0.47, 0.81, and 0.64 
dB with wedges and breakers included. 

One might object to the above results, since values for the 
effect of breakers and wedges have merely been added to the 
Bragg values to get values close to the observed values, but 
the results of this simple calculation correlate well with lab- 
oratory measurements, confirm the suggestion of Lyzenga et 
al. [1983], and reinforce the conclusions of both Kalmykov 
and Postovoytenko [1976] and Lewis and Olin [1980]. At high 
incidence angles of 58 ø to 67 ø , these effects are important. 

The values from Table 17 for vertical polarization at an 

incidence angle of 67 ø and for a o which represent the nor- J , 

malized backscattering cross section from the spilling breakers 
in a wind sea looking upwind, can be combined with the 
results of Wetzel [1986], who estimated the cross section from 
a single breaker as an isolated target to be 1 m e. For example, 
for a wind speed of 8.9 m s-•, a j ø is 1.3 x 10 -'• and the 
reciprocal is 7692. Thus one spilling breaker for each 7692 m 2 
of the radar wave front would be needed. Projected onto the 
sea surface for this incidence angle, the area involved would be 
19,686 m 2. For an area 140 m by 140 m, one active spilling 
breaker with dimensions appropriate to K u band with a cross 
section of 1 m 2 would result. For the 10.5, 12.3, and 16 m s- • 
winds of the table, there would need to be one spilling breaker 
for a square area 38 by 38 m, 49 by 49 m, and 25 by 25 m, 
respectively. From Table 2, the area under the gravity wave 
spectrum for the 10.5 m s- • wind was about 40% greater than 
that under the spectrum for the 12.3 m s- • wind. There may 
well have been more breakers and wedges when the wind was 
10.5m s -•. 

Figure 30 is a graph of the values of ar ø, aw ø, and aj ø in 
Table 17 for incidence angles near 67 ø . The amounts to be 
added to the Bragg backscatter values are substantial, es- 
pecially for horizontal polarization relative to the Bragg 
values. Except for large values for the 10.5 m s- • wind, the 
values increase with increasing wind speed. 

These values seem to be reasonable, but at present there is 
no way to check them. One possible way to gain an under- 
standing of these effects is suggested in section 11.5. 

The same calculations were done for wind speeds of 11.3 m 
s-• and greater for incidence angles near 40 ø, as in Table 18. 
For this incidence angle, the polarization ratio is only about 2 
to 3 dB according to Kwoh and Lake. No effect of breakers 
and wedges for vertical polarization could be found except for 
the highest waves for 19.4 m s-• winds. Even for horizontal 
polarization, the effect of breakers and wedges was much less 
than the Bragg values as shown in the column for (aawø/ 
aaø)dB, where wave height and wind speed each have an effect. 
These relatively small effects for breakers and wedges are suf- 
ficient to bring about an agreement between the aaaw ø and 
the a ø measured values within __. aøE. 

From Table 18, for horizontal polarization for incidence 
angles near 40 ø for 18 values, the Bragg model was biased low 
by -1.49 dB, with an rms value of 1.91 dB and a standard 
deviation of 1.84 dB. The estimated effects of breakers and 

wedges resulted in a bias of -0.15 dB, an rms variability of 
0.66 dB, and a standard deviation of 0.66 dB. 

Figure 31 shows the values of ar ø, aw ø, and aj ø for hori- 
zontal polarization for incidence angles near 40 ø . The erratic 
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Horizontally and Vertically Polarized Backscatter for Incidence Angles Near 40 ø 

a ø Measured a ø + aøE Measured (aBwø/%ø),m 

UP CR DN UP CR DN UP CR DN 

(avvø/a..ø)aB 

T W J 

Wave 

Height, 
rn 

17.70 4.55 9.98 19.10 8.11 11.02 --8.6 -- 13.1 -- 17.1 
26.97 6.49 16.44 29.17 7.67 19.77 - 3.7 - 3.8 -- 5.4 
36.06 11.85 22.18 39.17 12.85 24.15 --7.8 --7.1 --8.9 
40.17 11.94 26.06 43.45 13.64 28.44 -4.3 - 3.6 --4.5 
40.46 12.25 24.72 44.36 13.06 27.04 --4.0 --4.4 -- 5.2 
76.03 26.53 46.77 82.60 30.62 50.82 -- 3.0 -- 2.0 - 3.0 

111.42 42.27 81.66 121.62 46.13 87.70 --7.0 --3.7 --7.0 
0.7 --0.2 +1.3 

1.8 

1.5 

2.5(4.3) 
3.8(1.8) 
5.5/6.0 
5/5.5 
5/5.5 

behavior is partially explainable as an effect of the variations 
in wave height for the various wind speeds. Near 15.7 and 16.0 
m s- • for 67 ø is 0.5 x 10-3, and for 40 ø it is 3.2 x 10-3 , O'W 0 
for an increase of 8 dB, which is reasonable compared with the 
scatter in the data of Kwoh and Lake. Families of curves for 

ar ø, aw ø, and aj ø as functions of wind speed with wave height 
as a parameter could bc used to refine the predicted back- 
scatter values, given sufficient data. 

The various sources of scatter in the data for vertical polar- 
ization in terms of _ •øE and C _ 1 at an incidence angle of 
40 ø for winds above 11 m s-• and below 16 m s-• amount to 

values ranging from about -0.005 to +0.015 in antilog form 
as computed from Tables 6 and 8. Moreover, for wedges the 
polarization ratio is only 2 to 3 dB. The possible effects of 
breakers and wedges for this range of wind and wave con- 
ditions cannot bc detected in the vertical polarization data 
because of these sources of variability. Moreover, the data 
scatter above and below the theoretical curves because of 

these uncertainties. 

A polarization ratio close to 0 dB as suggested by the back- 
scatter values for the 19.4 m s- • wind in Table 18 would mean 

that the additional effect of breakers and wedges for vertical 
polarization at 40 ø incidence angle would have a smaller effect 
than at the higher incidence angles. Section 5.3 describes one 
of the other mechanisms for upwind/downwind backscatter 
differences that are complementary to these effects especially 
for lighter wind. 

The use of the same parameter defined in section 5.3, which 
accounts for upwind/downwind differences for vertical polar- 
ization and which was used to tune the model, does not ex- 
plain the much larger upwind/downwind difference for hori- 
zontal polarization, although it does yield somewhat larger 
differences for horizontal polarization compared with vertical 
polarization. Hydraulic jumps associated with spilling break- 
ers are an alternate possible explanation. 

10.6. A Synthesis 

Wright [1966] showed that backscattering from capillary 
waves in the absence of breaking waves and wedges followed 
the Bragg-scattering theory and was proportional to the 
square of the amplitude of the waves. Valenzuela [1978] has 
reviewed the methods for treating specular reflection. Kwoh 
and Lake [1984] showed that wedges produced backscatter in 
the absence of wind, Bragg waves, and breaking waves and 
that the results agreed with an appropriate theory. Banner and 
Fooks [1985] showed that spilling breakers produced back- 
scatter from the turbulent undulations originating on the spill- 

ing region and the toe of the breaker as opposed to wedges 
and wind-generated Bragg waves. 

The second point made by Kwoh and Lake [1984] in their 
conclusions with reference to possible objections to their study 
was that "The short gravity waves we have investigated are 
artificially devoid of high-frequency Bragg waves, which 
should be more prevalent on a natural wind-generated surface 
like the ocean, i.e. our investigation may be irrelevant to ocean 
scattering." To the contrary, the effect of wedges is one of the 
five effects that our study indicates need to be considered to 
explain radar backscatter for both vertical and horizontal po- 
larization over the full range of incidence angles from 20 ø to 
67 ø . 

Theoretical calculations by Wetzel •1986] provide a way to 
study breakers in term of electromagnetic theory. The rough- 
ness factor described by Wetzel •1986] can be used to im- 
prove wedge-scattering theory. 

By isolating each effect from the others, the five papers cited 
above have shown that each produces backscatter, and our 
analysis, with a two-scale viscosity-dependent Bragg- 
scattering model for a starting point, shows that specular re- 
flection especially for low winds cannot be neglected near an 
incidence angle of 20 ø and that the effects of wedges and spill- 
ing breakers (hydraulic jumps and turbulence) can provide the 
needed corrections to explain the biases in a Bragg. model for 
40 ø , 58 ø , and 67 ø incidence angles for horizontal polarization 
and for 58 ø and 67 ø incidence angles and high winds and 
waves at 40 ø for vertical polarization. No single effect is suf- 
ficient to explain the observed backscatter for the entire range 
of incidence angles of importance to remote sensing. 

11. Two-SCALE BRAGG MODEL RESULTS FOR 

L, C, X, AND K a BANDS 

11.1. Introduction 

In the preceding material it was shown that the two-scale 
Bragg-scattering model developed in sections 2 to 6 yielded 
results that agreed with the circle flight data for K,band quite 
well for incidence angles near 40 ø for vertical polarization 
even for a data set that did not correspond to the fully devel- 
oped seas of the model. For incidence angles near 20 ø , depar- 
tures from the model spectrum become important to account 
for specular reflection, and for higher incidence angles the 
contribution from wedges and breaking waves needs to be 
considered for both vertical and horizontal polarization. The 
contributions from wedges and breaking waves are, in essence, 
corrections to be added to the Bragg model, especially for 
vertical polarization since they are small relative to the Bragg 
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Fig. 31. Estimated contributions to the total backscatter for hori- 
zontal polarization from breakers and wedges at incidence angles 
near 40 ø . 

backscatter. For horizontal polarization, wedges and breakers 
are much more important and are probably the main expla- 
nation for the large upwind/downwind differences for horizon- 
tal polarization. 

11.2. General Results for L, C, X, and 
K a Bands 

The two-scale Bragg model was applied to calculate back- 
scatter for L, C, X, and K a band radars. In this section the 
results for upwind vertical polarization are described. Figures 
32, 33, and 34, and 35 are for these four different radar wave 

numbers. The parameters chosen for K u band were used 
throughout with e = 1 (section 5.3), F -40 (section 5.6), and 
the remaining values given in section 5.4. The figures should 
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Fig. 32. Vertically polarized backscatter for the two scale model 
for L band at upwind with log•o U(19.5) in meters per second on the 
abscissa and avv ø in decibels on the ordinate. The solid curves are for 
a water temperature of 30øC, and the dashed curves are for a water 
temperature of 0øC ß 0 is the incidence angle. The auxiliary scale is the 
wind speed at 19.5 m in meters per second. 

be compared not only with each other but also with Figure 9 
and with Figures 4 and 5. The values for the complex dielec- 
tric constants that were used are given in Table 19. 

An overview of Figures 32, 33, 34, 9, and 35 shows that 
backscatter varies by a greater amount with increasing radar 
wave number for wind speeds from 4 to 20 m s- • from L to 
K u band. For increasing radar wave number, the curves 
become less and less like a power law, and the effect of water 
temperature becomes more and more important. There is no 
indication of saturation at L band. C band saturates at such 

high winds that the predicted effect may never be verified. X 
band saturates at wind speeds somewhat greater than those 
for K u band. The effects of breakers and wedges for such high 
winds and high waves might cause the curves to continue to 
increase despite the decrease in the Bragg-scattering waves. 
This is especially so for horizontal polarization. 

The size of the wedges and breakers needed to produce 
backscatter varies as the radar wavelength. Kwoh and Lake 
[1984] used 15 radar wavelengths, --7.5/• e to +7.5/• e for their 
theoretical calculations at X band, so that the wedge was 
about 45 cm in width. In proportion, a wedge at L band 
would need to be about 352 cm wide, at C band it would have 

to be 85 cm wide, at K u band only 30 cm wide, and at K a 
band a mere 13 cm. The number of wedges will increase with 
increasing wave number, and the longer-wavelength radars 
will not respond to many of the smaller ones as wedges. Cor- 
respondingly larger spilling breakers will also be needed. If 
treated as a right angle at the hydraulic jump, the dimensions 
for each side might be comparable to one half of the lengths 
given above. Wedges and spilling breakers certainly occur in 
wind-generated waves with all of the above dimensions for 
high winds and high waves. 

The range of wind speeds for which the effects of wedges 
and spilling breakers would be relatively less important than 
Bragg scattering would increase with increasing radar wave- 
length. 

-5 

-IO 

-15 

o'•, (d b) Upwind 

-2O 

-25 
/ 

/ 

-30 
I I -- T: 30'½ 
It ------T:O*C 
ii 

-35 II 
I II 
Ii I 

-40 

Ii I 
Iii 

0 .I .2 .3 .4 .5 .6 .7 .8 .9 1.0 I.i 1.2 1.3 1.4 1.5 1.6 

.... •) ...... i,0 I I I• ......... I 2 4 5 6 7 8 9 12 141 18202428 3540 50 

C Band ko--I.IlO X=5.66cm 

Fig. 33. Same as Figure 32 except for C band. 
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11.3. L Band 

L band backscatter, for a two-scale model except for the 
sharp drop near 2 to 3 m s-• and at a 20 ø incidence angle, is 
fairly close to a power law. Not all of the curves for very light 
winds are graphed because the curves cross back and forth 
owing to the behavior of the critical wind speed shown in 
Figure 5. At a 40 ø incidence angle, a power law model for 
upwind would result in 

o _ 10(-1.405 + 0.58 log•o U(19.5)) (67) O'VV(dB) -- 

For the Seasat 1 SAR, L band data for swaths with inci- 
dence angles from 20 ø to 26% according to Thompson et al. 
r1983•, the wind speed power law is given by 0.5 +__ 0.1 with a 
very weak dependence on cos 2Z and no detectable depen- 
dence on cos Z. Specular backscatter has strange effects in this 
incidence angle range according to Figure 32, but the power 
law for winds above 4 m s- • is very little changed from 30 ø to 
70 ø incidence angles, whereas the level drops by 10 dB. Aspect 
angle calculations with the model also show this weak depen- 
dence on cos 2Z and little, if any, upwind/downwind difference 
for vertical polarization. 

11.4. C Band 

The effects of water temperature on C band according to 
the model as in Figure 33 are most pronounced for winds 
under 3 m s- •, but they should be detectable for winds up to 6 
or 7 m s-•. A power law fit for incidence angles of 40 ø and 
higher would do moderately well above 5 m s- • for winds to 
as high as those for which C band backscatter has been mea- 
sured to date. The power laws for C band have been found to 
be somewhat lower than those for K, band and higher than 
the 0.5 _ 0.1 power law for L band. There really is no power 
law for the full range of wind speeds, water temperatures, and 
wave development to be expected over the ocean. 

In the design of scatterometers, these results suggest that 
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aircraft data used to develop a model function will require 
conventional data on the spectra of the waves as well as accu- 
rate wind data. Some of the difficulties in obtaining accurate 
wind observations, especially near a coastline, have been de- 
scribed by R. Ezraty of the Institut de Recherche pour l'Ex- 
ploitation de la Mer, Centre de Brest, France (personal com- 
muncation, 1986), who leads a group responsible for in situ 
wind measurements for the European remote sensing satellite 
(ERS) 1 and C band aircraft measurements of backscatter. 
They find for example that the values for the standard devi- 
ations of 2-, 8.5-, and 30-min wind averages relative to a 
60-min average are about 50% greater than those calculated 
by Pierson [1983]. 

Since the variation of backscatter with wind speed is weaker 
than for X band and K, band, the backscatter will have to be 
measured more accurately to obtain comparable accuracy in 
wind recovery algorithms. On the other hand, high-wind 
speed saturation may be less of a problem. 

11.5. X Band 

For X band (Figure 34) the effect of water temperature is 
very important for winds under 5 m s-•. Water temperature 
can produce effects over a considerable range of wind speeds 
depending on incidence angle and can result in differences of 
about a meter per second for the same backscatter value for 
the higher incidence angles. 

Some interesting results might be obtained by comparing 
simultaneous wave images for vertical and horizontal polar- 
ization with both upwind and downwind passes for a real 
aperture radar at X or K, band. A color composite such as 
that of Ulaby et al. [1986] might reveal interesting features of 
the wave pattern, in particular the distribution of non-Bragg 
scatterers. 

11.6. K,• Band 

The strangest results of all from the two-scale model are 
those for K a band as shown in Figure 35. At a 70 ø incidence 
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TABLE 19. Frequencies, Wavelengths, and Dielectric Constants 
Used in Each Radar Band 

Wave Wave- 

Frequency, Number, length, Dielectric 
Band GHz cm- x cm Constant* 

L 1.275 0.267 23.50 72 -- i59.0 

C 5.3 1.110 5.66 60 - i36.0 

X 10.0 2.090 3.00 49 -- i35.5 

K u 13.9 2.911 2.16 39 -- i38.5 
(RADSCAT) 

K u 14.6 3.058 2.05 39 -- i38.5 
(SASS) 

K a 34.43 7.211 0.87 16- i24.5 

*Values taken from Saxton and Lane [1952] for seawater at 10øC. 

angle the Bragg wave would be 5 mm long. The combined 
effect of viscosity and a wind at 2.5 mm above the surface 
result in no Bragg backscatter for winds under 7 m s- • over 
30øC water and none for winds under 12 m s- • for 0øC water. 

The effect of a decreasing wind at small heights above the 
surface for an increasing wind at 10 m produces saturation for 
winds in the 16 to 24 m s- • range, and backscatter then 
decreases with increasing wind speed. The recovery at ex- 
tremely high winds is due to the contribution from specular 
reflection. Wedges with widths of 13 cm are probably quite 
frequent, but a sharp enough corner for them to be effective 
may not be possible for radar waves about 8.7 mm long be- 
cause of surface tension. Similarly, very small spilling breakers 
of the dimensions needed to produce additional backscatter 
may be rare. The entire question of backscatter from K a band 
is open. 

12. CONCLUDING REMARKS 

Over the last 2 decades, scatterometry has demonstrated its 
potential for providing remote oceanic winds for assimilation 
in large-scale oceanic and atmospheric models and for other 
uses such as wave forecasting. The connection between ob- 
served radar backscatter and surface wind has been based on 

empirical fits without recourse to theoretical arguments on the 
response of surface waves to the near-surface wind. This work 
is an attempt to fill that gap. 

A model for the response of waves in the gravity-capillary 
equilibrium region of the spectrum was proposed on the basis 
of a local (in wave number) balance between wind input and 
dissipation. The wind input function was constructed on the 
basis of laboratory observations of shortwave growth guided 
by field studies of longer waves. The dissipation function was 
developed from ideas of viscous dissipation and wave break- 
ing in response to local accelerations and modified by kin- 
ematic effects of phase and group velocity differences. The 
resulting equilibrium spectrum was appended to an observed 
fully developed spectral form, and the complete spectrum was 
integrated to yield upwind and cross-wind slope variances as 
functions of wind speed and cutoff wave number. These slope 
variances were used in a two-scale model to prescribe the 
distribution (Gaussian) of tilted patches of Bragg scatterers on 
the ocean surface and to determine the degree of specular 
reflection. 

At any given wave number the fully developed equilibrium 
spectrum depends only on the neutral equivalent wind speed 
and water temperature. At low wind speeds the wind input 
term may be insufficient to overcome temperature dependent 

viscous dissipation, and until a threshold wind speed is 
crossed, backscatter levels will be undetectable by present 
means from spacecraft. Since this threshold is water temper- 
ature dependent, failure to include viscosity effects would lead 
to a distribution of calm winds that is biased to areas of cold 

water and that depends on wavelength and hence radar fre- 
quency and incidence angle. Recent laboratory work in light 
winds validates the water temperature effects of the model. 

The empirical parameters that det4rmine the separation of 
scales between scattering waves and tilting waves, the modula- 
tion of the one by the other, and the rate of dissipation are 
tuned by comparison with the most accurate 24 runs of the 
very well documented radar scatterometer work of Schroeder 
et al. [1984]. Further comparisons with an additional 29 runs 
demonstrate the model's accuracy for vertically polarized 
backscatter. In general, when reported errors in the wind 
measurements and in the backscatter noise levels are con- 

sidered, the model shows excellent agreement with the data. 
The combination of low winds and low incidence angle some- 
times indicates that the model underpredicts, but these con- 
ditions are particularly susceptible to enhanced backscatter 
from swell propagating from elsewhere. 

One aspect of this model that is particularly important in 
the context of global remote anemometry is the saturation and 
eventual decay of Bragg-backscattered power at high wind 
speeds. This could lead to ambiguity in the estimation of high 
winds for high radar frequencies and incidence angles. It is 
demonstrated that scattering by wedges and breakers may 
become relatively important at high wind speeds and wave 
numbers and will tend to reduce the tendency of the back- 
scatter to saturate. This is particularly true of horizontally 
polarized backscatter, where these additional effects may 
dominate at high wind speeds. 

It was found that the corrections required to bring the 
model's backscatter at high wind speeds into agreement with 
the data showed general agreement with four independent the- 
oretical and laboratory studies both with regard to the wind 
speed dependence of the backscatter from wedges and break- 
ers and with their polarization ratios. 

It would seem that this approach to scatterometry modeling 
is fruitful and capable of good fidelity with observations in the 
ranges of wind speed, radar frequency, and incidence angle 
where specular and Bragg scattering dominate. Further devel- 
opment is needed to permit incorporation of backscatter due 
to wedges and breakers. 

Finally, the model is exercised at L, C, X, and K a bands to 
demonstrate the differences in wind speed and water temper- 
ature sensitivity. In subsequent research we will test the model 
against observations in these radar bands if such become 
available. By covering wide ranges of wave number and wind 
speed, we will be able to refine the model and perhaps, in so 
doing, improve our understanding of scatterometry and of the 
energy balance in the equilibrium ranges of spectra at various 
stages of development. 
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