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Abstract

Sheet flow corresponds to the high velocity regime when small bed ripples are washed out and sand is transported in a thin

layer close to the bed. Therefore, it is often assumed that sand transport in oscillatory sheet flow behaves quasi-steady: time-

dependent transport rates are assumed to be instantaneously related to the near-bed orbital velocity. However, new experimental

results show that even in sheet flow, phase lags between sediment concentration and near-bed velocity can become so large that

they lead to a reduction of the net (wave-averaged) transport rate. A phase lag parameter is defined, which shows that phase lags

become important for fine sand, high velocities and short wave periods. A semi-unsteady model is developed that includes the

effects of phase lags on the net transport rate. New experiments were carried out in a large oscillating water tunnel with three

different sands (D50 = 0.13, 0.21 and 0.32 mm) for a range of prototype, combined wave–current flow conditions. Measured net

transport rates were compared with predictions of a quasi-steady model and the new semi-unsteady model. This comparison

indicates that net transport rates are reduced if phase lags become important: the quasi-steady model overestimates the net

transport rates and the semi-unsteady model gives better agreement with the data. Time-dependent measurements of velocities

and concentrations show that the reduced net transport rates can indeed be explained by phase lag effects, because for tests with

smaller net transport rates than predicted by the quasi-steady model, considerable phase lags between velocities and

concentrations were observed, even inside the sheet flow layer. Verification of the semi-unsteady model against a larger data set

confirms the occurrence of phase lag effects in oscillatory sheet flow. Also for the larger data set the semi-unsteady model yields

better agreement with the data than the quasi-steady model. D 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Accurate predictions of cross-shore transport rates

are very important in coastal morphodynamics. Cross-

shore transport is mainly caused by the orbital motion

of short waves. When waves are high, bed shear

stresses due to near-bed orbital velocities become so

large (Shields parameter > 0.8–1.0) that ripples are
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washed out and the bed becomes flat again (sheet

flow). The large shear stresses are associated with

high transport rates. Therefore, sheet flow is an

important transport regime in cross-shore morphody-

namics.

Sheet flow has mainly been studied in laboratory

facilities, i.e. oscillating water tunnels, due to diffi-

culties of measuring close to the bed under severe

conditions in the field, e.g. Horikawa et al. (1982),

Sawamoto and Yamashita (1986), King (1991), Asano

(1992), Dibajnia and Watanabe (1992), Ribberink and

Al-Salem (1994, 1995), Li and Sawamoto (1995), and

Zala Flores and Sleath (1998).

Horikawa et al. (1982) were among the first to

measure details of oscillatory sheet flow, like the

inception of sheet flow, the thickness of the sheet

flow layer, time-dependent concentrations profiles

inside the sheet flow layer and resulting sediment

transport rates. They found that most of the transport

takes places inside the sheet flow layer which has a

thickness in the order of 10 mm. These observations

were confirmed by the full-scale experiments of

Ribberink and Al-Salem (1994). This led to the

assumption that sediment transport in oscillatory

sheet flow behaves quasi-steady, because if the

majority of the sand is transported in the thin sheet

flow layer a quick sediment response to the oscil-

latory flow can be expected. Ribberink and Al-Salem

(1995) found indeed that time-dependent concentra-

tions in the sheet flow layer were in phase with the

velocity. However, Horikawa et al. (1982) found

indications that differences between the accelerating

and decelerating phase led to differences in concen-

tration profiles inside the sheet flow layer, indicating

that the transport process in the sheet flow layer does

not just depend on the velocity (which was the same

because of the sinusoidal motion). Moreover, Dibaj-

nia and Watanabe (1992) carried out experiments

with short wave periods and found that in many

cases the quasi-steady transport model of Madsen

and Grant (1976) failed to describe the magnitude

and the direction of the net transport rate. They

expected phase lags between velocity and concen-

tration to be responsible.

An important parameter in sheet flow is the thick-

ness of the sheet flow layer. This is the layer where

sediment concentrations are so high that intergranular

forces and sediment-flow interaction forces are impor-

tant. The sheet flow layer thickness ds is closely

related to the erosion depth de, which is the distance

between the top of the bed at zero velocity (still bed

level) and the top of the bed at maximum velocity.

For steady flow, Wilson (1987) and Sumer et al.

(1996) found a linear relation between the non-dimen-

sional sheet flow layer thickness ds/D (with D the

grain size of the sediment) and the Shields parameter

h (i.e. the non-dimensional shear stress). Not much is

known about the sheet flow layer thickness in oscil-

latory flow. Asano (1992) found a linear relation

between the non-dimensional erosion depth and h,
of the same form as the expressions for ds/D of

Wilson (1987) and Sumer et al. (1996). Sawamoto

and Yamashita found a similar expression for the

sheet flow layer thickness.

However, Li and Sawamoto (1995) found that the

sheet flow layer thickness cannot solely be described

by the Shields parameter, but also depends on the

unsteadiness of the flow. Similarly, Zala Flores and

Sleath (1998) and Sleath (1999) found that the

erosion depth in oscillatory flow depends both on

the Shields parameter and on the ratio of inertial to

gravity force, which can also be considered as a

parameter representing the local flow acceleration

(Sleath, 1994):

S ¼ quax
ðqs � qÞg ð1Þ

Here x is the angular frequency (x = 2p/T with T the

wave period). For high values of S (S >0.2) they found

that plug flow may occur, i.e. particles start moving as

a single block and the thickness of the mobile layer

shows a sudden increase. For small values of S

(S < 0.2) their expression for the erosion depth has

the same form as the one by Asano (i.e. a linear

relation between the non-dimensional erosion depth

dc/D and the Shields parameter). Inman et al. (1986)

performed measurements in the field and observed that

for fine sand (D50 = 0.15 mm) bursting occurred near

the moment of maximum velocity, resulting in a

significant increase in the thickness of the sheet flow

layer. King (1991) measured similar phenomena for

fine sand (D50 = 0.135 mm) in a large oscillating water

tunnel. He expected that bursting was restricted to fine

grain sediments. Dohmen-Janssen et al. (2001) also

found that in oscillatory flow the sheet flow layer

thickness for fine sand (D50 = 0.13 mm) is significantly
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larger than for coarser sand (D50z 0.21 mm). They

derived the following two expressions for the sheet

flow layer thickness ds:

ds
D50

¼
35hw for D50 ¼ 0:13 mm

13hw for D50z0:21 mm

8<
: ð2Þ

Here, hw is the maximum Shields parameter, which is

calculated based on a wave friction factor according to

the formula of Swart (1974) with a bed roughness

height ks equal to the median grain diameter D50. The

difference in sheet flow layer thickness between fine

sand and the two coarser sands may indicate that for

fine sand plug flow occurred. However, the value of

the parameter S was never larger than 0.1 and the

values for S for fine sand were in the same range

(0.03–0.08) as those for the two coarser sands (0.02–

0.09).

1.1. Transport models and phase lag effects

To predict sand transport rates in oscillatory flow,

different types of models exist. An overview is given

by Janssen (1995). Nowadays, many unsteady models

have been developed that predict time-dependent

profiles of flow velocity and sediment concentration

from the mass and momentum balances (e.g. Davies et

al., 1997). However, these models do not yet seem to

give much better predictions than the more simple

formula-based models, which are therefore still often

used in engineering practice.

Most formulae that predict transport rates in oscil-

latory flow are based on the assumption that the sand

transport reacts instantaneously to changes in velocity

(quasi-steady models, e.g. Bailard, 1981; Ribberink,

1998), which is especially supposed to be valid in

sheet flow conditions. The reaction can be considered

instantaneous if the phase lag between the sediment

concentration or sediment transport and the velocity is

small compared to the time scale on which the

velocity varies, i.e. the oscillation period T. In that

case, asymmetric oscillatory velocities with larger

(onshore) velocities during the positive half wave

cycle than (offshore) velocities during the negative

half wave cycle will lead to positive or onshore net

sediment transport rates (averaged over the wave

cycle), due to the non-linear relation (with a power

larger than one) between the velocity and transport

rate.

However, Ribberink (1998) expected that even in

sheet flow conditions the assumption of quasi-steadi-

ness may not be valid for small wave periods. Such

conditions were therefore not included in the deriva-

tion of his model. The present paper investigates the

validity of the assumption of quasi-steadiness in sheet

flow conditions. Both sediment entrainment into the

flow and settling of the particles back to the bed takes

time. If this response time of the sediment is not small

compared to the oscillation period, the concentration

will lag significantly behind the velocity and the

sediment concentration reaches its maximum value

after the moment of maximum velocity. Conse-

quently, the maximum sediment flux will be smaller

than in the case of an instantaneous sediment

response. Moreover, when the velocity becomes zero

(at flow reversal), sediment may still be present in the

water column, which can therefore be transported in

opposite direction during the following half wave

cycle. It may be expected that this effect is stronger

during the positive half wave cycle than during the

negative half wave cycle, due to the higher velocities

and consequently larger entrainment heights during

the positive half wave cycle. Phase lags between the

near-bed velocity and the sediment concentration may

therefore lead to a reduction of the net (positive) sand

transport rate in asymmetric oscillatory flows. Sheet

flow measurements by Dibajnia and Watanabe (1992)

and by Ribberink and Chen (1993) indicated that this

phenomenon may indeed occur. In their experiments

with fine sand in asymmetric oscillatory flows Rib-

berink and Chen measured negative (i.e. ‘offshore’)

net transport rates for conditions with the highest

flow velocities. As mentioned above, quasi-steady

models will predict increasing positive net transport

rates for increasing velocities in asymmetric oscilla-

tory flows.

Phase lags can be characterised by the ratio of the

fall time of a sediment particle tfall to the wave period

T. The fall time of a sediment particle tfall is equal to d/
ws, in which d is the height to which the particle is

entrained into the flow and ws is the settling velocity

of that particle:

tfall

T
¼ d=ws

T
¼ d

wsT
ð3Þ
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If the fall time of a particle is a considerable proportion

of the wave period, phase lags can be expected to

become important. The height to which a particle is

entrained is expected to increase for increasing flow

velocity. This means that phase lag effects can be

expected for high velocities, short wave periods and

fine sand (small ws). In sheet flow conditions, sedi-

ment is mainly transported close to the bed and thus

entrainment heights are small. However, due to high

sediment concentrations the settling velocity will be

much smaller than the settling velocity of a single

particle in still water (hindered settling, e.g. Richard-

son and Zaki, 1954). Therefore, phase lags may

become important, even in sheet flow conditions. In

order to take into account phase lag effects without

including a full description of the time-dependent

velocity and concentration profiles, a semi-unsteady

model is developed. If phase lags are small, this semi-

unsteady model returns to the quasi-steady model of

Ribberink (1998). When phase lags become important,

the semi-unsteady model gives reduced net transport

rates, compared to the quasi-steady model. Both mod-

els will be described in more detail in Section 2.

1.2. Experiments

In order to investigate whether phase lags may

become important in sheet flow conditions in the field,

prototype sediment transport data are required over a

range of grain sizes, flow velocities and wave periods.

However, data on sand transport in oscillatory sheet

flow conditions at prototype scale are scarce. There-

fore, new experiments were carried out in the Large

Oscillating Water Tunnel (LOWT) of Delft Hydraul-

ics, in which near-bed orbital velocities in combination

with a net current can be simulated at full scale.

Net transport rates were measured as well as time-

dependent velocities (above the sheet flow layer) and

concentrations (above and within the sheet flow layer)

for three different uniform sands over a range of flow

conditions (varying oscillatory velocities, wave peri-

ods and net current velocities). The experimental set-

up is presented in Section 3.

1.3. Experimental results and model predictions

Section 4 presents the trend of the net transport

rates as predicted by the quasi-steady model of

Ribberink (1998) over a range of grain sizes and flow

conditions in comparison with the trend observed in

the measurements. In Section 5, the experimental

results are compared with predictions of the quasi-

steady model and of the new semi-unsteady model.

Section 6 presents the measured time-dependent con-

centrations in the sheet flow layer, from which a better

insight is obtained concerning the time-dependent

process of sediment entrainment and settling of sedi-

ment during the wave cycle. Limitations of the semi-

unsteady model are discussed in Section 7, which also

presents a verification of the model against a much

larger data set and the practical relevance of phase lag

effects.

2. Sand transport models

2.1. Quasi-steady model of Ribberink (1998)

In this quasi-steady bed load model, all transport in

the sheet flow layer is considered as bed load. In

oscillatory sheet flow conditions the majority of the

sediment is transported inside the sheet flow layer

(Horikawa et al., 1982; Ribberink and Al-Salem,

1995), which means that the total transport will only

slightly deviate from the bed load component, defined

in this way.

The model is basically empirical and based on a

large number of oscillatory flow and steady flow data.

Data with sand finer than 0.2 mm or wave periods

smaller than 3 s were not included in the derivation of

the model, because of expected occurrence of phase

lag effects and a possible violation of the assumption

of quasi-steadiness. It is assumed that the instanta-

neous sand transport rate is proportional to the differ-

ence between the actual time-dependent (skin friction)

bed shear stress and the critical bed shear stress. The

bed shear stress sb is expressed in terms of the

(dimensionless) Shields parameter h:

hðtÞ ¼ sbðtÞ
qðs� 1ÞgD50

ð4Þ

Here q is the density of water, s is the relative density

(s = qs/q with qs the density of sediment), g is the

gravity acceleration and D50 is the median grain

diameter. The sand transport rate qs is normalised by
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the parameter
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs� 1ÞgD3

50

p
, which yields the follow-

ing expression:

qsðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs� 1ÞgD3

50

p ¼ mðAhðtÞA� hcrÞn
hðtÞ

AhðtÞA ð5Þ

In combined wave–current flow a wave–current

friction factor fcw (as described in Appendix A) is

applied to calculate the bed shear stress: sb(t) = 1/2
qfcwu

2(t). The value of the Shields parameter is

included in the expression for the bed roughness

height in order to take into account the larger rough-

ness heights in case of sheet flow. The following

expressions are used in the formulae for the current

friction factor fc and the wave friction factor fw,

respectively, used to calculate the current-related shear

stress, the wave-related shear stress and the combined

wave–current shear stress:

ksc ¼ maxf3D90; D50½1þ 6ðhAhAi � 1Þ
g

ksw ¼ maxfD50; D50½1þ 6ðhAhAi � 1Þ
g ð6Þ

hAhAi is the time-averaged absolute magnitude of the

Shields parameter.

Values of the coefficients m and n are based on

many data from laboratory and field experiments with

steady flows (flume experiments by Guy et al., 1966;

duct experiments by Nnadi and Wilson, 1992; river

data by Van den Berg, 1986), oscillatory flows

(experiments in oscillating water tunnels by Ribberink

and Al-Salem, 1992; King, 1991; Sawamoto and

Yamashita, 1986) and oscillatory flows superimposed

on a net current (oscillating water tunnel experiments

by Ramadan, 1994; Ribberink et al., 1994; Katopodi

et al., 1994). Based on these data, Ribberink (1998)

found the following values of the coefficients m and n:

m = 11, n= 1.65. With these coefficients, 96% of the

214 predicted net transport rates fell within a factor

two of the measured net transport rates.

2.2. New semi-unsteady model

Quasi-steady models are based on the assumption

that sand transport reacts instantaneously to changes

in velocity. However, there are indications that even in

sheet flow phase lags between the velocity and the

sediment concentration or sediment transport rate may

become so large that they affect the net transport rate

(e.g. measurements by Dibajnia and Watanabe, 1992;

Ribberink and Chen, 1993). Phase lags are a result of

the delayed entrainment and delayed settling of sedi-

ment particles and can be modelled using an advec-

tion–diffusion approach. Davies et al. (1997) present

an intercomparison between various time-dependent

numerical suspension models, that are based on the

advection–diffusion approach. Although these models

fail to describe correctly the details of the velocity and

sediment concentration profiles inside the sheet flow

layer, they yield reasonable predictions of the net

transport rates in sheet flow conditions (predictions

within a factor 2 of the measurements in almost every

case). However, these models require numerical com-

putations that may be too time-consuming in complex

morphological models. Therefore, we want to inves-

tigate whether a simplified analytical form of the

advection–diffusion approach could be used to quan-

tify the phase lag effects on the net transport rates.

Thus, our intention is not to describe details of the

velocity and concentration profiles in the sheet flow

layer correctly, but to characterise the importance of

phase lags and correct the net transport rates calculated

by a quasi-steady model for the effect of phase lags.

An analytical unsteady suspension approach is

used to model the processes of delayed entrainment

and delayed settling of sediment particles in the sheet

flow layer. Net transport rates are calculated with and

without including these phase lag effects and the ratio

of these two net transport rates is used as a phase lag

correction factor r for the quasi-steady net transport

rates:

hqsi ¼ rhqsiquasi�steady ð7Þ

In this study, the model of Ribberink (1998) is used as

the quasi-steady reference model, which is corrected

for phase lag effects. However, the correction method

could be used for any other quasi-steady transport

formula.

Time-dependent sediment transport rates including

phase lags (‘real’ transport rates qs,r) and sediment

transport rates without phase lags (‘quasi-steady’

transport rates qs,qs) are determined as the product of

the free-stream velocity ul(t) (i.e. outside the wave

boundary layer) and the integral of the time-dependent

‘real’ concentration profile cr(z,t) (with phase lags) or
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the time-dependent ‘quasi-steady’ concentration pro-

file cqs(z,t) (without phase lags):

qs,qsðtÞ ¼ ulðtÞ
Z zl

0

cqsðz,tÞ dz

qs,rðtÞ ¼ ulðtÞ
Z zl

0

crðz,tÞ dz ð8Þ

Here, zl is a level far away from the bed where the

concentrations become negligibly small, and z = 0 is

the level of the still bed. It must be mentioned that the

flow velocity is not constant over the wave boundary

layer but changes in magnitude and phase. However,

it is assumed that this calculation method is valid

since we are not interested in the exact description of

the velocity profiles or the sediment transport rate

calculated by this unsteady suspension approach. We

just use it to characterise the reduction in sediment

transport rate due to phase lags (delayed sediment

entrainment and settling). The actual magnitude of the

net transport rates is determined by the prediction of

the quasi-steady model of Ribberink and a correction

factor based on this unsteady suspension approach.

Time-dependent sediment concentrations during

the wave cycle c(z,t) are described with the one-

dimensional advection–diffusion equation that can

be derived from a mass conservation consideration:

@c

@t
¼ @

@z
wscþ es

@c

@z

� �
ð9Þ

Nielsen (1979) showed that for a periodic time-depend-

ent flow, this equation can be solved analytically by

assuming a constant sediment mixing coefficient es.
The quasi-steady concentration profiles cqs(z,t) can be

obtained from Eq. (9) by setting @c/@t = 0. This repre-
sents a situation in which the concentration profile

adjusts itself immediately to the varying flow condi-

tions during the wave cycle, which means that phase

lags are neglected. The real concentration profiles,

cr(z,t), that include phase lags, result from the full

solution of Eq. (9).

A simple power-function is applied for the neces-

sary reference concentration (boundary condition), in

which the concentration at the bottom is related to a

power b of the free-stream velocity ul(t). A power

b = 2 is selected, based on earlier experimental obser-

vations (Ribberink and Al-Salem, 1994), which

showed that in oscillatory sheet flow the transport

rate ( qsfcu) is approximately proportional to the

cube of the free-stream velocity (u3). The solutions

are described in more detail in Appendix B.

The phase lag correction factor r is now calculated

as the ratio of the net real and quasi-steady transport

rates, hqs,ri and hqs,qsi. Using Eq. (8), it follows that:

r ¼ hqs,qsi
hqs,ri

¼

1

T

Z T

0

ulðtÞ
Z zl

0

cqsðz,tÞdz
	 


dt

1

T

Z T

0

ulðtÞ
Z zl

0

crðz,tÞ dz
	 


dt

ð10Þ

In Appendix B, the derivation of r is presented for the

case of a second-order oscillatory flow, with a velocity

given by: u(t) = u0 + u1cos(xt) + u2cos(2xt), with x
the angular frequency of the wave. The present study

focuses on situations with a sinusoidal oscillatory

flow (u2 = 0) with velocity amplitude ua (= u1), super-

imposed on a mean current with velocity um (= u0). In

that case the following expression for r is obtained

(see Appendix B):

r ¼

um

ua

	 
2

þ 1

2
þ F1ðpÞ

um

ua

	 
2

þ 3

2

ð11Þ

with: p = esx/ws
2.This shows that the phase lag reduc-

tion factor r only depends on the ratio of um over ua
and on an analytical function F1 of the parameter p.

. The ratio of um over ua represents the importance

of the net current velocity compared to the oscillatory

velocity.
. The ratio of sediment mixing coefficient to

settling velocity es/ws in the parameter p can be

considered as a characteristic height d to which

particles are entrained. As the ratio d/ws is equal to

the fall time of a particle tfall and x = 2p/T, it follows
that the parameter p is proportional to the ratio of the

fall time of a particle and the wave period and there-

fore characterises phase lag effects (see also Section

1). The parameter p is thus called the phase lag

parameter and can be written as:

p ¼ esx
w2
s

¼ dx
ws

¼ 2p
tfall

T
ð12Þ
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In order to show the behaviour of the semi-unsteady

model, Fig. 1 presents the phase lag reduction factor r

as a function of the phase lag parameter p for different

values of um/ua. The figure shows that for small values

of p (small phase lags) the value of r is equal to 1. This

means that for these cases the new semi-unsteady

model predicts the same net transport rates as the

quasi-steady model of Ribberink (1998). For increas-

ing values of p, corresponding to increasing phase

lags, the value of r decreases, which means that for

these cases the new semi-unsteady model predicts

smaller net transport rates than the quasi-steady model.

The net transport rates are thus reduced if phase lags

become important, as explained in Section 1.

For an infinitely large value of um/ua, i.e. for purely

steady flow, the reduction factor is always equal to 1.

This can be explained by the fact that, by definition,

no phase lag effects can occur in steady flow, because

the velocity does not vary over time. The larger the

oscillatory flow compared to the net current (more

wave-dominated conditions), the stronger the phase

lag effects become.

It is not immediately clear what value should be

used for the height d to which particles are entrained.

In the present study, it is assumed that in sheet flow

conditions this height d is closely related to the sheet

flow layer thickness ds, because most of the sand is

transported inside the sheet flow layer. Here, we use

our own expression to calculate sheet flow layer

thickness in oscillatory flow (Dohmen-Janssen et al.,

2001; Section 1), which is based on data from the

same experiments as presented in this paper. By using

this expression, possible differences between meas-

ured net transport rates and predictions of the new

semi-unsteady model due to incorrect predictions of

the sheet flow layer thickness are excluded and the

verification can be focused on how phase lag effects

are modelled.

An expression for the phase lag parameter as a

function of sheet flow layer thickness can be found by

substituting Eq. (2) for d in Eq. (12) and including a

calibration coefficient a:

p ¼ a
dsx
ws

¼

35ahwD50x
ws

for D50 ¼ 0:13 mm

13ahwD50x
ws

for D50z0:21 mm

8>><
>>: ð13Þ

The calibration coefficient a represents the fact that

the parameter p is not necessarily exactly equal to

dsx/ws. This has several reasons. The two most

important are:

1. The fact that the characteristic entrainment height

d is not necessarily exactly equal to the sheet flow

layer thickness ds,
2. The difference between the settling velocity of

sediment in the sheet flow layer (with high sedi-

ment concentrations) and the fall velocity of a

single particle in still water.

Although the latter may be important, there are two

reasons why we did not include hindered settling

explicitly, but incorporated it in the calibration coef-

ficient a. Firstly, the main aim of the phase lag

parameter is to characterise for which conditions

phase lag effects become important. Phase lags are

especially expected for fine sand, corresponding to a

small settling velocity. Sediment concentrations in the

sheet flow are approximately the same for different

sands, only the thickness of the sheet flow layer varies

(Dohmen-Janssen et al., 2001). This means that the

relative difference in settling velocity between differ-

ent sands will be the same whether or not hindered

settling is included and that the phase lag parameter

can still be used to distinguish whether phase lags are

Fig. 1. Calculated values of phase lag correction factor r as a

function of phase lag parameter p for different ratios of net current

velocity to sinusoidal oscillatory velocity amplitude (um/ua).
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important or not, even though the actual value of the

settling velocity (and thus the phase lag parameter)

may be different. Secondly, it can be expected that the

eddy viscosity will be reduced due to the large

negative concentration gradient over the sheet flow

layer which leads to flow stratification and thus to

damping of turbulence (e.g. Dohmen-Janssen et al.,

2001). Eq. (12) shows that the phase lag parameter

depends both on ws and on the eddy viscosity es. The
possible increase in phase lag parameter p due to the

effect of hindered settling may be (partly) compen-

sated (or overcome) by a decrease in p due to the

reduction in eddy viscosity. This process is neither

included explicitly in the phase lag parameter.

3. Experimental set-up

3.1. Large Oscillating Water Tunnel (LOWT)

The new experiments were carried out in the Large

Oscillating Water Tunnel (LOWT) of Delft Hydraul-

ics. The LOWT is a U-shaped tube in which near-bed

horizontal orbital motions can be simulated at full

scale (velocity amplitudes: 0.6–1.8 m/s, wave peri-

ods: 2–16 s). A piston in one of the vertical cylin-

drical risers generates a horizontal oscillatory flow in

the test section. The other riser is open to atmosphere.

The test section (length: 12 m, width: 0.3 m) can be

filled with a 0.3-m-thick sand bed, leaving 0.80 m for

the flow. Underneath the cylindrical risers two sand

traps are constructed, to collect the sand that is eroded

from the test section. Fig. 2 shows the outline of the

LOWT.

A recirculation system allows the generation of a

net current (velocities of 0–0.5 m/s) in addition to the

oscillatory flow. Within the recirculation system a

third sand trap is constructed, consisting of a 12-m-

long pipe with a diameter of 1.2 m, in order to collect

the sand that is transported by the net current and

passes the sand trap underneath the riser.

3.2. Test conditions and measured parameters

As mentioned in Section 2, the occurrence of phase

lags is expected to depend on the flow velocity, the

wave period and the grain size of the sediment.

Therefore, experiments were carried out over a range

of hydraulic conditions for three different sands.

Along the Dutch North Sea coast, sand with a median

grain diameter of 0.2 mm is very common. The three

sands used in the present experiments were all nar-

Fig. 2. Outline of the Large Oscillating Water Tunnel of Delft Hydraulics.
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row-distributed sands with median grain size equal to

D50 = 0.13 mm (‘fine sand’), D50 = 0.21 mm (‘medium

sand’) and D50 = 0.32 mm (‘coarse sand’). The char-

acteristics of the sands are presented in Table 1. Fig. 3

shows the grain size distributions.

All hydraulic conditions consisted of sinusoidal

oscillatory flows with different wave periods and

different velocity amplitudes in combination with

different net currents. During all conditions, the bed

was flat and sheet flow was the dominant transport

regime. The test conditions are presented in Table 2.

This table presents the actual velocities, as measured

at 0.1 m above the sand bed. Two conditions from

earlier experiments are included, i.e. E2 and E4

(Katopodi et al., 1994). Table 2 also presents calcu-

lated values of the maximum Shields parameters hw
and hcw. The latter is based on the measured max-

imum velocity (ua + um) and a combined wave–cur-

rent friction factor fcw, as described in Appendix A.

Finally, Table 2 presents values of um/ua and calcu-

lated values of the phase lag parameter p (Eq. (13),

using a value of the calibration coefficient a = 1, see
Section 5). Values of um/ua vary between 0.15 and

0.90, showing that the conditions are mainly wave-

dominated. The phase lag parameter p varies between

0.02 and 1.2, indicating that phase lags may become

important for some of the tests.

For most conditions, net transport rates were meas-

ured. In addition, time-dependent velocities and con-

centrations at different elevations close to the bed

were measured for a few selected conditions (printed

bold in Table 2).

3.3. Measuring techniques

Net transport rates were measured using a mass

conservation technique, which requires for each test a

measurement of the change of sand volume along the

test section and of the amount of sand collected in

each sand trap. In addition, the run time must be

known.

The volume change along the test section was

determined by measuring the bed level before and

after the test, using a bed level profiling system,

developed by Delft Hydraulics (see below). The

Table 1

Characteristics of the three sands used in the present study

D10

(mm)

D50

(mm)

D90

(mm)

rg ws

(mm/s)

Fine sand 0.10 0.13 0.18 1.30 11.4

Medium sand 0.15 0.21 0.32 1.29 26.0

Coarse sand 0.22 0.32 0.46 1.33 42.9

rg = geometric standard deviation = 1/2((D50/D16) + (D84/D50)).

Fig. 3. Grain size distribution of the three sands used in the

experiments.

Table 2

Test conditions

Condition D50

(mm)

T

(s)

ua
(m/s)

um
(m/s)

hw hcw um/ua p

H2 0.13 7.2 0.68 0.23 0.74 1.14 0.36 0.26

H3 0.13 7.2 0.93 0.24 1.30 1.85 0.26 0.45

H4 0.13 7.2 1.09 0.25 1.74 2.39 0.23 0.61

H5 0.13 7.2 1.30 0.24 2.40 3.12 0.19 0.84

H6 (D1) 0.13 7.2 1.47 0.24 3.01 3.81 0.17 1.05

H7 0.13 7.2 0.49 0.42 0.41 1.05 0.90 0.14

H8 0.13 7.2 0.67 0.43 0.72 1.53 0.64 0.25

H9 0.13 7.2 0.94 0.43 1.33 2.38 0.47 0.46

H24 0.13 4.0 0.68 0.24 0.83 1.29 0.36 0.52

H44 (T1) 0.13 4.0 1.06 0.25 1.84 2.52 0.23 1.15

H212 0.13 12.0 0.68 0.23 0.67 1.06 0.36 0.14

J1 0.21 7.2 1.06 0.24 1.12 1.53 0.23 0.10

J2 0.21 7.2 1.28 0.25 1.57 2.08 0.19 0.14

E2 (D2) 0.21 7.2 1.47 0.23 2.02 2.54 0.17 0.19

J3 0.21 7.2 0.46 0.41 0.25 0.66 0.90 0.02

J4 0.21 7.2 0.65 0.41 0.46 0.98 0.64 0.04

E4 0.21 7.2 0.95 0.44 0.92 1.65 0.47 0.08

J5 0.21 4.0 1.04 0.24 1.22 1.65 0.23 0.20

J6 0.21 12.0 1.09 0.23 1.07 1.45 0.23 0.06

I1 (D3) 0.32 7.2 1.47 0.26 1.44 1.86 0.17 0.12

I2 0.32 7.2 1.70 0.25 1.87 2.34 0.15 0.16

I3 0.32 7.2 0.65 0.42 0.33 0.71 0.64 0.03

I4 0.32 7.2 0.92 0.42 0.62 1.11 0.47 0.05

I5 0.32 7.2 1.50 0.45 1.49 2.26 0.30 0.13
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change of sand volume along the test section is equal

to the measured volume change, multiplied by

(1� e0), with e0 the porosity. The amount of sand in

each trap was determined by weighing under water.

Run time was determined using a stopwatch.

Net sand transport rates along the tunnel can be

calculated by integration from the left- and from the

right-hand side boundary of the test section using the

sand trap information as boundary condition. This

yields two estimates of the net sand transport rate in

the middle of the test section:

hqsli ¼
�DVl,ipð1� e0Þ �

Gl

qs

DtW
ð14Þ

hqsri ¼
�DVr,ipð1� e0Þ þ

Gr

qs

DtW
ð15Þ

hqsli, hqsri = net sand transport rate in the middle of the

tunnel, calculated from the left-/right-hand side (m3/s

m); DVl,ip, DVr,ip = volume change of the sand bed

(including pores) in the left-/right-hand side of the test

section (m3); e0 = porosity of the sand bed in the test

section; Gl, Gr = dry mass of sand in the sand trap on

the left-/right-hand side (kg); qs = density of the sand

(kg/m3); Dt = run time of the test (s); W=width of the

tunnel (m). The bed level profiling system used in the

present experiments replaced the hand measurement as

used by Ribberink and Al-Salem (1994) and others.

The system consists of three bed profilers positioned

on a measuring carriage which can be drawn along the

test section and a shaft encoder and position counter to

determine the horizontal position of the profilers. Fig.

4 presents a schematic diagram of the profilers on the

measurement carriage. The bed level profiling system

is shown schematically in Fig. 5.

The bed profilers are based on conductivity meas-

urements and are organised such that the conductivity

in the sampling volume is kept constant. This means

that the probe tip remains at a constant distance from

the sand bed. The vertical displacement of the pro-

filers is recorded as a function of the distance along

Fig. 4. Schematic diagram of the bed profilers on the measurement carriage.

Fig. 5. Schematic diagram of the bed level profiling system.
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the test section. The accuracy of the profilers is

estimated to be about F 0.4 mm. A horizontal dummy

bottom at the upstream end of the tunnel was used as a

reference level.

A 2D-forward scatter Laser-Doppler Anemometer

(LDA), developed by Delft Hydraulics (see e.g. Klop-

man, 1994), was used to measure horizontal and

vertical components of flow velocity, without disturb-

ing the flow. The LDA has a small sampling volume,

with a height and width (in flow direction) of 0.22

mm. The width in cross-direction is 6.5 mm. With the

LDA it is not possible to measure very close to the

bed, due to blockage of the laser beams by sediment

particles.

A Conductivity Concentration Meter (CCM), de-

veloped by Delft Hydraulics, was used to measure

concentrations in the sheet flow layer and inside the

sand bed. This instrument measures high sand con-

centrations (c 100–1600 g/l) with a four point elec-

tro-resistance method (see e.g. Ribberink and Al-

Salem, 1995). The measured signal is proportional

to the electro-resistance of the sand–water mixture in

a small sensing volume directly above the electrodes.

The distance between the electrodes is 0.6 mm and the

electrodes have a thickness of 0.3 mm. Fig. 6 shows a

detailed plot of the CCM probe. The horizontal length

of the sensing volume is approximately 2 mm. The

height of the sensing volume (above the ends of the

electrodes) is approximately 1 mm. The CCM was

installed into the tunnel from below, through the

tunnel bottom, in order to minimise flow disturbance

(see Fig. 7).

In addition, time-dependent suspended sediment

concentrations were measured using an Optical

Concentration meter (OpCon). Time-averaged con-

centration profiles of suspended sediment were

measured using a Transverse Suction System.

Velocities closer to the bed (but above the sheet

flow layer) were measured using a 3D-Acoustic

Doppler Velocimeter (ADV). These measurements

are not included in this paper, but can be found in

Dohmen-Janssen (1999).

4. Measured net transport rates and comparison

with a quasi-steady model

For each condition, several tests were carried

out. Table 3 presents the average net transport rate

(i.e. averaged over all tests for each condition) perFig. 6. Schematic diagram of CCM probe.

Fig. 7. Configuration of CCM in the tunnel.
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unit width hqs,avgi and the relative standard devia-

tion r:

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

hqs,ii � hqs,avgi
hqs,avgi

	 
2

vuut ð16Þ

N is the number of tests per condition, which is

also given in Table 3. Measured net sand transport

rates represent the width-averaged value. Due to

boundary layers along the side walls of the tunnel,

velocities are not constant over the width of the

tunnel. In order to be able to relate the measured

(width-averaged) net transport rates to the velocities

measured in the centreline of the tunnel, the

measured net transport rates are corrected. The

corrected net transport rates hqs,corri are based on

a measured net current velocity distribution over

the width of the tunnel and the assumption that the

net transport rate is proportional to the third power

velocity moment hu3i (see Dohmen-Janssen, 1999).

In the further analysis, the corrected values of the

net transport rate are used.

As was shown in Section 2, the quasi-steadiness of

the transport process and the occurrence of phase lag

effects is strongly determined by the parameter p,

which in turn is a function of the flow velocity, the

grain size (or settling velocity) and the wave period.

Therefore, the trend in the measured net transport

rates is first analysed as a function of these individual

parameters. This is compared with the trend in the net

transport rates as predicted by the quasi-steady model

of Ribberink (1998).

– Fig. 8 shows hqsi as a function of oscillatory

velocity amplitude (ua) for different grain sizes.

– Fig. 9 shows hqsi as a function of grain size (D50)

for different oscillatory velocity amplitudes. The

wave period in Figs. 8 and 9 is equal to 7.2 s.

– Fig. 10 shows hqsi as a function of wave period

(T) for different combinations of oscillatory

velocity amplitude and grain size.

In all cases, the flow velocity consists of a sinus-

oidal oscillatory component superimposed on a net

current with a constant velocity of um = 0. 25 m/s. The

left-hand-side panels show the predictions by the

quasi-steady model of Ribberink (1998) and the

right-hand-side panels show the measurements.

Figs. 8 and 9 show that for small oscillatory

velocities (i.e. uaV 1.1 m/s, corresponding to values

of the maximum Shields parameter hw < 1), the quasi-
steady model of Ribberink predicts almost the same

net transport rates for different grain sizes. When the

velocity increases so far that the Shields parameter

becomes larger than 1, the predicted net transport rates

increase strongly, with increasing net transport rates

for decreasing grain size.

However, for the fine sand, the measurements do

not show such strong increase in hqsi in the high

velocity regime (Fig. 8). As the grain size decreases

from 0.21 to 0.13 mm, the measurements show a

marked decrease rather than an increase in hqsi,
contrary to the prediction by the quasi-steady model

(Fig. 9).

Fig. 10 shows that the model of Ribberink predicts

increasing net transport rates for decreasing wave

periods. But, for relatively long wave periods (Tz 5

s) the influence of the wave period on the predicted

Table 3

Measured net transport rates

Condition hqs,avgi
(10� 6 m2/s)

r (%) N hqs,corri
(10� 6 m2/s)

H2 15.7 7.0 5 18.8

H3 29.1 9.6 4 34.9

H4 33.3 12.3 3 40.0

H5 43.1 11.4 3 51.7

H6 54.6 22.0 9 65.5

H7 13.0 13.1 3 15.6

H8 39.5 6.1 3 47.4

H9 71.4 7.8 4 85.7

H24 10.2 2.9 3 12.8

H44 8.1 104 5 9.0

H212 16.0 0.9 4 19.9

J1 39.3 6.9 3 46.3

J2 63.6 3.1 3 74.4

E2 96.4 7.5 4 111.8

J3 7.2 3.6 3 9.0

J4 20.6 2.1 3 25.3

E4 71.0 9.3 4 84.4

J5 24.7 1.3 3 29.2

J6 41.7 1.7 4 49.2

I1 79.7 3.0 4 94.0

I2 129.1 3.4 3 152.3

I3 19.2 9.0 3 23.6

I4 44.1 5.3 3 53.3

I5 162.8 1.5 3 193.7
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net transport rates is small. The increasing transport

rates could be explained by the increasing shear stress

due to the increasing relative roughness height. When

the value of the maximum Shields parameter becomes

larger than 1 (0.13 mm sand, ua = 1.1 m/s, T < 5 s), the

predicted increase in net transport rate with decreasing

wave period becomes very strong.

The measurements, on the other hand, show the

opposite behaviour, i.e. decreasing transport rates for

decreasing wave periods when T < 7 s. For conditions

with relatively long wave periods (Tz 7 s) the influ-

ence of the wave period on the net transport rates is

small, in agreement with the trend of the quasi-steady

model.

Figs. 8–10 show that for certain parameter ranges

the trend of the net transport rates is predicted

reasonably well by the quasi-steady model. However,

in other ranges (fine sand, high velocities, short wave

periods), clear differences are observed between the

predicted and the measured trend. These cases all

correspond to relatively high values of the phase lag

parameter p. According to the presented semi-

Fig. 8. Net transport rates against oscillatory velocity amplitude for T= 7.2 s and three different grain sizes; left-hand-side panel: predictions by

the quasi-steady model of Ribberink (1998), right-hand-side panel: measurements.

Fig. 9. Net transport rates against grain size for T= 7.2 s and different oscillatory velocity amplitudes; left-hand-side panel: predictions by the

quasi-steady model of Ribberink (1998), right-hand-side panel: measurements.
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unsteady model, the occurrence of phase lags would

reduce the net transport rates and indeed for almost all

these cases measured net transport rates are smaller

than predicted by the quasi-steady model.

5. Verification of the new semi-unsteady model

As explained in Section 2, the semi-unsteady

model depends on the phase lag parameter, which

includes a calibration coefficient a. Based on the

present experimental data, we calibrated the semi-

unsteady model to determine the value of this coef-

ficient: for each of the test conditions a value of a was

determined that was required to fit the measured net

transport rates. Averaging the required values of a
yielded an optimal value of a = 0.93 (standard devia-

tion 0.33). Considering the uncertainties in the mo-

del and in the measurements and the variation in

the obtained values of a, 0.93 is not sufficiently diffe-

rent from 1 to justify the use of a value of a different

than 1. Therefore, results of the semi-unsteady model

are presented in which a value of the calibration

coefficient a = 1 is used.

In the following, it will be investigated whether the

semi-unsteady model gives better agreement with the

measured data than the quasi-steady model. Thereto,

Figs. 11–13 present measured net transport rates and

predictions by the quasi-steady model of Ribberink

(1998) and the new semi-unsteady model, as a func-

tion of oscillatory velocity amplitude (ua), grain size

(D50) and wave period (T). The net current velocity is

equal to 0.25 m/s in all figures. The range over which

the phase lag parameter p varies is presented in the

figures.

The three panels in Fig. 11 show that the quasi-

steady model strongly overestimates the net transport

rates for fine sand and ua > 1.1 m/s (corresponding to

p>0.6). Due to phase lag effects, the semi-unsteady

model predicts much smaller net transport rates for

these cases, giving a much better agreement with the

data. For all other conditions phase lag effects are

small ( pV 0.6), the semi-unsteady model predicts

almost the same net transport rate as the quasi-steady

model and both models agree well with the data.

A similar phenomenon can be observed in Fig. 12,

which shows measured and calculated net transport

rates against grain size for a high oscillatory velocity

(T = 7.2 s, ua = 1.5 m/s). The value of the phase lag

parameter p is equal to 1.05, 0.19 and 0.12 for the

fine, medium and coarse sand, respectively. The figure

shows that the quasi-steady model predicts increasing

net transport rates for decreasing grain size. For a

decrease in grain size from 0.32 to 0.21 mm the

measurements show the same trend. However, a

further decrease in grain size to 0.13 mm shows a

decrease in the measured net transport rate, contrary to

the predictions of the quasi-steady model. This

decrease in the net transport rate is predicted by the

semi-unsteady model, although to a smaller extent

Fig. 10. Net transport rates against wave period for different combinations of oscillatory velocity amplitude and grain size; left-hand-side panel:

predictions by the quasi-steady model of Ribberink (1998), right-hand-side panel: measurements.

C.M. Dohmen-Janssen et al. / Coastal Engineering 46 (2002) 61–8774



than in the measurements. The large value of the

phase lag parameter for the fine sand ( p= 1.05) leads

to a strong reduction of the predicted quasi-steady net

transport rate for the fine sand. Therefore, the semi-

unsteady model predicts a decrease in net transport

rate from medium to fine sand rather than an increase,

as predicted by the quasi-steady model.

Finally, Fig. 13 shows measured and calculated net

transport rates as a function of wave period. For wave

periods T z 7.2 s (small values of p), both models

agree reasonably well with the data. For a decrease in

wave period from 7.2 to 4 s the measurements show a

decrease in net transport rate, contrary to the predic-

tions of the quasi-steady model. Conditions with a

wave period of 4 s correspond to relatively large values

of the phase lag parameter p. As a result, the predicted

reduction of the quasi-steady transport rate is largest

for the smallest wave period. This is in line with the

observations, although the reduction in net transport

rate is underestimated by the semi-unsteady model.

From the present analysis, it is concluded that even

in sheet flow conditions, when sediment particles stay

relatively close to the bed, phase lags between the

flow velocity and sediment concentration can have a

significant effect on the net transport rates. The

Fig. 12. Measured and calculated net transport rates as a function of

grain diameter for one flow condition.

Fig. 11. Measured and calculated net transport rates as a function of

oscillatory velocity amplitude ua for a wave period of 7.2 s and three

different grain sizes.
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Fig. 13. Measured and calculated net transport rates as a function of wave period.
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reduction in the net transport rate due to phase lag

effects is described to some extent by the proposed

phase lag correction method (semi-unsteady bed load

model). The fact that the calibration coefficient a for

the phase lag parameter is equal to 1 indicates that

phase lags can be characterised by a phase lag

parameter p that is equal to dsx/ws.

6. Measured time-dependent sediment

concentrations

Until now, the occurrence of phase lags is inves-

tigated in an indirect way, i.e. by studying the behav-

iour of the net transport rates. In this section, results of

direct time-dependent measurements of sediment con-

centrations in the sheet flow layer (measured by

CCM) are presented, in order to obtain a more direct

evidence for the existence of phase lags and to study

their character.

Fig. 14 shows measured time-dependent sediment

concentrations in the sheet flow layer for three differ-

ent grain sizes under the same flow condition (H6, E2,

I1: T= 7.2 s, ua = 1.5 m/s, um = 0.25 m/s). The upper

panels of Fig. 14 present the velocity, measured just

outside the wave boundary layer (0.1 m above the

bed). Measurements are ensemble-averaged (i.e. aver-

aged at fixed phase) over about 10–20 waves. The

level z= 0 is defined at the initial still bed level. Note

that the inaccuracy in bed level measurements is

approximately F 1 mm.

The figure shows that at a certain level below z = 0

(z =� 3.5 mm or z =� 4 mm) the concentration re-

mains almost constant and relatively high (c 1000–

1400 g/l) throughout the wave cycle. This indicates

that no sediment is moving at this level, which can

therefore be considered as the top of the non-moving

sand bed. The sheet flow layer just above the non-

moving sand bed consists of two layers with opposite

behaviour.
. The upper sheet flow layer is located above the

initial bed level (z>0). Here, the concentration

increases for increasing velocity because sediment is

entrained into the flow. When the velocity decreases

the sediment settles down and the concentration

decreases again. This process is very similar to an

advection–diffusion process that is often observed in

the suspension layer.

. The lower layer is called the pick-up layer and is

located below the initial bed level (z< 0). At these low

levels the concentration is decreasing for increasing

velocities because sediment is being picked up from

the bed. When the velocity decreases the sediment

settles back toward the bed and the concentration

increases again. This behaviour cannot be described

by an advection–diffusion approach.

In addition to this general pattern, sharp concen-

tration peaks are observed around flow reversal. The

origin of these peaks is not yet fully understood. They

may be attributed to shear instabilities in the wave

boundary layer (e.g. Foster et al., 1994). In any case,

they will be of minor importance to the sediment

transport rates, because they have a short duration and

occur around the moment of zero velocity. The sedi-

ment flux due to these concentration peaks will thus

be small and in the following no further attention is

paid to these concentration peaks.

The measurements show that the concentrations in

the upper sheet flow layer decrease for increasing

grain size (compare for example the concentrations

around 4–4.5 mm above the still bed level). An

important aspect is that the fine sand (phase lag

parameter p = 1.05) reacts slower to changes in the

velocity than the two coarser sands ( p < 0.2).
. For the fine sand the increase and decrease in

concentration in the upper sheet flow layer occurs

much slower than for the two coarser sands and the

concentration does not return to zero around flow

reversal, as is the case for the two coarser sands.

Apparently, not all fine particles settle back to the bed.

This seems to be the reason why, for fine sand, the

concentration during the negative half wave cycle

(when the velocity is lower than during the positive

half wave cycle) is almost the same as the concen-

tration during the positive half wave cycle: the con-

centration asymmetry is much smaller than for the two

coarser sands.
. Also for the fine sand the increase and decrease in

concentration in the pick-up layer occurs much slower

than for the two coarser sands and the concentration

does not return to its still bed value around flow

reversal, as is the case for the two coarser sands.

Again, apparently not all fine particles settle back to

the bed.

The very different behaviour of the fine sand is

also illustrated in Fig. 15, which shows the ensemble-
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Fig. 14. Measured ensemble-averaged concentrations in the sheet flow layer (lower panels) for three different grain sizes. The upper panels show the velocity at 0.1 m above the bed.
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averaged concentration at about z= + 4 mm for the

three different sands. Concentrations are normalised

by their time-averaged values, cm. This figure shows

clearly that the concentration behaviour of the two

coarser sands is similar and very different from the

concentration behaviour of the fine sand. For the fine

sand both the variation in concentration over time and

the concentration asymmetry is much smaller than for

the two coarser sands. The smaller concentration

asymmetry explains the smaller net transport rates

for the fine sand compared to the two coarser sands,

despite the much higher concentrations for fine sand.

The measured time-dependent concentrations in

the sheet flow layer showed that not all details of

the sheet flow could be described by an advection–

diffusion approach. This is especially the case for the

pick-up layer. However, the measurements do show

that even inside the sheet flow layer phase lags occur,

despite the small vertical entrainment and settling

distances involved (millimetres). Moreover, the meas-

urements confirm the hypothesis that these phase lags

increase with increasing values of the phase lag

parameter p. Due to these phase lags, differences in

sediment concentration between the two (asymmetric)

half wave cycles reduce, which results in smaller net

transport rates. It can thus be concluded that even in

sheet flow conditions phase lags between the flow

velocity and the sediment concentration can become

so large that they affect (i.e. reduce) the net transport

rates.

7. Discussion

7.1. Differences between measurements and the semi-

unsteady model

For conditions when the phase lag parameter is

large, the measured net transport rates are smaller than

predicted by the quasi-steady model of Ribberink

(1998). For those cases, the new semi-unsteady model

shows much better agreement with the data, although

it still gives some overestimation of the net transport

rates. This may have several reasons.
. Dohmen-Janssen et al. (2001) found indications

that near-bed velocities and concentrations in sheet

flow conditions are reduced due to mobile-bed effects

(increased roughness and damping of turbulence),

caused by the presence of the sheet flow layer. These

effects were especially observed for fine sand under

high velocities (large sheet flow layer thickness). For

these conditions, which correspond to a large phase

lag parameter, mobile-bed effects may lead to a addi-

tional reductions in net transport rates, which are not

caused by phase lags.
. There are some indications that for a short wave

period (T= 4 s), a limited pick-up of sand from the bed

may cause an additional reduction in the measured net

transport rate. Video recordings of erosion depth

showed that several layers of sand grains are eroded

from the bed during the wave cycle. For fine sand and

a constant flow velocity, erosion depth is smaller for a

wave period of 4 s than for a wave period of 7.2 or 12 s

(Dohmen-Janssen, 1999), indicating that the amount

of sand entrained into the flow (sediment load) is

smaller for a wave period of 4 s than for a wave period

of 7.2 or 12 s. This is confirmed by measurements of

sheet flow layer thickness and sediment concentration,

which both are smaller for a wave period of 4 s than for

a wave period of 12 s (see Dohmen-Janssen, 1999).

These observations indicate that if the wave period

is long compared to the required time to erode the

sediment bed, the sediment load will reach its max-

imum possible value. However, if the wave period is

short compared to this ‘‘pick-up time’’, the entrained

sediment load may be limited by the available time to

erode the sand bed. This may lead to decreasing net

transport rates for decreasing wave periods. The

maximum possible sediment load can be expected to

be large for high flow velocities and fine sediment,

Fig. 15. Non-dimensional concentrations (normalised by the time-

averaged values, cm) at z =+ 4 mm for fine, medium and coarse

sand.
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indicating that a limited pick-up may especially occur

for large values of the phase lag parameter and thus

enlarge phase lag effects.

The phenomenon of limited pick-up is not included

in quasi-steady models, which assume an instantane-

ous sediment response. However, it is neither included

in the semi-unsteady model: this model takes into

account the delayed settling of the sediment and the

time required for particles to travel upward to higher

elevations. However, it still assumes an instantaneous

pick-up from the bed. Further investigation should

reveal whether the phenomenon of limited pick-up

does occur and can affect the net transport rates.

7.2. Verification of occurrence of phase lag effects and

the semi-unsteady model with other data

Comparison between the present experiments and

the proposed semi-unsteady model indicates that

phase lag effects can be characterised by the phase

lag parameter and that these phase lag effects reduce

the net transport rates. However, this analysis is only

based on 24 data points. Therefore, the occurrence of

phase lags is investigated for other oscillatory sheet

flow data sets and the semi-unsteady model is verified

against these data sets.

The data used for this verification are obtained

from two oscillating water tunnels, i.e. the same large

oscillating water tunnel used in the present experi-

ments, and the oscillating water tunnel of the Tokyo

University. The data sets cover a range of grain sizes,

wave types, wave periods, oscillatory velocities, wave

asymmetries (R), and net current velocities, as pre-

sented in Table 4. The complete data set consists

of 118 sheet flow experiments; 51 from the Delft

Hydraulics water tunnel (Ribberink and Al-Salem,

1995; Ribberink and Chen, 1993; Ramadan, 1994;

Katopodi et al., 1994 and the present experiments)

and 67 from the Tokyo University tunnel (Dibajnia,

1991; Dibajnia and Watanabe, 1992). Because of the

short wave periods in the data from the Tokyo Uni-

versity tunnel, this data set includes many experiments

that correspond to a large value of the phase lag

parameter.

The occurrence of phase lags is investigated by

calculating the ratio between the net transport rate

predicted by the quasi-steady model of Ribberink

(1998) and the measured net transport rate. Fig. 16

shows this ratio, plotted against the phase lag param-

eter p = dsx/ws for all the experiments in the data set.

This figure shows a general trend of an increasing

ratio for increasing values of the phase lag parameter

p, which confirms the earlier observations that for

large values of the phase lag parameter the measured

net transport rates are smaller than predicted by the

quasi-steady model. This strengthens the conclusion

that even in sheet flow conditions phase lags occur

(for large values of the phase lag parameter) and that

these phase lags lead to a reduction of the net transport

rate.

Next, measured net transport rates of the complete

data set are compared with predictions of the quasi-

steady model of Ribberink (1998) and with predic-

tions of the proposed semi-unsteady model. This is

presented in Fig. 17, which shows the calculated net

transport rates against the measured values for the

quasi-steady model (left hand side panel) and for the

semi-unsteady model (right hand side panel). The

dashed line represents perfect agreement between

the model and the measurements, while the solid lines

represent a factor 2 difference. The figure shows

clearly that agreement between the data and the

predictions is better for the semi-unsteady model than

for the quasi-steady model, indicating that predictions

are improved if phase lag effects are included. The

quasi-steady model of Ribberink especially overpre-

dicts some of the Tokyo data for which the phase lag

parameter is high. Almost all overpredictions disap-

pear in the semi-unsteady model and 80–90% of the

predictions fall within a factor 2 of the measurements.

Table 4

Data used in verifications

Facility D50 (mm) Wave type T (s) umax (m/s) R um (m/s)

Tokyo 0.2 cnoidal 2–4 0.6–1.0 0.50–0.80 0–0.20

Delft Hydraulics 0.13–0.32 sine and 2nd-order Stokes 4–12 0.7–2.0 0.55–0.95 0–0.47
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7.3. Practical relevance of phase lag effects

Measured net transport rates in comparison with

the predictions of a quasi-steady and a semi-unsteady

model indicate that even in sheet flow conditions net

transport rates may be significantly reduced due to

phase lags between the velocity and the sediment

concentration. This is confirmed by measurements

of time-dependent concentrations in the sheet flow

layer. According to the proposed phase lag correction

method, for wave-dominated sheet flow conditions

(um/ua < 1), phase lag effects become important if the

phase lag parameter p is larger than about 0.5 (rV 0.7,

see Fig. 1):

p ¼ dsx
ws

> 0:5 ð17Þ

Because Dohmen-Janssen et al. (2001) found that the

sheet flow layer thickness ds is larger for fine sand

(D50 = 0.13 mm) than for coarser sand (D50z 0.21

Fig. 16. Ratio of predicted net transport rate (by the quasi-steady model of Ribberink, 1998) and measured net transport rate as a function of the

phase lag parameter p= dsx/ws.

Fig. 17. Predicted against measured net transport rates; quasi-steady model of Ribberink (1998) (left-hand-side panel) and the proposed semi-

unsteady model (right-hand-side panel).
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mm), phase lag effects are especially important for

fine sand: for fine sand the fall velocity ws is small,

but at the same time ds is large. By substituting the

expressions for the sheet flow layer thickness ds (Eq.
(2)) in Eq. (17), criteria for the occurrence of phase

lag effects can be worked out in terms of known

parameters (D50, ws, x and the Shields parameter hw):

hwD50x
ws

> 0:014 forD50 ¼ 0:13mm

hwD50x
ws

> 0:038 for D50z0:21 mm ð18Þ

Assuming a certain friction factor fw this can be

expressed in terms of grain size, oscillatory velocity

amplitude and wave period. Fig. 18 shows for three

grain sizes combinations of oscillatory velocity

amplitudes ua and wave periods T that lead to a

value of p = 0.5. For each sand size, phase lag effects

can be expected for combinations of ua and T that are

located above the lines. In order to show which

conditions are realistic and can be expected in the

field, the figure also includes the wave breaking

criterion of Miche (1951): Hbr = ch, with Hbr the

wave height at breaking, h the water depth and c
the breaker coefficient which is assumed to be 0.5.

Applying linear wave theory and shallow water

approximations yields a limiting combination of ua
and T for which waves will break:

ua ¼
x 1

2
Hbr

kh
¼ 1

2
c
x
k
¼ 1

2
c
gT

2p
ð19Þ

Here k is the wave number (k = 2p/L, with L the wave

length) and g is the gravity acceleration. This means

that waves break if ua/T >cg/4p = 0.39. The figure

shows indeed that for fine sand, phase lag effects can

become important in a wide range of wave condi-

tions. For coarser sands (D50z 0.21 mm), the trans-

port will generally behave in a quasi-steady way,

except for extremely high velocities (ua>2.5 m/s).

The present analysis is based on an oscillatory flow

that consists of a sinusoidal oscillatory component and

a net current. However, waves in shallow water are

not sinusoidal, but have a more asymmetric shape

(high crests, shallow troughs). In case of a second-

order Stokes wave without a net current, the near-bed

velocity is given by: ul(t) = u1cos(xt) + u2 cos (2xt).

Appendix B shows that in that case the phase lag

correction factor r is given by:

r ¼ 2

3
F1ðpÞ þ

1

3
F2ðpÞ ð20Þ

Here F1( p) and F2( p) are analytical functions of the

parameter p that can be found in Appendix B.

For the situations of a sinusoidal oscillatory flow

and a second-order Stokes oscillatory flow, both with-

out a net current, the relation between p and r is

presented in Fig. 19. This figure shows that phase lags

Fig. 19. Calculated values of phase lag correction factor r as a

function of phase lag parameter p for sinusoidal oscillatory flow and

for second-order Stokes oscillatory flow.

Fig. 18. Oscillatory velocity amplitude ua against wave period T.

Dividing lines between unsteady and quasi-steady behaviour ( p=

0.5) for three grain sizes.
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in asymmetric waves lead to stronger reductions of the

net transport rates: rV 0.7 for pz 0.3. Based on this

result, Fig. 20 shows for three grain sizes combinations

of maximum second-order Stokes oscillatory veloc-

ities (umax = u1 + u2) and wave periods that lead to a

value of p = 0.3. Because this analysis is only meant as

a first indication of the practical relevance of phase lag

effects the wave breaking criterion is estimated as

umax/T >0.39. This figure shows that phase lag effects

will often occur for fine sand and become important

for coarser sands in the high velocity regime.

8. Conclusions

The present study shows that even in sheet flow

conditions phase lags between sediment concentra-

tions and near-bed oscillatory velocities can become

so large that net transport rates are reduced. This is the

case if the phase lag parameter p = dsx/ws becomes

larger than about 0.5. The parameter p is proportional

to the fall time of a sediment particle (entrained to a

height that is equal to the thickness of the sheet flow

layer ds) and the wave period. For small phase lags

( p < 0.5) net transport rates, measured in a large

oscillating water tunnel, are predicted well by the

quasi-steady model of Ribberink (1998). If phase lags

become significant ( p>0.5) measured net transport

rates are smaller than predicted by this quasi-steady

model. In that case, the proposed semi-unsteady

model that predicts phase lag effects based on the

value of the parameter p gives better agreement with

the data. The occurrence of phase lags is confirmed by

a larger data set that shows that for high values of the

phase lag parameter, net transport rates are overesti-

mated by the quasi-steady model. Also for these data,

the proposed semi-unsteady model yields better agree-

ment with the data than the quasi-steady model.

The occurrence of phase lags inside the sheet flow

layer is also confirmed by time-dependent concentra-

tion measurements, which show that for large values

of the phase lag parameter p, concentrations lag

significantly behind the velocity, even inside the sheet

flow layer. This leads to a smaller concentration

asymmetry between the two half cycles, which

reduces the net transport rate.

Especially for fine sand (D50 around 0.13 mm),

conditions that lead to phase lag effects are common

in the field. For coarser sand (D50 around 0.2 mm)

phase lags may still be common, but only under high

oscillatory velocities (u>1.5 m/s).
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Appendix A. Calculation of combined wave–

current friction factor

In the present study, the wave–current friction

factor fcw is calculated according to the expression

of Madsen and Grant (1976):

fcw ¼ fc þ ð1� aÞfw, with a ¼ um

ua þ um
ðI:1Þ

Fig. 20. Maximum velocity umax for second-order Stokes oscillatory

flow against wave period T. Dividing lines between unsteady and

quasi-steady behaviour ( p= 0.3) for three grain sizes.
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Here, um is the time-averaged horizontal velocity at a

near-bed level zum, outside the wave boundary layer

and ua is the amplitude of the free-stream oscillatory

velocity. The wave friction factor fw is calculated

according to the formula of Swart (1974), which is

an explicit approximation to the implicit formula

given by Jonsson (1966). The expression reads:

fw ¼ exp �5:997þ 5:213
ks

a

	 
0:194
" #

ðI:2Þ

Here ks is the equivalent Nikuradse bed roughness

height and a is the semi-excursion length of the orbital

motion (a = ua/x = uaT/2p, with x the angular fre-

quency of the wave and T the wave period). The

current friction factor fc is derived by assuming a

logarithmic velocity distribution with height in the

near-bed layer:

fc ¼ 2j2 ln
zum

z0

	 
� ��2

ðI:3Þ

Here, j is the von Kármán constant, which is equal to

0.4, z0 is the level where the velocity is assumed to be

zero (z0 = ks/30) and zum is the level where the velocity

um is specified.

Appendix B. Derivation of phase lag correction

factor r

For practical reasons, the free-stream velocity

ul(t) is here rewritten as:

ulðtÞ ¼
XN
k¼0

ukcosðkxtÞ ðII:1Þ

In the present derivation, a time-averaged component

u0 (= um), a first harmonic component u1 (= ua) and a

second harmonic component u2 are considered, i.e.

N = 2. However, the derivation can be extended to

larger values of N.

In order to solve the advection–diffusion equation

for the real concentration (Eq. (9)) and for the quasi-

steady concentration (Eq. (9) with @c/@t = 0), two

boundary conditions are required for each situation.

Both the quasi-steady and the real concentrations are

assumed to be zero at the upper boundary (cr = cqs = 0

at z= zl). At the bottom (z = 0) it is assumed that the

real sediment concentration gradient is the same as in

the quasi steady condition:

@cr
@z

����
z¼0

¼ @cqs
@z

����
z¼0

¼ � wscqsð0,tÞ
es

ðII:2Þ

The quasi steady bottom concentration cqs(0,t) is

assumed to be a power function of the velocity ul(t):

cqsð0,tÞ ¼ aAulðtÞbA ðII:3Þ

The advection–diffusion Eq. (9) has analytical solu-

tions only if the exponent b in the expression for the

bottom boundary condition is even. Because the sand

transport rate is equal to the product of velocity and

concentration, the sand transport rate is proportional

to the velocity to the power b + 1. For large velocities,

the transport rate in the bed load model of Ribberink

(1998) is roughly proportional to u3.3. Therefore, here

b = 2 is chosen, giving a transport rate proportional to

u3. Applying these considerations results in the fol-

lowing expressions for the real and the quasi steady

sediment concentration:

crðz,tÞ ¼
X2b
k¼0

"
ĉbot,kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðP2
k þ Q2

kÞ
q exp � wsz

es
Pk

	 


� cos kxt � wsz

es
Qk þ uk

	 
#
ðII:4Þ

cqsðz,tÞ ¼
X2b
k¼0

ĉbot,kexp � wsz

es

	 

cosðkxtÞ

� �
ðII:5Þ

With:

ĉbot,0 ¼ a u20 þ
1

2
u21 þ

1

2
u22

	 

ðII:6Þ

ĉbot,1 ¼ að2u0u1 þ u1u2Þ ðII:7Þ

ĉbot,2 ¼ a 2u0u2 þ
1

2
u21

	 

ðII:8Þ

ĉbot,3 ¼ aðu1u2Þ ðII:9Þ
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ĉbot,4 ¼ a
1

2
u21

	 

ðII:10Þ

Pk ¼
1

2
þ 1

16
þ ðkpÞ2

� �1=4
cos

1

2
ak

	 

ðII:11Þ

Qk ¼
1

16
þ ðkpÞ2

� �1=4
sin

1

2
ak

	 

ðII:12Þ

ak ¼ arctanð4kpÞ ðII:13Þ

uk ¼ arctan � Qk

Pk

	 

ðII:14Þ

p ¼ esx
w2
s

ðII:15Þ

Because the expressions are used to calculate the

ratio of the real and quasi steady transport rate, the

coefficient a in the expressions for the bottom con-

centration (Eqs. (II.6), (II.7) and (II.8)) does not need

to be known. The equations show that the real

concentration cr(z,t) becomes equal to the quasi-

steady concentration cqs(z,t) if the phase lag param-

eter p is zero. The real and quasi-steady sand trans-

port rates can be derived by multiplying the velocity

ul(t) with the vertical integral of the sediment

concentration. The real and quasi steady transport

rate are given by:

qs,rðtÞ ¼
XN
k¼0

ukcosðkxtÞ
" # X2b

k¼0

es
ws

ĉbot,k

ðP2
k þ Q2

kÞ
3=2

 "

� ½Pkcosðkxt þ ukÞ þ Qksinðkxt þ ukÞ

!#

ðII:16Þ

qs,qsðtÞ ¼
XN
k¼0

ukcosðkxtÞ
" #

�
X2b
k¼0

es
ws

ĉbot,kcosðkxtÞ
	 
" #

ðII:17Þ

The correction factor r is defined as the ratio of the

net real sand transport rate to the net quasi-steady

sand transport rate. These net sand transport rates can

be determined by averaging Eqs. (II.16) and (II.17)

over time. Components of the concentration with an

order higher than N (highest order in the velocity) do

not contribute to the net transport rate. Therefore, the

net transport rates are given by:

hqs,ri ¼
es
ws

u0ĉbot,0 þ
1

2

es
ws

XN
k¼1

ukĉbot,k
Pk

P2
k þ Q2

k

	 


ðII:18Þ

hqs,qsi ¼
es
ws

u0ĉbot,0 þ
1

2

es
ws

XN
k¼1

ukĉbot,k
� �

ðII:19Þ

The phase lag correction factor r then becomes:

r ¼ hqs,ri
hqs,qsi

¼
u0ĉbot,0 þ 1

2
u1ĉbot,1F1ðpÞ þ 1

2
u2ĉbot,2F2ðpÞ

u0ĉbot,0 þ 1
2
u1ĉbot,1 þ 1

2
u2ĉbot,2

ðII:20Þ

with:

FkðpÞ ¼
Pkcosuk þ Qksinuk

ðP2
k þ Q2

kÞ
3=2

ðII:21Þ

Substituting the expressions for ĉbot,k (i.e. Eqs. (II.6)–

(II.8)) yields the following expression for the reduc-

tion coefficient r:

r ¼
u30 þ 1

2
u0u

2
1 þ 1

2
u0u

2
2 þ u0u

2
1F1ðpÞ þ 1

2
u21u2F1ðpÞ þ u0u

2
2F2ðpÞ þ 1

4
u21u2F2ðpÞ

u30 þ 3
2
u0u

2
1 þ 3

2
u0u

2
2 þ 3

4
u21u2

ðII:22Þ
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In case of a sinusoidal oscillatory flow with a net

current (i.e. u2 = 0) this reduces to:

r ¼

u0

u1

	 
2

þ 1

2
þ F1ðpÞ

u0

u1

	 
2

þ 3

2

ðII:23Þ

In case of a second-order oscillatory flow without a

net current (i.e. u0 = 0), this reduces to:

r ¼ 2

3
F1ðpÞ þ

1

3
F2ðpÞ ðII:24Þ
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hw maximum Shields parameter in oscillatory

flow (based on ua), non-dimensional

hcw maximum Shields parameter in combined

wave–current flow (based on umax = ua + um),

non-dimensional

q density of water, kg/m3

qs density of the sediment, kg/m3

sb bed shear stress, N/m2

x angular frequency of the wave (= 2p/T), rad/s
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