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Abstract Wave runup is known to depend on offshore wave conditions and coastal morphology.
While most field studies on wave runup have focused on low-to-mild-sloping sandy beaches, runup
measurements on steep and irregular rocky cliff profiles are still very scarce. Here we investigate the physical
processes controlling wave runup in such environments and the range of applicability of empirical runup
formula. This study focuses on the steep rocky cliffs (0.1 < tan𝛽 < 0.4) of Banneg Island, a small island
located in the Molène archipelago, Brittany, France, occasionally flooded during extreme water level events.
A statistical parameter for extreme runup is derived from the measurements of pressure sensors deployed
in the intertidal zone. Deep water wave parameters are used to force a high-resolution wave model, and
nearshore wave parameters and high-resolution topographic data are analyzed concurrently with runup
time series in order to assess the dependence of the runup on hydrodynamic conditions and morphological
parameters. The wave runup is shown to be strongly related to the square root of the offshore significant
wave height times the offshore wavelength. The measurements also reveal the depth dependence of the
runup, which is mainly attributed to the curvature of the foreshore profile. In comparison to empirical
relation obtained for a mild-sloping beach, the present data show a significant reduction in normalized
wave runup, that is attributed to enhanced bottom friction over the rocky bottom.

Plain Language Summary When waves reach the shores, they travel up and down the beach
before being reflected seaward. The maximum vertical excursion of the waterline relative to the still water
level, called the wave runup, is a key parameter for the design of coastal structures and the prediction of
overtopping volumes during storm events. Most runup studies in natural environments have focused on
smooth and mild-sloping sandy beaches, and empirical formula to predict the wave runup has been derived
for these environments. Here we study the process of wave runup over steep rocky cliffs. Using pressure
sensors deployed in the intertidal zone of Banneg Island—a small island located west of Brittany, France,
exposed to very high waves—we measured runup events. Then we investigated the link between these
runup data, offshore wave parameters, and cliff slopes. Our results reveal that the wave runup is linearly
dependent to the square root of the offshore wave height times the offshore wavelength. In addition,
a significant reduction of the runup is found compared to sandy environments, which is attributed to the
frictional effect exerted by the rocky bottom on the flow.

1. Introduction

Determining the maximum wave runup during storm conditions is of crucial importance for the design of
coastal engineering structures and the management of coastal hazards of hydrodynamic and/or morphody-
namic nature. Hence, for more than half a century, researchers and coastal engineers have investigated the
link between wave runup and environmental parameters. In a pioneering study, Hunt (1959) analyzed labora-
tory data and found a linear relationship between the normalized wave runup and the foreshore slope divided
by the offshore wave steepness (named the surf similarity parameter, 𝜉0, by Battjes, 1974). This relationship
can be written

R
H0

= K
tan 𝛽√
H0∕L0

= K𝜉0, (1)

where R is the wave runup, H0 is the offshore significant wave height, K is a nondimensional constant, 𝛽 is
the slope of the structure, and L0 is the offshore wave length. Later, Holman (1986) analyzed video-based
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measurements of wave runup over a natural sandy beach and found similar linear relationships for extreme
statistical runup parameters, such as the 2% exceedance level of shoreline elevation 𝜂2 or the 2% exceedance
level of runup maxima R2. Stockdon et al. (2006) analyzed a large collection of field data and showed that the
extreme wave runup R2 could be decomposed into a steady component, the wave setup, and a fluctuation
about this setup, the swash. They also decomposed the significant swash height into incident and infragrav-
ity frequency bands and showed that the dimensional incident swash scaled well with 𝜉0H0 = tan 𝛽

√
H0L0,

while the dimensional infragravity swash better scaled with
√

H0L0. As a consequence, two runup parameter-
izations were proposed by these authors: one for dissipative conditions, where infragravity swash dominates
and slope effects can be ignored, and one for intermediate and reflective conditions, where incident swash
also contributes to the runup and slope effects are included.

Most field measurements of wave runup were collected on sandy beaches, with foreshore slopes ranging from
0.02 to 0.2 (Atkinson et al., 2017; Guza & Thornton, 1982; Holland et al., 1995; Holman & Guza, 1984; Huntley
et al., 1977; Raubenheimer & Guza, 1996; Ruessink et al., 1998; Senechal et al., 2011; Vousdoukas et al., 2012),
and very few field data exist for steeper environments (>0.2). Poate et al. (2016) analyzed video-based runup
measurements on gravel beaches, with slopes up to 0.4. They obtained strong correlations between the wave
runup and the offshore significant wave height, the mean wave period, the beach slope, and the grain size, in
decreasing order of importance. They also found that the widely used runup equation of Stockdon et al. (2006)
strongly underestimated the runup when it was applied to their field conditions. They related this amplifica-
tion of runup to the steep planar slopes of gravel beaches that extend well into the subtidal region and can
maintain reflective conditions even under the most energetic conditions. For natural steep rocky cliffs, the
dynamics is expected to become even more complex with the higher reflection due to increased steepness
(Poate et al., 2016), the stronger dissipation due to increased bottom drag, enhanced turbulence during the
breaking processes affected by impacts, splash-ups, and air entrapment (Sambe et al., 2011), and the volume
loss of the swash tongue due to infiltration within fractured bed rock. Due to the harshness of the consid-
ered environment, these processes are still poorly understood, and no runup data have been published on
these environments, to the knowledge of the authors. However, several laboratory studies have investigated
the propagation of wave runup over artificial breakwaters for design purpose. Hunt (1959), and later Van der
Meer and Stam (1992), compared runup measurements over smooth and rough structures and showed that
the runup on rock slopes could be reduced by up to 50% in comparison to the runup on smooth slopes, due
to enhanced bottom drag forces. Therefore, they added a correction factor to equation (1) in order to take
into account the effect of bottom roughness on the wave runup. This correction is also mentioned by Van
der Meer et al. (2016), and recent detailed measurements and simulations have confirmed the influence of
bottom friction on swash hydrodynamics (Torres-Freyermuth et al., 2013).

The present study investigates the relationship between wave runup, wave parameters, and foreshore mor-
phology for steep rocky cliffs in order to understand its variability and test whether the relationship derived for
sandy beaches or artificial breakwaters could apply to these specific environments. We use field data recorded
during three consecutive winters between 2012 and 2015 on Banneg Island, a small uninhabited island of the
Molène archipelago, Brittany, France, episodically flooded during storms. In section 2, we describe the envi-
ronmental context of the island and the field survey. Section 3 presents the methods that we used to simulate
the nearshore wave parameters and to compute the cliff slopes and the extreme runup statistics inferred from
the pressure sensor records. A major methodological issue of our study is to allow a robust detection of runup
parameters in such rugged terrain where pressure distribution in the water column is expected to show signif-
icant departures from hydrostaticity. In section 4, we compare the estimated runup time series with incident
wave conditions and foreshore slopes, computed on various segments of the cliff profile. Finally, we propose
a more general discussion on wave runup in rocky cliff environments, including the involved physical pro-
cesses, an estimation of the static (setup), infragravity and incident components, and the relationship with
surf-similarity parameter (section 5).

2. Banneg Island
2.1. Geomorphological Context and Hydrodynamic Conditions
Banneg Island is located off the western tip of the Brittany peninsula, in France (Figure 1a). It lies in the
north-western edge of the Molène archipelago, which is separated from Ouessant Island by the 60-m-deep
Fromveur Channel (Figure 1b). This small island is oriented north-south, 0.8 km long, and 0.15 to 0.35 km wide.
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Figure 1. (a) Location of the Molène archipelago. (b) Bathymetry of the Molène archipelago and location of Banneg
Island. (c) Topography and bathymetry of Banneg Island (isolines are given every 5 m) and model domain. (d) Aerial
photograph of Banneg Island showing the location of the instrumented cross-shore profile. (e) Photograph of the four
pressure sensors taken from the top of the cross-shore profile. DWR = Datawell DWR-MkIII; SBE = Seabird Electronics
SBE26+.

The western coast is cut into steep cliffs (tan𝛽 > 0.5) that include a series of high headlands (16 to 20 m above
mean sea level [MSL]) and lower cliffs (12 to 13 m above MSL) with more gentle slopes (0.15 < tan𝛽 < 0.4) in
embayments. These cliffs present an orthogonal tabular structure resulting from the horizontal bedding and
nearly vertical joint system affecting the granite bedrock. Erosive processes have carved the cliffs by quarry-
ing rocks from the bedrocks and the remaining sockets contribute to the rugged morphology of the western
part of the island (Figure 1d).

This region is characterized by a semidiurnal macrotidal regime with tidal ranges from 2 to 8 m in neap and
spring tide conditions, respectively (SHOM, 2014). The area around Ouessant Island is likely the part of the
French coastline most exposed to waves. The wave buoy Les Pierres Noires (5.0∘ W ; 48.2∘ N ; 60-m depth, WMO
number 62069) recorded significant wave height (Hs) larger than 12 m (e.g., during Ruzica storm on 8 February
2016) and winter-averaged Hs varied between 2.1 and 3.7 m, from 2008 to 2016. On Banneg’s shores, waves are
attenuated by the sheltering effect of Ouessant Island. The results of a 14-year (1993–2013) high-resolution
regional wave hindcast (Boudière et al., 2013; Roland & Ardhuin, 2014) indicate that the winter-averaged Hs,
peak period (Tp), and mean wave direction (𝜃m), 1 km west of Banneg Island, are 1.8 m, 11.8 s, and 242.9∘,
respectively. During this period, the simulated Hs never exceeded 7 m. Ardhuin et al. (2012) also showed that
the tidal currents in the Fromveur Channel have a strong influence on the propagation of incident waves due
to current-induced wave refraction and dissipation and the blocking of high-frequency waves in opposite
currents.
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Figure 2. Depth along the instrumented cross-shore profile and positions of the pressure sensors. The gray lines
correspond to 2-m spaced parallel profiles used to compute the average profile (black line). The thick colored line
indicates the slope value of a smooth profile computed with a 10-m-wide sliding window. HAT = highest astronomical
tide level; MSL = mean sea level; LAT = lowest astronomical tide level.

For more than two decades, Banneg Island has been investigated by geomorphologists, who put in evidence
the strong morphogenic impacts of storm waves on the island (Fichaut & Hallégouët, 1989; Fichaut & Suanez,
2011). Indeed, more than 1,000 m3 of cliff-top storm deposits, with weight of a single piece up to 30 tons,
were quarried from the cliff-top and accumulated at the rear of the embayments. The furthest accumulation
lies 100-m inland (Suanez et al., 2009). Autret et al. (2016) carried out a detailed analysis of cliff-top storm
deposits trajectories from prestorm and poststorm drone-based surveys. They related these trajectories to
synchronous underwater pressure measurements in order to detect the morphogenic overwashing events
that occurred during the 2013–2014 winter. They also estimated possible runup values from an empirical
formula and found runup extremes above 15 m in parts of the island. However, in the absence of runup mea-
surements, these guesses rely on the extrapolation of the runup formula proposed by Stockdon et al. (2006) for
beaches. Another study on the Banneg cliff hydrodynamics used data from the 2008–2009 winter and focused
on infragravity waves which were found to be exceptionally high (Sheremet et al., 2014) and are expected to
form a significant fraction of the runup. Here we use more recent and more extensive data to provide runup
measurements and explore the physical processes that control wave runup over steep rocky cliff.

2.2. Field Survey
From October 2012 to May 2015, three extensive field surveys were carried out at Banneg Island in order
to characterize offshore and nearshore hydrodynamics in stormy conditions. During each winter, a direc-
tional waverider (Datawell DWR-MkIII, hereafter referred to as DWR) and a bottom-mounted pressure sensor
(Seabird Electronics SBE26+, hereafter referred to as SBE) were deployed 1-km offshore west of Banneg
Island, in approximately 50-m water depth (Figure 1c), providing information on the incident wave field and
water levels. In addition, four pressure sensors (Ocean Sensor System, OSSI-010-003C) were installed along a
cross-shore profile, within an embayment of the western part of the island (Figures 1d and 1e). These sensors
were evenly spaced (∼10 m) from the bottom to the top the cliff so that they could record swash event at
every possible tidal stage and over varying foreshore slopes. The lowest sensor was located 2.5 m above the
lowest astronomical tide level (LAT) and the highest sensor was located 1.60 m above the highest astronomi-
cal tide level (HAT). Each OSSI sensor was held in a stainless steel mount affixed to the bedrock with threaded
rod. The sensor heads were protected by perforated steel plates to prevent membrane damage and damp
the dynamical pressure effect. The sensor’s height above the bed was approximately 12 cm. Hereafter, these
pressure sensors will be named P1, P2, P3, and P4, from the bottom to the top of the cliff (Figure 2). Finally, dur-
ing the 2012–2013 winter, one additional pressure sensor was deployed 100-m seaward of the instrumented
cross-shore profile, in 12-m water depth. This sensor, named P0 in the following, recorded one 20-min pres-
sure burst per day and was only used to validate the results of a wave model. Note that SBE was lost during
the 2012–2013 winter campaign, and P2 OSSI sensor was crushed by a boulder during the 2013–2014 winter
campaign, resulting in missing data.

3. Methods
3.1. Observed Offshore Parameters
Offshore water levels were estimated from the SBE tide gauge. After correcting the raw pressure for the atmo-
spheric pressure (measured at the Stiff weather station on Ouessant Island, see Figure 1b) and converting
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this pressure into water elevation assuming hydrostatic equilibrium, the mean value was subtracted from
the corrected time series in order to reference the water elevation with respect to MSL. For consistency with
bathymetric and topographic information, all hydrodynamic observations were then referred to the IGN69
topographic French datum. For the 2012–2013 winter, since no measurements were available at the SBE tide
gauge, we used outputs from the circulation model MARS (Ardhuin et al., 2012; Lazure & Dumas, 2008) at the
same location. The observed water levels were very well reproduced by the model, with a root-mean-squared
error of 0.08 m and a squared correlation coefficient (𝜌2) of 0.99.

Offshore wave parameters were estimated from the directional spectra measured by the DWR. Runup statis-
tics are usually parameterized in terms of peak period Tp. It will be demonstrated that, in our context, better
regressions are obtained using integrated mean wave periods, which are more likely to account for the spec-
tral shape, as observed by Poate et al. (2016). The significant wave height and the wave periods Tm0,1, Tm0,2,
Tm0,−1, and Tm0,−2 were computed from the spectral moments

mp = ∫
f max

0
f pE(f )df , (2)

with

Hs = 4
√

m0, (3)

and

Tm0,p =
(mp

m0

)−1∕p

=

(∫ fmax
0 f pE(f )df

∫ fmax
0 E(f )df

)−1∕p

, (4)

where fmax is a cut-off frequency. The mean wave direction 𝜃m (given hereafter in meteorological convention)
was computed as

𝜃m = arctan
(b

a

)
,

a = ∫
2𝜋

0 ∫
f max

0
cos(𝜃)E(f , 𝜃)df d𝜃,

b = ∫
2𝜋

0 ∫
f max

0
sin(𝜃)E(f , 𝜃)df d𝜃.

(5)

The peak period was computed from the spectral maximum at the peak frequency fp, as Tp = 1∕fp.

3.2. Simulated Nearshore Parameters
Given the complex bathymetric and hydrodynamic settings of Banneg Island, offshore wave measurements
are not necessarily representative of the wave conditions that reach Banneg’s shores. The wave conditions at
the bottom of the cliff could be provided by submerged sensors, but only at high tide. Therefore, we prop-
agated the offshore wave conditions to the nearshore using a phase-averaged wave model. We used the
spectral wave model WAVEWATCH III® (WWIII, V6.10, Tolman, 2014), implemented on a rectilinear computa-
tional grid with a constant along-shore 10-m resolution and a cross-shore resolution refined from 10 m at the
west boundary to 1 m at the shore (Figure 1c). In order to decrease the computational cost, we used the new
fully implicit version of WWIII based on the work of Roland (2009). This new version of WWIII solves all prop-
agation dimensions and integrates the source terms without any splitting, based on Patankar rules. This fully
implicit version model was already used and validated in various studies (e.g., Smith et al., 2017). The model
was forced with directional spectra measured by the DWR and with water levels and currents simulated by the
MARS model implemented on the Iroise Sea at a resolution of 250 m (Ardhuin et al., 2012; Pineau-Guillou et al.,
2014). Deep-water source terms have little impact on this scale, and we used parameterizations by Ardhuin
et al. (2010) and Hasselmann and Hasselmann (1985). Shallow water effects included here are the nonlinear
triad interactions computed using the LTA parameterization by Eldeberky et al. (1996) and depth-induced
breaking as parameterized by Battjes and Janssen (1978), with the dissipation constant 𝛼 set to 1 and the
breaking threshold 𝛾 set to 0.73.

We validated the model results against pressure records at P0 in 12-m water depth. For each 20-min records,
pressure spectra were computed on 50% overlapped segments of 1,024 samples, detrended and tapered
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Figure 3. (a) A 12-hr time series of pressure measurements, during which one 𝜂2 value was computed, (b) 20-min burst
of pressure data (shown in gray in a) during which the 98.5 (97.5) percentile was higher (lower) than 𝜖 (black-dashed
line), and (c) cumulative distribution of the 20-min pressure data showing the intersection between the data and 𝜖

occuring within the 98.5 and 97.5 percentiles. 𝜂2 is then computed as the difference between the sensor elevation and
the still water level measured during this period.

with a Hanning window to suppress tidal motions, and reduced spectral leakage. The resulting spectra had
a spectral resolution of 0.005 Hz, a bandwidth of 2.49 Hz (0.01–2.5 Hz), and 12 degrees of freedom. The pres-
sure Fourier coefficients were then converted into sea surface elevation spectra based on linear wave theory.
Finally, the significant wave height was computed from equation (3), using a cut-off frequency fmax = 0.25 Hz,
above which the signal became dominated by noise.

The model showed excellent skills for reproducing Hs, with a bias of 0.03 m, a normalized root-mean-square
error of 12.4%, and a squared correlation coefficient of 0.94. Therefore, simulations were run for each of the
detected runup events (see sections 3.3 and 4.2), and Hs outputs at P0 were then reverse shoaled to deep water
using linear wave theory. The resulting equivalent offshore significant wave height, named H0, was used in
the regression analysis presented hereafter.

3.3. Estimation of the 2% Exceedance Level of Shoreline Elevation 𝜼2

The pressure time series measured in the swash zone were analyzed to infer an extreme value statistical
parameter for wave runup. By contrast to studies in smooth bottom and mild slope context, the bottom pres-
sure measurements are expected to be significantly affected by nonhydrostatic effects due to high-velocity
flow. Ad hoc alternative approaches have been used here to avoid taking into account the effect of dynam-
ical pressure, based on level detection thresholds rather than magnitude of the bottom pressure. Once the
atmospheric pressure is subtracted from the raw signal, swash bores appear as individual spikes separated by
longer intervals of near-zero pressure when the sensor is dry (Figure 3). Our method consisted in finding the
20-min time periods, during which the sensor was immersed 2% of the time only. Then, the extreme wave
runup parameter was computed as the difference between the elevation of the sensor and the still water
level (SWL), computed as the offshore water level averaged over this 20-min time window. Note that SWL is
a time-varying reference level that includes the tidal signal and the atmospheric surge. This runup elevation
corresponds to the 2% exceedance level of shoreline elevation, as defined by Holman (1986). These authors
named this parameter 𝜂2, to distinguish it from R2, which is computed from the distribution of individual
maxima of shoreline elevation. The variable name 𝜂2 will also be adopted in this study. Because of the inher-
ent accuracy and resolution of the instruments and the uncertainty on the local atmospheric pressure (the
weather station used to correct the data was located 5 km away), the pressure measured by the sensors when
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Figure 4. Sketch of the profile showing the different regions used to
compute the slopes for each method tested in this study. The hydrodynamic
conditions corresponding to this example are given in the top left inset. The
blue triangle corresponds to the position of sensor P4. Note that our
pressure-sensor-based method to compute 𝜂2 imposes that SWL + 𝜂2 is
always equal to the elevation of the sensor, with respect to SWL. SWL = still
water level; HAT = highest astronomical tide level; LAT = lowest astronomical
tide level.

they were dry was not strictly equal to zero but noisy and slightly biased. 𝜂2

estimates were thus obtained when the 20-min time periods, during which
the 1.5% and 2.5% exceedance levels were, respectively, higher and lower
than a threshold value 𝜖. This threshold value was obtained by computing
the means (p0) and the standard deviation (𝜎) of a large amount of 20-min
bursts, measured when the sensors were dry and using the maximum
values as follows:

𝜖 = p0 ,max + 2𝜎max. (6)

Assuming a Gaussian distribution of the noise, using 2𝜎max ensured our
threshold to be higher than 95.4% of the dry samples. Figure 3 illustrates
the methodology applied to a 20-min sample of pressure measurements
in the swash zone.

It is important to note that with our method, runup measurements were
collected at discrete times and specific locations, only when the sensors
were in the swash zone. Hence, our method could not capture wave runups
that exceed the sensor’s position and was therefore not adequate to record
the most extreme events. However, with four sensors deployed along a
transect recording over a sufficiently long record period, robust informa-
tion on extreme runup values (in a statistical sense) were obtained for a
large range of wave and tidal conditions. Moreover, as explained previ-
ously, inferring runup statistics from 𝜂2 estimates allows to directly process
the pressure data without the need to reconstruct free surface eleva-
tion through hydrostatic assumption and thus make it possible to ignore
dynamic pressure effect.

3.4. Definition of the Foreshore Slopes
Many studies showed that the wave runup is dependent on the foreshore slope, whether from laboratory
experiments (Blenkinsopp et al., 2016; Hunt, 1959; Van der Meer & Stam, 1992), or field data (Holman, 1986;
Stockdon et al., 2006; Suanez et al., 2015; Poate et al., 2016). For this latter case, several methods were pro-
posed to compute the slopes on irregular profiles and/or macrotidal environments. Holman (1986) computed
the foreshore slope as the average slope over a 5-m-long segment surrounding the MSL. Stockdon et al. (2006)
defined the foreshore slope as the average slope over a region ±2𝜎 around < 𝜂 >, with 𝜎 the standard devi-
ation of the continuous shoreline elevation and < 𝜂 > the average shoreline elevation (i.e., the SWL plus the
wave setup). Other authors used the offshore significant wave height as a proxy for the swash zone extent and
computed the foreshore slope on a time-varying section varying with the tide and the wave conditions, but
different fraction of H0 are used in different studies (Poate et al., 2016; Suanez et al., 2015). For instance, Suanez
et al. (2015) used SWL ± 0.25H0 to compute the upper and lower bounds of the profile section, while Poate
et al. (2016) used SWL + H0 to compute the upper bound and SWL − 2H0 to compute the lower bound. These
field studies were mostly conducted on sandy coasts, characterized by relatively smooth topographic gradi-
ents. On rocky coasts exposed to waves, such as the western coast of Banneg Island, the slope is very irregular,
and the different estimates can give very different values. Several methods to compute the cliff slopes were
thus tested in this study. The bathymetric and topographic data were retrieved from a high-resolution digital
elevation model, continuous at the land-sea interface, acquired with airborne lidar and vessel-mounted multi-
beam sounders (Litto3D; ; Louvart & Grateau, 2005). A 150-m-long profile intersecting the pressure sensors’
location was interpolated at 0.5-m resolution, and four additional 2-m-spaced parallel profiles were used to
compute an average profile with the small-scale features removed (Figure 2). Then, the foreshore slopes were
computed with a linear regression fitted through the cliff profiles over a region dependent on the selected
method. Five methods (Figure 4) were defined and are listed below in increasing order of complexity:

• For the first method (M1), we considered a segment vertically bounded between LAT and HAT. This method
provided slopes that do not vary with time, identical for the four sensors of the profile, and was used as a
baseline to compare with the four following method;

• For the second method (M2), we considered a 60-m-long segment right bounded by the profile intersection
with the instrument’s position, which always corresponds to SWL + 𝜂2. This method provided stationary
slopes, dependent on the sensor’s location only;
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Figure 5. From top to bottom, time series of offshore significant wave height, water level, mean wave period Tm0,−2,
and mean wave direction from October 2012 to March 2015. In the first panel, the blue line shows the MARS outputs
when no tide measurements were available.

• For the third method (M3), we considered a 50-m-long segment horizontally centered on the intersec-
tion between SWL and the profile. This method provided time-varying slopes, dependent on the tide, but
independent of the wave conditions, similar (except for the chosen length) to the one of Holman (1986);

• For the fourth method (M4), we considered a segment vertically bounded by SWL+H0, for the upper bound,
and SWL − 2H0, for the lower bound. This method provided wave- and tide-dependent slopes, similar to the
one used by Poate et al. (2016);

• For the fifth method (M5), we considered a segment vertically bounded by SWL ± 𝜂2. This method provided
runup- and tide-dependent slopes, computed over a segment that approximated the swash zone extent, as
in Stockdon et al. (2006).

In methods M2 and M3, several segment lengths were tested iteratively, and our selection (60 and 50 m,
respectively) was based on the results described in section 4.3.2.

4. Results
4.1. Offshore Water Levels and Wave Conditions
Offshore water levels recorded by SBE and mean wave parameters recorded by DWR between October 2012
and April 2015 are shown on Figure 5. The tidal range was comprised between 1.7 and 7.4 m and was 4.4 m on
average. The mean Hs was 1.7 m. During the 2013–2014 winter, several storms generated Hs larger than 6 m,
with a maximum of 10 m on February 14. During this winter, the mean Hs was 2.1 m. According to Masselink
et al. (2016), the 2013–2014 winter had the highest winter-mean wave heights along the Atlantic coast of
Europe since at least 1948. Our measurements are consistent with this finding when we compare them to the
long-term wave hindcast of Boudière et al. (2013), who found a maximum Hs of 7 m and a winter mean Hs of
1.8 m at the same location, for the period 1993–2014. The mean wave period Tm0,−2 was 9.5 s on average and
reached up to 17.5 s. The mean wave direction (𝜃m) was 253∘ on average. Periods of calm wave conditions were
usually associated with short period waves of NE directions, indicating that anticyclonic conditions prevailed.

4.2. Wave Transformation in the Nearshore
Wave dynamics around Banneg Island is strongly affected by the complex bathymetric and hydrodynamic
settings of the Molène archipelago. Ardhuin et al. (2012) described the large-scale effect of tidal currents in
the Molène archipelago on the incoming wave field. Their model results revealed a strong focusing of the
wave energy toward the Fromveur ebb tidal jet and high wave dissipation rates in the center of the jet. In
the present study, the wave data recorded simultaneously at DWR and P0 during winter 2012–2013, and the
high-resolution wave model implemented in the Banneg area provides some details on the wave transfor-
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Figure 6. Scatter diagram of the ratio Hm0P0∕Hm0DWR versus the wave direction measured at DWR. The color scale
represents the gradient of elevation and indicates the tidal stage (red for flood and blue for ebb).The black-dashed line
indicates the average mean wave direction at DWR. DWR = Datawell DWR-MkIII.

mation in the nearshore zone of Banneg Island. First, the combined effects of bathymetry and tidal currents
on the wave energy between DWR and P0 are illustrated in Figure 6, which depicts the ratio of Hs measured
by P0 to Hs measured by DWR versus the wave direction measured by DWR. The color code corresponds to
the time derivative of tidal elevation measured at SBE, used here as a proxy for the tidal stage. One notes first
the significant role played by the tidal phase on the wave direction at DWR. The main trend is that flood (ebb)
currents are generally associated with more southern (northern) wave direction, which is a local illustration
of the tidal jet refraction effect described by Ardhuin et al. (2012). The role of local refraction between the
incoming wave field at DWR and the input point of our surveyed site P0 is quantified by wave heights ratio
versus wave direction in Figure 6. The refraction effect is clear: the transmission of wave energy from DWR to
P0 is maximal for wave direction between 250∘ and 260∘, which is around the mean wave direction at DWR,
and significantly decreases when departing from such optimal incidence angle. The spectral transformation
of the wave energy between DWR and P0 is illustrated by Figure 7, which shows the mean spectrum at DWR

Figure 7. Wave energy spectra at DWR (black-dashed line) and P0 (solid gray
line) average over 167 events, corresponding to all the available daily
records at P0. DWR = Datawell DWR-MkIII.

and P0, averaged over the 167 daily events recorded by P0. We can see
a significant attenuation of the wave energy from DWR to P0 as well as
a transfer of energy toward lower frequencies at P0. This spectral evo-
lution likely results from current-induced enhanced energy dissipation,
current and bathymetric refraction, and nonlinear energy transfer. Finally,
the impact of the complex nearshore bathymetry on the incident wave
field at Banneg Island is illustrated by Figure 8, which shows a typical
wave field reaching the west coast of Banneg, simulated with WWIII. One
notes the strong effect of bathymetric refraction, which induces along-
shore modulations of wave height and changes in wave direction. The
surveyed area is located in a wave divergence area, where wave height is
nearly halved compared to the values simulated 200-m southward. In addi-
tion, it is expected that the complex roughness structure of the rocky bed
plays a role on the incoming wave transformation by increasing dissipation
from the shoaling zone, which is out of the scope of the present study ded-
icated to runup processes. These observations highlight the complexity of
the wave propagation at the Banneg’s shore and further justify the need to
use reverse-shoaled wave height at P0, as a relevant input wave forcing to
study subsequent runup processes. Note that the ratio Hs to local depth at
P0 is lower than 0.25 80% of the time and never exceeds 0.48, which indi-
cates that depth-limited wave breaking offshore of P0 may occur only very
occasionally.
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Figure 8. Field of significant wave heights in the nearshore zone simulated with the model WAVEWATCH III. The
magenta circles show the locations of the sensors. The isodepth lines are given every 3 m. DWR = Datawell DWR-MkIII.

4.3. Wave Runup
Between October 2012 and March 2015, 739 runup values were computed (Table 1). The largest number of
𝜂2 values was obtained at sensor P2 (376), followed by P3 (143) although no data were available at this sensor
during the 2013–2014 winter. In comparison, fewer 𝜂2 values were obtained at P1 (122) and P4 (131), likely
because these sensors were less often in the swash zone, due to their position slightly above the LAT (for P1)
and above the HAT (for P4).

Figure 9 shows the distribution of 𝜂2 values obtained at each sensor against the associated offshore water
levels and significant wave heights. As a consequence of our methodology, the altitude of the sensor con-
strained the range of hydrodynamic conditions associated with the observed runup values. For instance, P1,
located at the bottom of the profile, measured 𝜂2 at low tide for Hs of 1.1 m on average, while P4, located at the
top of the profile, measured 𝜂2 at high tide for Hs of 2.6 m on average. All in all, owing to the long time period
covered by the measurements, the full tidal range and wave heights comprised between 0.2 and 4.7 m were
encompassed in our 𝜂2 measurements.

4.3.1. Wave Runup Dependence on Offshore Wave Parameters
The dependence of wave runup on offshore wave parameters was assessed through a correlation analysis.
Seven parameters were tested: the offshore significant wave height H0, the peak period Tp, the spectral peri-
ods Tm0,1, Tm0,2, Tm0,−1, and Tm0,−2, and the ratio of H0 to the wave steepness

√
H0∕L0, which is equal to

√
H0L0.

Table 1
Number of Runup Events Detected for Each Sensors and Associated Mean Offshore Significant Wave Height,
Mean Water Level, and Mean, Minimum, and Maximum 𝜂2

# of events Mean water level (m) Hs (m) 𝜂2 (m) 𝜂2,min (m) 𝜂2,max (m)

P4 131 2.9 1.1 3.0 2.0 5.3

P3 143 1.3 1.6 1.3 0.2 3.4

P2 376 0.1 1.3 1.1 0.1 4.1

P1 122 −1.7 2.6 0.6 0.04 2.0
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Figure 9. Histograms of the number of 𝜂2 events detected by each sensor against the offshore water level (a) and the
significant wave height (b).

This last parameter appears in the dimensional form of equation (1). Although some authors presented their
results in nondimensional space, we performed our analysis with dimensional parameters in order to reduce
the errors associated to small wave cases, as explained by Stockdon et al. (2006). Indeed, the data in nondimen-
sional space were much more scattered than in dimensional space, and the least-square coefficients differed
from one approach to the other. The results of the correlation analysis are given in Table 2, and the scatter
diagrams for H0 and

√
H0L0 are shown on Figure 10.

For H0, the squared correlation coefficients ranged between 0.58 (P1) and 0.83 (P3), with an average of 0.71,
indicating a good fit between 𝜂2 and H0 (Figure 10a). For the wave periods,𝜌2 was comprised between 0.22 and
0.61, indicating a lower dependency between 𝜂2 and the wave period. Although the highest individual scores
depended on which sensor was considered, the sensor-averaged scores revealed that Tp was the parameter
that worst correlated with runup, which is due to the fact that peak periods are usually fairly noisy (Young
et al., 1995) and that the wave energy at frequencies higher than the peak frequency also contributes to the
wave runup. The importance of wave periods is better investigated using mean periods, with slightly higher
correlation using Tm0,1 or Tm0,2. Both the wave height and wave periods are important factors determining
the runup, and their combination in a Hunt-like parameter (Hunt, 1959)

√
H0L0 gives a very good predictor

of runup, in particular when L0 is defined from Tm0,−2 as L0 = gT 2
m0,−2∕(2𝜋) using linear wave theory. The

slightly better fit using Tm0,−2 instead of Tm0,−1 comes from a dominant effect of long period swells also found
by Ardhuin et al. (2014) for the estimation of infragravity wave heights. This parameter

√
H0L0 was retained

for the following analysis. The correlations between 𝜂2 and
√

H0L0 (Figure 10c) were very high (𝜌2 = 0.80)
and confirmed the linear relationship existing between these parameters, already demonstrated for different
environments (e.g., Holman, 1986; Hunt, 1959; Stockdon et al., 2006; Suanez et al., 2015). Note also that Tp will
be used here only for comparison with previous work (Holman, 1986), while the more relevant Tm0,2 will be
kept for the remaining analysis.

Our data set confirms the existence of a linear relationship between 𝜂2 and
√

H0L0 for each individual sensor.
However, the slopes of the regression lines between 𝜂2 and

√
H0L0 (dashed lines in Figure 10b) vary from

Table 2
Squared Correlation Coefficients (𝜌2) Between 𝜂2 and Offshore Wave Parameters

H0 Tp Tm0,1 Tm0,2 Tm0,−1 Tm0,−2
√

H0L0

P4 0.78 0.41 0.61 0.61 0.60 0.59 0.88

P3 0.83 0.27 0.54 0.56 0.51 0.49 0.88

P2 0.64 0.22 0.36 0.37 0.35 0.35 0.74

P1 0.58 0.23 0.40 0.40 0.38 0.37 0.68

Mean 0.71 0.28 0.48 0.48 0.46 0.45 0.80
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Figure 10. Scatter diagrams of 𝜂2 versus H0 (a) and 𝜂2 versus
√

H0L0 (b). Regression lines are indicated with
colored-dashed lines for each instrument and with a black-dashed line for the full data set. The squared correlation
coefficients computed for the whole data set are indicated on the top right hand corner.

sensor to sensor: 0.07 for P1, 0.10 for P2, 0.11 for P3, and 0.12 for P4. These differences likely traduced the impact
of the local morphology on the wave runup.

4.3.2. Wave Runup Dependence on the Foreshore Slopes
The impact of the morphology was quantified by introducing a measure of the foreshore slopes in the runup
formula. We now look at correlations between 𝜂2 and tan 𝛽

√
H0L0. For each runup event detected by the pres-

sure sensors, the slope was computed with each of the five methods defined in section 3, and time series of
tan 𝛽

√
H0L0 were generated. Figure 11 shows the scatter diagrams of 𝜂2 against tan 𝛽

√
H0L0 with tan 𝛽 com-

puted with these five methods, and Figure 12 shows the mean and the range of the slope values computed
with the five methods (left-hand panel), as well as the length of the segment over which the slopes were
computed (right-hand panel).

Figure 11. Scatter diagrams of 𝜂2 versus tan 𝛽
√

H0L0, with tan 𝛽 the forshore slope computed with method 1 to 5 (a–e).
The squared correlation coefficients computed for the whole data set are indicated on the top right hand corner.
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Figure 12. Slopes (a) and length of the segment used to compute the slopes (b) at each sensor for the five methods.
The colored symbols indicate the mean value, and the vertical bars indicate the minimum and maximum values.

The slopes computed with method M1 were constant in time and identical for all sensors of the profile (tan𝛽 =
0.19). This method was used as a baseline method, against which the four other methods were compared to.
With this method, the squared correlation coefficient between 𝜂2 and tan𝛽

√
H0L0 was 𝜌2 = 0.64. The slopes

computed with method M2 only depended on the sensors location and decreased from P4 (tan𝛽 = 0.20) to P1

(tan𝛽 = 0.08). This method improved the correlations, with a squared correlation coefficient (𝜌2 = 0.91) 42%
larger than the one obtained with the baseline method M1. The mean slopes computed with method M3 were
comprised between 0.18 (P1) and 0.21 (P4), and the slope ranges did not exceed 0.04. This method improved
the correlations, with a squared correlation coefficient (𝜌2 = 0.76) 19% larger than the one obtained with M1.
The mean slopes computed with method M4 were comprised between 0.16 (P1) and 0.18 (P4), and the slopes
ranges were larger (up to 0.17) with this method than with M3. The squared correlation coefficient associated
to this fourth method (𝜌2 = 0.49) was 23% lower than the one obtained with M1. Finally, the mean slopes
computed with method M5 were comprised between 0.14 (P3) and 0.28 (P1), and the slope ranges reached up
to 0.47 at P2. The associated squared correlation coefficient (𝜌2 = 0.34) was 47% lower than the one obtained
with M1. These results clearly showed that the method used to compute the slopes was critical when assessing
the impact of the cliff slope on the wave runup. While methods M2 and M3 provided evidence that the runup
values could be related to the slopes of the profile, method M4 and M5 tended to show the opposite. These
differences were mostly attributed to the varying lengths of the segments over which the slopes were com-
puted, depending on the selected method (Figure 12b). The general trend, which will be further discussed in
the next section, is that methods involving a wide part of the foreshore in the slope calculation (M1, M2, and
M3) show more consistent regressions than forcing-dependent methods (M4 and M5), which promote the
effect of local topography, resulting in increased variability.

5. Discussion

Despite some limitations inherent to our study site and our methodology, further discussed below, our study
revealed important features of wave runup in rocky cliff environments. First, the wave runup 𝜂2 is mostly asso-
ciated to significant wave heights that explain 68% of the variance. Because the wave periods have a lower
variability, they explain only 13% of the variance, but the combination of height and period in

√
H0L0 (Hunt,

1959) explains more than 70% of the runup variance in our data set (Figure 10b).

Following Stockdon et al. (2006), wave heights reverse shoaled to deep water are preferable over deep water
wave measurements that are not always representative of nearshore conditions. In the case of Banneg Island,
where the highly irregular nearshore bathymetry and the currents of the Fromveur Channel strongly impacts
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Table 3
Squared Correlation Coefficients Between 𝜂2 and H0, Tm0,2, Tm0,−2, and

√
H0L0 Measured at DWR and P1 and Simulated at P0

H0 Tm0,2 Tm0,−2
√

H0L0

DWR P0 P1 DWR P0 P1 DWR P0 P1 DWR P0 P1

P4 0.75 0.78 0.79 0.61 0.33 0.49 0.59 0.47 0.80 0.87 0.86 0.86

P3 0.77 0.83 0.89 0.56 0.16 0.46 0.49 0.22 0.65 0.87 0.87 0.75

Note. The bold font indicates the best score within the three estimates of the parameter. DWR = Datawell DWR-MkIII.

the wave propagation, this issue was particularly relevant. We compared 𝜂2 with H0 from three different loca-
tions: (1) in deep water, as measured by DWR; (2) in intermediate water, as simulated by WW3 at P0 and reverse
shoaled to deep water; and (3) in shallow water, as measured by P1 and reverse shoaled to deep water. Because
wave measurements at P1 were only available during mid-to-high tides, the following analysis only considers
runup values measured by the top sensors P3 and P4 (Table 3). Corroborating the findings of Stockdon et al.
(2006), acceptable but lower correlations were obtained with H0 measured by the offshore buoy DWR. The
highest correlations were obtained with H0 measured at P1, suggesting that propagation effects are impor-
tant. We note that this wave height was derived from pressure measurements in relatively shallow water
(0.5–5 m) using linear theory over a flat bottom, which introduces some errors. We further extended this anal-
ysis to the choice of the proper period in the parameterization, by comparing 𝜂2 with the five wave periods
Tp, Tm0,1, Tm0,2, Tm0,−1, and Tm0,−2 at DWR, P0, and P1 (Table 3). Despite the fact that wave height and period
cannot be considered as independent variables, interesting observations can, however, be performed. First of
all, we obtained the lowest score with the peak period, regardless the location (not shown here). Therefore, a
mean wave period should be preferred over the noisy peak period for runup parameterization, as suggested
by several recent studies (Poate et al., 2016; Van der Meer et al., 2016). In general, very similar regressions are
obtained with the different mean wave periods, which all show better correlations than Tp. A closer look in
Table 3 indicates that, at P1, better scores are clearly obtained using Tm0,−2 rather than Tm0,2 even if both meth-
ods show similar performance at DWR. This is likely the result of the spectral transformation during the wave
propagation in the nearshore zone, mainly due to nonlinear energy transfers, which reduces the weight of
the high-frequency part of the spectrum at the bottom of the cliff (see Figure 7). More generally, these results
raise the need to investigate in details the role of the spectral shape and its transformation over intermediate
depths in runup parameterization. These changes in the wave spectra are believed to impact the wave runup,
and taking them into account through the choice of the mean wave period can improve the skills of empirical
runup parameterizations.

Another parameter that has been shown to control the wave runup is the foreshore slope. Runup measure-
ments over uniform structures in laboratory experiments have clearly demonstrated that the wave runup
increases with the slope of the structure (Hunt, 1959). However, in natural environments, this runup depen-
dence on slope is more difficult to put in evidence, for several reasons: first, natural beaches are usually
characterized by a nonuniform profile, which requires to define the extent over which the slope is computed;
second, the slopes encountered on sandy beaches, the most documented natural environment for wave
runup studies, represent only a fraction of the full range of slopes encountered along the coasts (e.g., cliffs or
coastal structures); third, the alongshore variability and the presence of intertidal and subtidal bars also influ-
ence the wave runup and make it difficult to identify the contribution of each parameter. Nevertheless, several
studies confirmed the slope dependence of the runup in natural environments (e.g., Nielsen & Hanslow, 1991;
Ruggiero et al., 2004; Stockdon et al., 2006). The data we collected on the steep cliffs of Banneg Island shed
some lights on the difficulty to compute the foreshore slopes on rocky and irregular environments and thus
to interpret the contribution of these slopes to the wave runup. While the correlations between the runup
and tan𝛽

√
H0L0 increased when we computed the slopes with methods M2 and M3, they actually decreased

with the more sophisticated methods M4 and M5 that included both the tide and the wave conditions (see
section 3.4). It is therefore difficult to draw a comprehensive conclusion on the runup slope dependence on
Banneg’s cliffs, although previous studies suggest that it should be significant in intermediate-to-reflective
environments (Nielsen & Hanslow, 1991; Stockdon et al., 2006). However, a more careful analysis provides
some insights on the impact of the topography on the runup, which may explain the spread between
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Figure 13. Variance density spectra at P1, (green line), P2 (red line), P4 (blue
line), and DWR (black-dashed line) on 5 February 2014, between 8 and
9 A.M. During this event, P1 was in 0.4-m mean water depth (swash zone),
P2 was in 2.6-m mean water depth, P4 was in 4.3-m mean water depth, and
DWR was in approximately 50-m mean water depth. DWR = Datawell
DWR-MkIII.

calculation methods. Note first that the overall cliff profile is concave
upward (Figure 2).Therefore, the slope at the breaking will be lower at low
tide than at high tide. Based on field measurements and theoretical anal-
ysis, Raubenheimer et al. (1996) showed that the ratio of the wave height
to the local mean water depth (𝛾) increased with the beach slope. In our
case, the beach curvature should induce a tidal dependence of 𝛾 , with
lower 𝛾 at low tide and higher 𝛾 at high tide. Such 𝛾 variation is expected
to act on the wave energy dissipation (see, e.g., Nielsen, 2009) leading
to increased (decreased) dissipation at high (low) tides. The tidal fluctu-
ations of wave dissipation should in turn affect the momentum balance
by modifying the gradient of radiation stresses. This will result in a depth
dependence of the wave setup, which is the static component of the wave
runup. This curvature effect has been described, in an opposite manner,
for concave downward site by Becker et al. (2014) and could explain the
lower (higher) runup measured at low (high) tide in our case. This effect
should be reinforced by the presence of a rocky outcrop at the toe of the
cliff, around X = 55 m (see Figure 2). This rocky outcrop, as well as the
other neighboring terrain features, should certainly act on the wave trans-
formation by increasing dissipation and/or shifting offshore the breaking
point. This mechanism is also expected to be depth-dependent, that is,
reducing runup for low water level. The overall effect of local bed topogra-
phy, combining upward concavity and larger-scale reliefs at the toe of the
foreshore, can be identified in Figure 11a, for which the slope computed
with the baseline method M1 is identical for all sensors. When comparing
measurements performed at each sensor, one notes a general trend of an
increase of runup when moving upward. This increase is also clearly visi-
ble in the regression functions of 𝜂2 versus

√
H0L0 in Figure 10b. This depth

dependence of the runup is compensated by using a sensor-dependent
slope calculation, such as observed with the robust regression obtained with M2 (Figure 11b). However, such
an improvement is strongly dependent on the extent of the foreshore considered for the slope calculation:
the wider the considered area for slope calculation, the better the regression. Calculations with a large extent
will integrate and smooth the effect of curvature, that is, provide similar runup regression for all sensors. This
is straightforward for M2, which uses the largest extent (Figure 12b). For M3, M4, and M5 (Figures 11c–11e),
the method dependence to tide and/or wave conditions induces variability in the calculation of tan𝛽 due to
the displacement along a curved and irregular bed (Figures 12a and 12b). This is particularly true for the lower
sensors, for which the slope calculation includes lower parts of the cliff, which involves more pronounced cur-
vature and variability. This clearly results in a worsening of the runup regression. This topography effect is
identified in the bimodal behavior observed for M5, with P1/P2 showing much worse regressions than P3/P4

(Figure 11e). For M5, the slope calculation is runup dependent. As the measured runup decreases with increas-
ing water level, the considered segment is also narrower for high water levels. Such smaller extent for slope
calculation for P1/P2 increases the variability and worsens the regression. All together, these results highlight
the role of local topography and slope curvature on the runup dynamics and its depth dependence. Further
dedicated high-resolution numerical or laboratory studies are needed to carefully test these observations in
controlled conditions.

Of particular interest is the identification of the respective contribution of the wave setup, the incident swash,
and the infragravity swash components to the total runup (Guza & Thornton, 1982; Holman & Sallenger,
1985; Stockdon et al., 2006). On Banneg Island, very high infragravity waves, up to 2 m, have been observed
(Sheremet et al., 2014). Such infragravity waves are likely to contribute to the occasional flooding of the island
and the displacement of cliff-top storm deposits (Autret et al., 2016; Suanez et al., 2009). In order to assess the
contribution of these infragravity waves on the wave runup over the cliffs of Banneg Island, we analyzed the
pressure signal measured at the bottom of the cliffs (P1 and P2) when the sensor at the top of the cliff (P4) mea-
sured some of the highest runup during Petra storm on 5 February 2014. Figure 13 shows the pressure spectra
computed from 60-min time series recorded during high tide by the bottom and top sensors. The black line
shows the deep-water wave spectra measured at the same time by DWR. Although the spectra at P1 may be
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Figure 14. Swash-induced water pressure at P4 (blue line) and infragravity-wave-induced water pressure at P1 (green
line) and P2 (red line) on 5 February 2014. The infragravity wave signal was obtained by low-pass (0–0.035 Hz) filtering
the pressure signal.

biased because of the truncation of the signal when the sensor is dry, we can clearly see a significant contri-
bution of the energy in the infragravity bands at all three sensors. Looking at the water pressure time series
at P4, superimposed with the infragravity wave signals at P1 and P2 (Figure 14), we see that the largest runup
events occur quasi-simultaneously with the crest of an infragravity wave at the bottom of the cliff, as if the
long waves were acting as carrier waves for the incident short waves. Given the contribution of infragravity
waves to the wave runup and the strong alongshore variability in the island morphology, we can assume that
the effect of the foreshore slopes on the runup cannot be strictly local, and this, together with topography
effects discussed above, contributes to explain the high scatter obtained between 𝜂2 and tan 𝛽

√
H0L0 when

the slope is computed locally as with methods M4 and M5.

Stockdon et al. (2006) analyzed wave runup data acquired on sandy beaches and found that the swash was
dominated by incident energy for reflective conditions (𝜉0 > 1.25). Therefore, they proposed a runup parame-
terization that does not include the infragravity contribution and linearly depends on tan 𝛽

√
H0L0 (equation

20 of Stockdon et al., 2006). In this parameterization for reflective conditions, the setup and swash contribute,
respectively, to 48% and 52% of the the total runup (values computed from equation 19 in Stockdon et al.,
2006). Our experimental setup based on fixed point measurements is not properly designed for such decom-
position analysis, for two reasons; first, finer video or lidar-based measurements are required to identify the
waterline position, compute the waterline elevation, and decompose the total runup into infragravity and
incident components, such as classically done in sandy beaches context; second, the bottom pressure mea-
surements are expected to be significantly affected by nonhydrostatic effects, and conversion into sea surface
elevation is likely biased. However, despite these instrument limitations, interesting insight can be gained
from the components separation method based on time-series analysis. For this purpose, we identified the
first and last 20-min bursts of each immersion cycle, during which the sensor was fully immersed, and we
converted the pressure signal into water surface elevation based on the linear theory. The resulting eleva-
tion time series were thus measured when the sensor was near the lower limit of the swash zone and were
assumed to be a reasonable approximation of the swash elevation. Then, we computed the setup 𝜂 as the
difference between the 20-min mean elevation and the SWL measured at SBE. We also computed the sig-
nificant swash height in the incident (Sinc) and infragravity (SIG) bands using equation (3) and a separation
frequency at 0.035 Hz between the infragravity and the incident bands. The results are depicted in Figure 15,
with the setup, the incident swash, the infragravity swash, and the total runup estimated at sensor P3 against
the parameter

√
H0L0. First, we note that the total runup (𝜂2) and the three runup components (𝜂, Sinc, and SIG)

are well correlated with
√

H0L0 indicating a linear relationship between these parameters. Following Stock-
don et al. (2006) and writing each runup component as a linear function of

√
H0L0, we propose the following
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Figure 15. Scatter diagrams of the normalized setup (a), incident swash (b), infragravity swash (c), and 𝜂2 (d) versus 𝜉0,
with the foreshore slope computed either with method 2, at P3.

relationship for 𝜂2,

𝜂2 = 1.1

⎛⎜⎜⎜⎝𝜂 +
√

S2
inc + S2

IG

2

⎞⎟⎟⎟⎠ = 1.1K1

√
H0L0 + 0.55

√
K2

2 + K2
3

√
H0L0 = K

√
H0L0, (7)

where K1 (0.048), K2 (0.071), K3 (0.027), and K (0.096) are the slopes of the linear regressions with a null intercept

for 𝜂, Sinc, SIG and 𝜂2, respectively. The fact that 1.1K1 + 0.55
√

K2
2 + K2

3 (0.095) is very close to K (0.096) sup-
ports the decomposition of the total runup given in equation (7). With this parameterization, we see that the
setup and the swash contribute to 56% and 44% of the total runup 𝜂2, while Stockdon et al. (2006) obtained
48% and 52%, respectively. Therefore, our wave runup observations tend to show that the contribution of the
wave setup could be underestimated by the formula proposed by these authors, when applied to steep rocky
cliff environments. In addition, the swash component is clearly dominated by the incident band, as expected
in our steep slope context. However, these results need to be considered cautiously, given the strong assump-
tions mentioned above. A comparison between the total 𝜂2 calculated with the threshold method defined in
section 3.3 (gray circles) and with the time-series approach used herein (yellow circles) is shown in Figure 15d.
The significant difference in the regression slopes (the slope obtained with the threshold approach is 32%
larger than one obtained with the time-series approach) shows the fragility of the time-series approach in our
context and highlights the robustness of our initial strategy, which provides much better regression. There-
fore, future work on steep rock cliffs based on lidar or video measurements will be necessary to determine
with more confidence the relative contribution of setup and swash on total runup in such environments.

Finally, the overall good fit between 𝜂2 and tan 𝛽
√

H0L0, obtained with all methods except M5 (see Figure 11
and discussion here above), revealed a linear relationship between these parameters. Yet a direct compari-
son with the more commonly used equations for R2 predictions, such as the ones of Holman and Sallenger
(1985) or Stockdon et al. (2006), was not applicable to our data set because of the difference between 𝜂2, the
2% exceedance level of shoreline elevation, and R2, the 2% exceedance level of runup maxima. Holland and
Holman (1993) found that the distribution of swash maxima could be approximated with a Rayleigh distribu-
tion (Cartwright & Longuet-Higgins, 1956), derived for sea waves treated as a linear superposition of random
Gaussian waves with a narrow spectrum. However, they observed systematic non-Gaussian deviations in
the statistics describing the upper tail of the distributions. Further investigations are thus required to better
understand the statistical distribution of swash maxima and to define a relation between 𝜂2 and R2. Holman
(1986) analyzed video-based runup measurements on a mild-sloping beach with foreshore slopes comprised
between 0.07 and 0.2. During his experiment, the incident wave height varied from 0.4 to 4.0 m, the peak
period varied from 6 to 16 s, and the resulting Iribarren number varied from 0.5 to 4.0. The conditions that we
numerically reproduced on Banneg Island (at P0) covered a slightly wider range with incident wave heights
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Figure 16. Scatter diagrams of 𝜂2∕H0 versus 𝜉0 with the foreshore slope
computed with M2.

comprised between 0.2 and 5.3 m, peak periods comprised between 5 and
20 s, and Iribarren number comprised between 0.2 and 5.0. Holman (1986)
computed the relationships between the surf-similarity parameter 𝜉0 and
several statistical parameters for extreme wave runup, including 𝜂2. He
obtained the following linear relation for the nondimensional 𝜂2

𝜂2

H0
= 0.75𝜉0 + 0.18, (8)

and related the positive intercept 0.18 to the wave setup. With our data,
the regression slopes (0.14, 0.49, 0.19, 0.07, and 0.14, for methods 1 to 5,
respectively) were systematically lower than the one obtained by (Holman,
1986; 0.75), and the intercepts were comprised between 0.14 and 0.75.
Figure 16 shows 𝜂2∕H0 against 𝜉0 computed with method M2, for which the
best fit was obtained. Obviously, there is a strong impact on the results of
the selected method to compute the foreshore slopes, making the inter-
pretation of the regression analysis difficult (see Figure 11). The difference
between well-documented sandy beaches and the steep rocky cliffs inves-
tigated herein should result from the combination of a range of processes,
which are difficult to discriminate with the present setup and will require
further dedicated field studies. Following the recent work of Poate et al.
(2016), the stronger steepness should lead to increased values of runup.
The opposite is observed here, which highlights the role played by the
complex terrain features on the overall wave transformation. Following the
general understanding of turbulent boundary layers in open channel flows

(Rosman & Hench, 2011; Tachie et al., 2000) or recent works on wave dynamics over coral reefs (Monismith
et al., 2015; Pomeroy et al., 2012; Van Dongeren et al., 2013), the bottom roughness is expected to enhance
energy dissipation, and this effect increases with the height of roughness elements relative to the local water
depth. Furthermore, when the physical roughness height increases to more than few percents of the water
depth, the concept of bottom roughness itself becomes irrelevant, and the flow and wave dynamics must be
discussed in the framework of porous media (Arnaud et al., 2017; Monismith, 2014). The quantitative compar-
ison between runup over coral reefs and rocky cliff is not directly relevant, as shorelines in coral reef systems
are separated from the steep forereef by a reef flat and/or lagoon. However, interesting insight can be gained
from the existing information on wave dynamics above the outer part of the coral reef, from the forereef to
the reef crest, where most of the wave transformation occurs in quite comparable conditions to our system
both in terms of slope or roughness. At the reef scale, classical linear wave theory appears to provide the
good description of wave transformation (Monismith et al., 2013). Finer laboratory studies on wave setup over
rough fringing reefs reveal the presence of two competing effects acting on the momentum balance (Buckley
et al., 2016). On one hand, the frictional dissipation due to increased bottom roughness offshore of the break-
ing point tends to reduce the wave heights prior to wave breaking and consequently reduce the wave setup
compared to the smooth case. On the other hand, the offshore-directed shear stress due to wave-current
interaction acts to increase the wave setup. Both processes are nearly in balance in the laboratory experiments
of Buckley et al. (2016) . Such processes acting on the shoaling and surf zone dynamics are certainly impor-
tant in our field case and may contribute to explain part of the observed runup reduction in comparison to
the smooth and mild slope beach case of Holman (1986). The quantification of their relative contribution will
require further dedicated studies. Further onshore, the presence of macroroughness drastically affects the
breaking waves and swash tongues through impacts, rebounds, and splash-ups inducing a violently aerated
and turbulent flow structure. In addition, infiltration processes could affect the runup dynamics by inducing
a net volume loss. So far, the precise understanding of the involved processes is still out of reach for experi-
mental field research works, and most of the knowledge is gained from high-resolution numerical modeling
(Losada et al., 2008; Sambe et al., 2011; Torres-Freyermuth et al., 2013). In a more applied perspective, Van der
Meer et al. (2016) discuss the runup attenuation over rock armor rubble-mound breakwaters, probably the
documented environment that most resembles Banneg’s rocky cliffs. Based on the laboratory experiments of
Van der Meer and Stam (1992), they mention attenuation factors comprised between 0.38 and 0.6, depend-
ing on the number of rock layers, the type of rocks, and the permeability of the structure. If we compare the
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regression slopes of the linear relationship, we derived for Banneg’s cliff with the one obtained by Holman
(1986); on sandy beach, we obtain attenuation factor of similar order of magnitude, comprised between 0.09
and 0.65 depending on the method used to compute the cliff slope. These considerations raise the need to
further investigate wave physics on steep and rough environments, which includes rocky cliffs and coral reefs,
in order to better discriminate the involved processes related to wave transformation and swash propagation
and improve the accuracy of extreme runup predictions for such environments.

6. Conclusion

For the first time, observations of wave runup over natural rocky cliffs are presented. Measurements from pres-
sure sensors deployed in the intertidal zone of Banneg Island were processed to derive the 2% exceedance
level of water elevation 𝜂2 at discrete time and specific locations. Runup estimates were obtained for a wide
range of wave conditions and tidal phases. They showed a strong correlation with the parameter

√
H0L0

(𝜌2 = 0.72), particularly when H0 was taken in the nearshore and reverse-shoaled to an equivalent deep-water
value. L0 was computed from the wave period based on the linear theory. The best correlations between 𝜂2

and
√

H0L0 were obtained when we computed L0 from the integrated period Tm0,−2, which is less noisy than
the usual peak period Tp and reduces the weight of the high-frequency part of the wave energy spectrum.
Given the macrotidal regime of the study area and the irregular profile of the instrumented cliff, the foreshore
slope significantly varied (0.1 < tan 𝛽 < 0.4) between runup measurements. In order to assess its impact
on the wave runup, several methods for slope computation were adapted from existing techniques devel-
oped for natural sandy and gravel environments. Although improved correlations between 𝜂2 and tan 𝛽

√
H0L0

were obtained when the slope was computed over a fixed segment that only depended on the runup height,
we obtained weaker correlations with methods that take into account the tidal phase and the wave condi-
tions. The lower accuracy of the runup regressions based on wave-dependent slope calculations as well as the
runup depth dependence are mostly attributed to the effect of local bed topography. The concave upward
curvature of the foreshore combined with the presence of large terrain relief at the base of the cliff induces
a runup increase for high water level and, on a methodological point of view, highlights the need to inte-
grate the whole foreshore in the slope calculation rather than to use wave-dependent slope calculations. The
assumption that infragravity waves significantly contribute to the most extreme wave runup, as supported by
Sheremet et al. (2014), was verified here based on data recorded during a major storm event. The large scale
and alongshore variability of infragravity waves may explain the absence of runup dependence on local fore-
shore slopes. Despite the fragility of such single-point analysis in our context, additional time-series analysis
reveals the dominant contribution of wave setup and incident swash to the total runup. Finally, regression
analysis of the nondimensional runup against the surf-similarity parameter showed a significant attenuation
of the wave runup on the rocky cliffs of Banneg Island in comparison to sandy beach profiles (Holman, 1986).
This result is in-line with laboratory and numerical studies of wave runup over rock armor breakwaters. Further
work will be needed in order to determine the combined contributions of enhanced drag forces by bottom
roughness and water infiltration on the dynamics of wave runup over fractured rocky media.
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