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ABSTRACT

A high-resolution atmosphere-sea ice model is used to investigate the interactions between cyclones and
sea ice cover in polar regions. For this purpose, a cyclone passage observed during the 1999 Fram Strait
Cyclone Experiment (FRAMZY) is simulated for two consecutive days. The results of the coupled meso-
scale transport and stream model-mesoscale sea ice model (METRAS-MESIM) are compared with aircraft
and ice drift measurements. With the exception of temperature, all atmospheric parameters are well simu-
lated. Main reasons for discrepancies were found in large differences between the measurements and the
forcing data taken from the results of the regional model (REMO). In addition, advection was slightly
wrong as a result of a 17° deviation in wind directions. The altogether well simulated wind field is inter-
actively used to force the sea ice model MESIM; results agree well with drift buoy measurements. Average
deviations of simulated and measured ice drift are smaller than 8° for direction and smaller than 3.7 cm s~
for speed, which is less than 10% of the average speed. The simulated ratio between ice drift and wind
velocity increases slightly during cyclone passage from 2.6% to 2.9%, a tendency also known from obser-
vations. During a 36-h period, the simulated sea ice concentration locally decreases up to 20% in accordance
with measurements. A neglect of changing sea ice cover causes a decrease of the heat flux to the atmosphere
from 53 to 12 W m 2. The values correspond to averages over the evaluation region (approximately 228 000
km?) and period (36 h). Temperature and humidity are decreased by 2 K and 0.2 g kg !, respectively, over
the ice-covered region. In contrast, the effect on pressure and wind remains small, probably because the
cyclone does not move in the vicinity of the ice edge.
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1. Introduction

Sea ice covers only 10% of the ocean surface. Still,
the dynamic and thermodynamic interactions between
atmosphere, sea ice, and ocean are of great importance
not only locally but also on the global scale (Holland et
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al. 2001). The major impact of sea ice on the climate
system results from its insulating effect and high albedo
values. The insulating effect strongly reduces the heat
and momentum exchange between ocean and atmo-
sphere. The sea ice albedo, which is much higher than
that of the ocean, has a significant impact on the surface
radiation budget (Parkinson 1988; Martinson 1991).
Furthermore, the melting and freezing of sea ice influ-
ences the heat and salt fluxes into the ocean (Notz et al.
2003). Sea ice is a major freshwater source in the polar
regions and has an important impact on the thermoha-
line circulation (Komuro and Hasumi 2003).

It is not only the large-scale sea ice distribution that
affects the global climate. Small-scale features also play
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an important role. Leads and polynyas, areas of open
water in the ice-covered regions, significantly increase
the heat flux into the atmosphere, and thereby can in-
crease cloud coverage and impact the oceanic convec-
tion (Moore et al. 2002). The combined effect of small-
scale features is of importance on the global scale
(Bailey 2000). There are few investigations in the me-
soscale-B and -y range (Birnbaum 1998; Heil et al.
1998), despite the need for more information on the
small-scale interactions for climate modeling (Hough-
ton et al. 2001).

Sea ice distribution and transport is influenced by the
atmospheric forcing. Thus, polar mesocyclones influ-
ence the sea ice distribution. They have a time scale
between some hours and a few days and a spatial scale
of several hundred kilometers (Harold et al. 1999). Me-
socyclones affect the sea ice drift on the same time scale
by their enhanced wind velocity and by their changing
wind directions (Briimmer and Hoeber 1999). Besides,
an increase of the ratio between sea ice drift velocity
and wind velocity is observed during a cyclone passage
(Briimmer and Hoeber 1999). The increase might be
caused by a breakup of sea ice cover due to convergent
and divergent atmospheric forcing. The accelerated ice
drift contributes to an enhanced sea ice transport and
might be important for the thermohaline circulation in
regions like the Greenland Sea.

This study aims to investigate the atmosphere—sea ice
interactions during a cyclone passage. The investiga-
tions are carried out using a coupled model system that
has been developed in order to investigate the interac-
tions between a cyclone and the sea ice in the mesoscale
range. The model system consists of the mesoscale
transport and stream model (METRAS; Schliinzen
1990) coupled with the mesoscale sea ice model
(MESIM; Birnbaum 1998). The coupled model is de-
scribed in section 3. The atmospheric as well as the sea
ice model are both suitable for investigations in the
mesoscale-B and -y range. The model METRAS has
been applied to the polar regions before, and its suit-
ability for the simulation of the polar convective bound-
ary layer has been evaluated (Liipkes and Schliinzen
1996). Coupled with the sea ice model, it has been ap-
plied for idealized, stationary situations and the plausi-
bility of the results has been investigated (Birnbaum
1998). The model system has not yet been used to in-
vestigate the interactions between mesocyclones and
sea ice cover. For these investigations, changing large-
scale atmospheric conditions are considered using a
nudging technique, and the influence of nonstationary
atmospheric conditions on the sea ice distribution is
studied.

The coupled model simulations are based on a 2-day
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F1G. 1. The simulation domain in the region of Fram Strait is
indicated by the frame. The cyclone track is given by a dashed
line. The cyclone positions for 1200 UTC 18 Apr and 1200 UTC
19 Apr are marked (®). The positions are derived from ECMWF
analysis. The line of 80% ice concentration from the weekly sea
ice charts of the Norwegian Weather Service for 20 Apr 1999 (—)
and the flight tracks on 18 Apr (—, marked by “18th”) and 19 Apr
(—, marked by “19th”) are shown.

period from 18 to 19 April 1999, when a cyclone crossed
the area of Fram Strait from south to north (section 2).
This cyclone passage was measured during the Fram
Strait Cyclone Experiment (FRAMZY 1999; Briimmer
et al. 2003). The experiment provides aircraft measure-
ments of the atmospheric parameters and additional
data on the sea ice drift from ice buoys. It is one of a
very few field campaigns that provide simultaneous in-
formation about atmospheric and sea ice properties
(Briimmer and Hoeber 1999; Briimmer et al. 2003) and,
thus, allows one to evaluate the simulated sea ice quan-
tities. The simulated atmospheric quantities are com-
pared to the aircraft measurements in order to evaluate
the atmospheric forcing for the sea ice model (section
4a). The cyclone’s impact on sea ice drift and sea ice
distribution is investigated and the simulation results
are compared to measurements (section 4b). Based on
a simulation neglecting the atmosphere—sea ice interac-
tions the impact of changing sea ice distribution on the
atmospheric parameters is investigated (section 4c). In
section 5, the results are summarized and conclusions
are drawn.

2. Cyclone passage during FRAMZY 1999

The present investigations are based on a cyclone
passage through Fram Strait that was measured during
the FRAMZY 1999 experiment (Briimmer et al. 2003).
The field campaign took place in the region of Fram
Strait (Fig. 1) in April 1999. This experiment aimed at
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investigating the properties of Fram Strait cyclones and
their impact on the sea ice drift.

During the 2-day period of 18 and 19 April 1999,
aircraft measurements were taken within a synoptic-
scale cyclone (Fig. 1). The cyclone developed already
on 14 April offshore of Brittany (France) and was in a
decaying stage when it crossed the region of Fram Strait
between 17 and 20 April. Its central pressure, according
to European Centre for Medium-Range Weather Fore-
casts (ECMWEF) analysis, increased from 987 to 1002
hPa during the passage. Based on aircraft and ice buoy
measurements a dataset was compiled that includes
horizontal and vertical wind components, temperature,
surface temperature, humidity, pressure, short- and
longwave radiation, as well as sea ice drift. The aircraft
measurements combined with information of the ice
drift buoys enable the evaluation of atmospheric and
sea ice properties on a time scale of hours during a
cyclone passage.

3. Simulation of the cyclone passage

a. The coupled atmosphere—sea ice model
METRAS-MESIM

The atmospheric model METRAS (Schliinzen 1990;
Liipkes and Schliinzen 1996) is interactively coupled
with the sea ice model MESIM (Birnbaum and Liipkes
2005, manuscript submitted to J. Geophys. Res.; Birn-
baum 1998) for investigations in the mesoscale-p and -y
range. The model METRAS provides momentum,
heat, and radiation fluxes as upper boundary conditions
for the sea ice model, which in turn calculates ice sur-
face temperature and sea ice concentration.

The atmosphere model METRAS is a three-dimen-
sional, mesoscale nonhydrostatic model. It is based on
the primitive equations in flux form simplified by using
Boussinesq and anelastic approximations and a con-
stant Coriolis parameter. The prognostic variables are
horizontal and vertical wind components, temperature,
and humidity. The vertical turbulent fluxes are param-
eterized using a mixing length approach in case of
stable and neutral stratification and a nonlocal counter-
gradient approach in case of unstable stratification
(Lipkes and Schliinzen 1996). Horizontal diffusion is
not calculated explicitly, because it is assumed to be
negligible compared to the numerical diffusion result-
ing from the upstream scheme used to calculate tem-
perature and humidity advection and from the seven-
point filter applied to avoid 2 — Ax waves in the solu-
tion of the momentum equation. The use of the filter is
necessary, because the momentum equations are dis-
cretized using centered differences in space with the
Adams-Bashforth scheme in time. The equations are
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discretized on an Arakawa C grid using finite differ-
ences.

At the lower boundary, temperature is calculated by
solving the surface energy equation using the force—
restore method (Deardorff 1978). Saturation of humid-
ity is prescribed at the surface. In each grid cell, both
water and sea ice can simultaneously be present,
treated as subgrid-scale surface cover. For each sub-
grid-scale surface cover the surface temperature, hu-
midity, and fluxes are calculated separately and the at-
mospheric fluxes are calculated using a flux aggregation
method that considers the blending height as described
by von Salzen et al. (1996). This method allows nearly
scale-independent model results for horizontal resolu-
tions between 4 and 18 km (Schliinzen and Katzfey
2003). To capture nonstationary synoptic conditions,
the wind, temperature, and humidity are prescribed at
the lateral and upper boundaries using a nudging tech-
nique with Newtonian damping (Davies 1976). This
technique applies absorbing layers at the outermost six
grid boxes at all boundaries except surface. Still, the
model results are indirectly affected by the boundary
values within a region of 10 grid boxes (Schliinzen and
Katzfey 2003).

MESIM (Birnbaum 1998; Birnbaum and Lipkes
2005, manuscript submitted to J. Geophys. Res.) is
based on the models developed by Hibler (1979) and
Lemke et al. (1990). It simulates dynamic processes like
convergence and divergence of sea ice drift and ther-
modynamic processes like freezing and melting of ice.
In this paper, we investigate the cyclone—sea ice inter-
action by solely considering dynamic sea ice processes.
Freezing and melting are neglected due to the short
time scale; changes of ice surface temperature, how-
ever, are considered. The dynamic sea ice model is
based on prognostic equations for the sea ice volume
per unit area, sea ice concentration, and ice drift veloc-
ity. For the application of MESIM to the mesoscale,
Birnbaum (1998) revised the schemes for calculating
the fluxes between atmosphere, sea ice, and ocean. This
includes the calculation of subgrid-scale atmospheric
momentum and heat fluxes by the model METRAS
using the blending height concept.

b. Model setup

The cyclone passage through Fram Strait is simulated
for the period between 2100 UTC 17 April and 1200
UTC 19 April. The simulation domain in the Fram
Strait is centered at 79°N and 2°W (Fig. 1). It has an
extension of 560 km in the north—south direction and
406 km in the east-west direction, and the horizontal
resolution is 7 km. A high vertical resolution increasing
from 20 m near the surface to 1000 m at the top of the
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F1G. 2. (a) Sea ice concentration at the beginning of the simulation. Isolines are between 0
and 1; increment 0.1. (b) Geostrophic ocean flow field. The frame marks the area where ice

drift data are compared.

model domain at a height of 11 km allows a good rep-
resentation of the boundary layer.

The model simulation uses a horizontally homog-
enous basic state by prescribing vertical profiles of
wind, temperature, and humidity. During the initializa-
tion phase, the three-dimensional temperature, humid-
ity, and flow fields are impressed using the nudging
technique with large nudging coefficients. These initial
values for 2100 UTC 17 April are derived from the
results of the regional model (REMO; Jacob and Pod-
zun 1997), which have a horizontal resolution of 1/6°.
Results from REMO (Semmler et al. 2004) are also
used as forcing data at the lateral and upper bound-
aries. The REMO results for wind components, tem-
perature, and humidity are linearly interpolated to the
METRAS grid and prescribed every hour. Between the
update times, the nudging values are linearly interpo-
lated. Since the damping from the nudging has some
impact on the METRAS results at the outermost 10
grid points (Schliinzen and Katzfey 2003), the evalua-
tion region is restricted to the inside of the model do-
main excluding the outer 70-km band at the lateral
boundaries.

The initial sea ice cover is taken from the ice charts of
the Norwegian Meteorological Institute (DNMI). The
last sea ice chart available before the cyclone passage,
which is from 13 April, is used for initialization. The ice
edge position determined during the FRAMZY experi-
ment is not suitable to determine the initial sea ice
cover, because it is based on only those two positions
that can be determined when the aircraft passes the ice
edge. The position is visually determined during the
flight and then compared to surface temperature and

albedo measurements. It is estimated that the ice edge
position fixed this way indicates a sea ice concentration
of approximately 80%. The southeastern part of the
simulation domain is covered by open water (West
Spitsbergen Current) while sea ice concentration is
95% in the western part (East Greenland Current)
(Fig. 2a). The marginal ice zone has a width of about 60
km. The initial sea ice thickness is prescribed with 2 m.
This assumption is based on the sea ice thickness near
the ice edge from National Oceanic and Atmospheric
Administration (NOAA) sea ice charts for the time
period 12-16 April 1999. Because of the short time
scale of the study, the geostrophic ocean flow velocity is
prescribed independent of time. It is approximated by
the ocean flow velocity at 30-m depth taken from re-
sults of the Modular Ocean Model (MOM; Karcher et
al. 2003), which have a horizontal resolution of 0.25°.
The data are average values for the period of 11-18
April 1999. The results are linearly interpolated to the
Arakawa B grid of the sea ice model (Fig. 2b). The
validity of this assumption of a time-independent ocean
flow will be discussed in the result sections (section 4b
and 6).

¢. Procedure for comparing model results and
measurements

The comparison between measurements and model
results is performed for wind velocity and direction,
pressure, surface pressure, temperature, surface tem-
perature, and specific humidity. The simulated atmo-
spheric parameters are interpolated to the position of
the aircraft using a linear interpolation in horizontal
and vertical directions. The evaluation is based on the
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FIG. 3. (a) Simulated sea ice concentration for 1200 UTC 18 Apr and (b) 1200 UTC 19 Apr.

Isolines are between 0 and 1; increment 0.1.

The dashed line marks the flight track of the

aircraft. The positions, where the aircraft crossed the ice edge, are connected by a straight bold

line.

horizontal flight legs of the aircraft measurements that
were predominantly performed over ice. The surface
pressure and temperature are only evaluated if the air-
craft was flying at an altitude of 70 m or lower. The
other atmospheric quantities are compared at the alti-
tude of the actual flight level.

The comparison between aircraft measurements and
model results is constrained by their different spatial
and temporal representativeness. The model results are
average values for a grid-box volume. The aircraft mea-
surements are 1-s average values. Assuming an average
flight speed of 100 ms™' the 1-s average values cover
about 100 m in the horizontal direction. In contrast, the
model results’ horizontal resolution is 7 km. To get a
similar spatial representativeness, the measurements
are averaged using a 70-s running mean. The averaging
procedure damps the effect of the difference between
the real seawater distribution and its representation by
a 7-km average value in the model simulation. Despite
the adoption of spatial representativeness, there still
remains a different temporal representativeness. But
those are not constraints, because there are no fast pro-
cesses on the scale of 7 km during the cyclone passage.

The ice buoys transmitted their data roughly every
hour via satellite. Based on the position data, ice drift
velocity and direction are calculated and compared to
10-min mean values of the simulated sea ice drift during
a 30-h period. Six ice drift buoys were in the evaluation
region between 0000 UTC 18 April and 0600 UTC 19
April and offered continuous data. The data of these
ice drift buoys are used for the comparison with the
simulated sea ice drift. The start position of the simu-
lated trajectories is chosen equivalent to the position of

the ice drift buoys on 0000 UTC 18 April. The NOAA
Advanced Very High Resolution Radiometer (AVHRR)
satellite images of infrared channel 4 that are in prin-
ciple available for the whole period cannot be used to
evaluate sea ice cover, because clouds disturb the look
onto the sea ice surface. For a qualitative evaluation of
the simulated sea ice concentration and the ice edge,
the albedo and surface temperature measurements
from aircraft are used.

4. The atmosphere—sea ice interactions during a
cyclone passage

a. Comparison of simulated and measured
atmospheric quantities

A comparison of measured and simulated atmo-
spheric parameters is only reasonable, if the underlying
water—sea ice distribution is similar. Thus, the observed
ice edge position representing a sea ice concentration of
about 80% is compared to the position of the 80%
isoline of simulated ice concentration. On 18 April, the
simulated ice edge is about 35 km farther east than the
measured one (Fig. 3a). The reason for the deviation is
probably the inaccuracy of the initial sea ice distribu-
tion. According to earlier aircraft measurements the ice
edge moved about 20 km in westerly direction between
14 and 18 April. This suggests that the ice edge might be
initialized too far east. On the second day, 19 April, the
comparison shows that the simulated ice edge is about
35 km too far south in the northeastern part of the
model area (Fig. 3b). The regions, where measured and
simulated ice covers are not identical, are excluded
from evaluation. There are only few sites, where the
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open water parts overlap in measurements and simula-
tion. Thus, the comparison is restricted to regions
above sea ice.

For visual comparison, the surface pressure, wind
vectors, and temperature for the measurements (Figs.
4a and 4b) and the METRAS results at 1000 (Figs. 4c
and 4d) and 1100 UTC (Figs. 4e and 4f) are displayed.
Figures 4a and 4b are composites of 75-s average values
from the measurements taken between 1030 and 1230
UTC on 18 April and between 1020 and 1140 UTC on
19 April. Only data from flight levels below 70 m are
used. Thus, the figures include the temporal develop-
ment during the measurement period. The measured
values are linearly interpolated to a uniform grid by
using triangulation.

The visual comparison in Fig. 4 is mostly reliable for
wind and temperature. But it is critical for the surface
pressure. The pressure variation in the measurement
area is small: 3 hPa on the first measurement day and
2.5 hPa on the second day. The observed surface pres-
sure has an uncertainty of 1.5 hPa. Thus, for example,
on the first day, the surface pressure values along the
flight track could have a variation of 6 hPa at maximum
or of 0 hPa at minimum. This means a dramatic change
of the spatial surface pressure patterns derived from
these values. The position of the lowest pressure, indi-
cated by “L,” is only estimated on the basis of scientific
experience and based on the pressure measurements in
flight height, reduced to surface pressure values.

The METRAS results are presented at 1000 and 1100
UTC on 18 and 19 April in 70-m height. On 18 April
the temporal development between 1000 and 1100
UTC is negligible. In contrast, on 19 April the wind and
the pressure fields change between 1000 and 1100 UTC.
The temporal development shows that an exact agree-
ment with the composite of measurements that were
taken at different times and heights cannot be ex-
pected.

The time series of measured and simulated surface
pressure, wind speed and direction, and temperature
along the flight track are shown in Fig. 5. For every
model time step the simulation results were linearly
interpolated to the respective aircraft position (section
3c) and compared to the corresponding measured val-
ues. The measured values determined within measure-
ment uncertainty are indicated by the gray band in Fig.
5. The measurement uncertainties are used as values
for the permitted deviation when determining hit rates.
The hit rates denominate the percentage of model re-
sults agreeing with the measurements within the per-
mitted deviation (Table 1). Bias and standard deviation
are calculated without considering the measurement
uncertainty (Table 2). The statistical values are calcu-
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lated, when the influence of the displaced ice edge po-
sition is not dominant. This causes the exclusion of the
last 7 min on the first day and the first 20 min on the
second day (Fig. 5).

On the first measurement day the surface pressure
gradient in the measurement area is small. Surface
pressure ranges between 1008 and 1013 hPa, afflicted
with a measurement uncertainty of 1.5 hPa. The surface
pressure in the METRAS results, ranging from 1011 to
1015 hPa, seems to have a positive bias, while the pres-
sure gradient is simulated well (Fig. 5a). This is con-
firmed by small values for the standard deviation
(Table 2). The hit rates for pressure and surface pres-
sure are low (Table 1), because of the bias of 2.5 hPa in
surface pressure, which is larger than the permitted de-
viation of 1.5 hPa (Table 2). The pressure bias might be
caused by a shift in cyclone position, by differences in
the central pressure, or an overall too high pressure
level. A definite decision is not possible, but there are
some hints for a displacement of the cyclone position.
The real position of the cyclone center cannot be de-
rived from measurements, but the region of the lowest
pressure in the measurement area is estimated to 0°E.
The simulated cyclone center is located at about 5°E
(not shown), thus about 100 km too far to the east. The
shifted cyclone position is mainly due to the forcing
data from the REMO results that display the cyclone
position at 3°E. A statistical investigation by Ross and
Walsh (1986) found that the cyclone intensification and
track in the North Atlantic region might be affected by
the position of the ice edge. Thus, a sensitivity study
with the initial ice edge 70 km farther to the west was
performed in order to investigate if the eastward shift
of the ice edge has in this situation an additional effect
on the displacement of the cyclone center. The sensi-
tivity study shows pressure gradient changes but hardly
any effect on the cyclone position (not shown). Thus in
this situation, the cyclone position is determined by
large-scale conditions and local influences are negli-
gible.

On 18 April, the wind coming from the North has a
slight easterly component (Fig. 5). The METRAS re-
sults show a northerly wind direction with a slight west-
erly wind component causing a bias of 17° in wind di-
rection (Table 2). This bias might be an effect of the
possible eastward shift of the simulated cyclone posi-
tion. The standard deviation is small (Table 2), which
means that the spatial pattern along the flight track is
captured fine. The wind speed is slightly overestimated
by 0.93 m s, but still in good agreement with the mea-
sured one. Thus, the wind simulation is good, which is
displayed in the high hit rates for wind velocity and
direction (Table 1).
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F1G. 4. The sea level pressure (thin solid line), air temperature (thin dashed line), and wind vectors (arrows) as a composite of the
measurements in flight levels with z = 70 m (a) between 1030 and 1230 UTC on 18 Apr 1999 and (b) between 1020 and 1140 UTC on
19 Apr. The METRAS results at (c) 1000 and (e) 1100 UTC on 18 Apr and at (d) 1000 and (f) 1100 UTC on 19 Apr, each at 70-m height.
The flight patterns of the aircraft are marked by the thick solid line and the ice edge is marked by the thick dashed line. In (a), (c), and

(e) the increment for surface pressure is 1 hPa and for temperature 2 K. In (b), (d), and (f) the increment for surface pressure is 0.5
hPa and for temperature 2 K.
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TABLE 1. Hit rates and permitted deviations for the wind speed (ff), wind direction (dd), pressure (p), surface pressure (p,),
temperature (7°), surface temperature (7), and specific humidity (¢) in the METRAS results compared to the measurements. Hit rates
describe the percentage of model results, whose deviations from the measurements are smaller than the permitted deviation. The
permitted deviation is the uncertainty of the measurements by aircraft FALCON (Briimmer 2000). The average hit rates for a
comparison between the results of different mesoscale models and upper-air measurements (Cox et al. 1998) are given for orientation.

Hit rates (%)

METRAS results

18 Apr 1999 19 Apr 1999 Cox

Quantity Permitted deviation (978 samples) (1108 samples) (permitted deviation)

ff 14ms™! 71 82 30 (25ms™h)

dd 20° 86 91 34(30°)

p 1.5 hPa 1 100 Not compared

Ds 1.5 hPa 0 100 32 (1.7 hPa)

T 05K 0 4 35(2K)

T, 1K 71 55 Not compared

q 02gkg ! 100 26 41 (025gkg™ ")

Humidity simulation gains a hit rate of 100% (Table
1). Bias and standard deviation remain also small
(Table 2). The simulated temperature is 1.4 K lower
than the measured one (Table 2), which decreases the
hit rate to 0%, since the permitted deviation is only 0.5
K. Because the surface temperature is well simulated,
obtaining a hit rate of 71% (Table 1), it is probably not
a local effect, but a consequence of advection. Despite
a bias in wind direction below the measurement uncer-
tainty, this causes a north wind with a slight west com-
ponent instead of a slight east component (Fig. 5). Ad-
ditionally, the temperature distribution near the surface
shows an east-west gradient (Fig. 4) and the westerly
wind component advects colder air than would be the
case for an easterly wind direction. This is a basic prob-
lem of scalar quantity simulations: even with a very
good wind simulation, slight deviations in wind direc-
tions resulting from inaccurate input and boundary data
may result in large differences in the scalar quantities.

On the second day, 19 April, it looks like the
METRAS results display the cyclone position too far to
the north (Figs. 4b, 4d, and 4f). The simulation results
show a northward movement of the cyclone between
1000 and 1100 UTC. The pressure along the flight track

is not significantly affected, but the wind direction turns
by about 40° to easterly direction. Despite the probable
northward shift of the simulated cyclone center, the
time series of surface pressure shows a good agreement
(Fig. 5) and the hit rate for surface pressure is 100%.
Thus, the deviation in Fig. 4 might be a consequence of
the large uncertainty of the spatial surface pressure pat-
tern due to a pressure difference that is just twice the
measurement uncertainty. Additionally, the position of
the cyclone center has an uncertainty of at least 30 km,
because it is derived from a temporal composite. The
simulated central pressure of 1005 hPa matches with
the measured value of 1005.5 hPa. Despite the apparent
northerly shift of the simulated cyclone center, the
simulation of wind velocity and direction is good (Fig.
5) resulting in hit rates of 82% and 91%, respectively.
The calculated biases are below the permitted devia-
tions.

Despite the very good wind simulation, the bias for
the humidity simulation is remarkably higher than on
the first day and the hit rate for humidity decreases to
26%. This is a consequence of overestimated humidity
values in the REMO results that are used as forcing
data. The hit rate for the simulated temperature is 4%.

TABLE 2. Bias and standard deviation of the atmospheric parameters wind, pressure, temperature, and humidity in the METRAS
results compared to the measurements for the horizontal flight legs on 18 and 19 Apr.

Quantity ff (ms™ ") dd (°) p (hPa) p, (hPa) T (K) T, (K) q(gkg™)
Day 18 Apr 1999

Bias 0.93 -17 43 2.5 -14 -0.4 —0.07
Std dev 0.22 0.90 0.20 0.80 0.22 0.3 0.02
Day 19 Apr 1999

Bias 1.2 -13 —-0.27 —0.74 2.5 1.3 0.22
Std dev 0.59 2.00 0.20 0.21 0.24 1.16 0.04
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The simulation of surface temperature is satisfying, re-
ceiving a hit rate of 55%. Thus, the overestimation of
temperature is probably not a local effect, but is mainly
caused by the temperature in the REMO results. Here
they are about 3 K too high in the western part of the
measurement area, because sea ice concentration in the
REMO simulation was smaller than the observed one.
The bias is decreased in the METRAS results, but still
remains 2.5 K. Summarizing, the atmospheric quanti-
ties—with the exception of temperature—are in good
agreement with the measured ones.

b. Simulated and measured change of sea ice
quantities

The simulated wind velocity and direction provide a
reliable atmospheric forcing for the dynamic sea ice
processes. This enables a comparison of the simulated
and the measured sea ice properties. The mean ice drift
velocity in simulation and measurements is about 45
cms~ ! and the ice drift is directed to the southwest.
The observed ice buoy drift trajectories and the simu-
lated trajectories show a very good agreement (Fig. 6).
The maximum bias in ice drift velocity is 3.7 cms™!
(Table 3) and, thus, remains smaller than 10% of the
average drift velocity. Furthermore, the ice drift direc-
tions match well showing a maximum bias of 8° (Table
3). Consequently, the average ice drift per day is simu-
lated well without considering time-dependent ocean
dynamics. Thus, the interaction of atmosphere and sea
ice with the ocean flow need not to be considered in this
situation.

In the measurement area of the first day, the sea ice
cover is hardly affected during the cyclone passage and
the sea ice concentration remains nearly the initial one
of 95% (Fig. 3a). Contrarily, the simulated sea ice cover
in the measurement region of the second day breaks up
during the cyclone passage. The sea ice concentration is
locally reduced to values between 70% and 80% (Fig.
3b); this is a reduction of sea ice concentration by up to
20% within 2 days. The evaluation of the simulated sea
ice cover is limited, because the AVHRR satellite data
do not offer sea ice information on 17, 18, and 19 April
because of cloudiness. Therefore, a qualitative com-
parison is performed. This is based on surface tempera-
ture and albedo measurements taken from the aircraft.
Albedo is high on the first day, because of a snow cover
on the sea ice; the time series of albedo contains few
values of reduced albedo (Fig. 7a). Smaller albedo val-
ues indicate areas of open water. This means that dur-
ing the measurements of the first day, the sea ice con-
centration is uniformly high. This is similar for the
simulated sea ice concentration (Fig. 3a). In contrast,
the time series of albedo on the second measurement
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F1G. 6. Measured (solid line) and simulated (dashed line) ice
drift trajectories between 0000 UTC 18 Apr and 0600 UTC 19
Apr. The region is marked in Fig. 2. The numbers mark the dif-
ferent ice buoys.

day frequently shows values of decreased albedo (Fig.
3b). Decreasing albedo values over time periods of up
to 60 s indicate areas of open water of 6-km maximum
width (Fig. 7b). The albedo time series confirms the
enhanced existence of areas of open water and corre-
sponds to the simulated reduced sea ice concentration.
Because of missing satellite data, however, it is not
known whether the observed breakup of sea ice cover
occurred during the cyclone passage or if the ice cover
was originally loose in this region.

The breakup of sea ice cover in the simulation results
(Fig. 3a) is caused by divergent sea ice drift during the

TABLE 3. Bias of ice drift velocity and direction between
simulation and measurements.

Buoy 1 2 6 7 12 13
-28 —-20 -37 -10 -20 +33

Bias of ice drift
velocity (cm s~ 1)

Bias of ice drift -7 +5 -8 -3 -7 -2
direction (°)
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FiG. 7. Time series of albedo during the aircraft measurements on (a) 18 Apr and (b) 19
Apr. A, B, C, and D mark positions according to Figs. 4a and 4b.

cyclone passage (Fig. 8a). In the region with divergent
sea ice drift, the atmospheric forcing has high diver-
gence values, while the oceanic forcing is not signifi-
cantly divergent in this area (Figs. 8b and 8c). Addi-
tionally, the sea ice drift divergence shows a temporal
development during the cyclone passage, which sug-
gests that the atmospheric forcing is the major influence
factor since the ocean forcing was kept constant. Mea-
surements show that the ratio between sea ice drift
speed and wind speed increases during a cyclone pas-
sage (Briimmer and Hoeber 1999). The ratio between
simulated sea ice drift and wind velocity averaged over
the ice-covered area shows a slight increase from 2.6%
to 2.9% at the end of the simulation. In the northern
part, where the sea ice cover opens during the cyclone
passage, the ratio is 2.7% at the beginning, enhancing

a) b)

280 280

to 3.4% at the end of the simulation. The stronger in-
crease in the northern area might be caused by the
aforementioned opening of sea ice cover.

¢. Impact of atmosphere-sea ice interactions on the
atmospheric quantities

Within a short time period of 2 days, the sea ice
concentration can be significantly changed; it is locally
reduced up to 20%. The impact of the changed sea ice
distribution on the atmosphere is investigated by a
simulation neglecting the atmosphere—sea interactions.
This means that the initial sea ice distribution is kept
constant in time.

The changed sea ice distribution strongly affects the
heat transfer between ocean and atmosphere. The
maximum of the latent and sensible heat flux averaged
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FiG. 8. Divergence of (a) sea ice drift, and divergence of (b) atmospheric and (c) oceanic forcing for 0000 UTC 18 Apr.
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F1G. 9. Horizontal cross section of the sensible and latent surface heat flux averaged for the
period between 0000 UTC 18 Apr and 1200 UTC 19 Apr for the simulation (a) with and (b)
without sea ice changes. The position of the marginal ice zone at the end of the simulation is
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indicated by the isolines from 20% to 100%; increment 20%.

over a 36-h period is found over water near the ice edge
(Fig. 9). The spatial distribution is similar in both simu-
lations and results from a prevailing off-ice flow during
the simulations. With changing sea ice cover the maxi-
mum of 280 W m~? is lower than with constant sea ice
cover (480 W m™?) and the region of maximum heat
flux is slightly shifted to the west due to a westward
shift of the ice edge.

The strongest changes occur in the mainly ice-
covered region. The average heat flux in this region
increases significantly from 11 W m~? directed to the
sea ice to 55 W m ™2 directed to the atmosphere when
changing sea ice cover is considered. The average heat
flux over water is directed to the atmosphere in both
simulations: it has a mean value of 50 W m~* with and
61 W m ™2 without changing sea ice cover. This is due to
the fact that in case of changing sea ice cover, the tem-
perature of the air advected from the ice to the water is

higher. Thus, the temperature difference is smaller and
the heat flux in the ice edge region is reduced. The
strongest change of sea ice concentration occurs in the
region of the measurements of the second day. In that
area, the sea ice concentration is reduced by up to 20%,
leading to heat flux differences of 120 W m ™2 at 1100
UTC on 19 April (not shown). Besides the change of
spatial distribution, the heat flux averaged over the
evaluation period (36 h) and region (approximately 28
000 km?) is significantly increased from 12 to 53 W m 2
to the atmosphere if sea ice dynamics are considered.
The heat flux differences directly affect temperature
and humidity. On the first measurement day the nega-
tive temperature and humidity bias compared to the
measurements is increased when the sea ice cover is
constant (Table 4). The spatial patterns are similar to
the simulation considering sea ice dynamics (Fig. 10).
On the second day the temperature and humidity bias

TABLE 4. Bias and standard deviation of the atmospheric parameters wind, pressure, temperature, and humidity in the METRAS
results with the sea ice cover fixed in time compared to the measurements for the horizontal flight legs on 18 and 19 Apr.

Quantity ff (ms™') dd (°) p (hPa) p, (hPa) T (K) T, (K) q (gkg™)
Day 18 Apr 1999

Bias 0.72 =19 4.4 2.7 -3.6 =5.0 -0.27
Std dev 0.23 1.3 0.21 0.09 0.23 0.31 0.02
Day 19 Apr 1999

Bias 1.03 -15 —-0.31 —0.92 0.91 -84 0.03
Std dev 0.78 1.9 0.3 0.29 0.30 0.8 0.02
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Fi1G. 10. Equivalent to Figs. 4e and 4f but for results without changing sea ice cover.

compared to the measurements is reduced, when the
sea ice cover is constant. Still, the surface temperature
has a strong negative bias of —8.4 K (Table 4). The
improved agreement results from the cancellation of
two errors: the overestimation of temperature and hu-
midity in the forcing data from the REMO results and
the low surface temperature.

The change of temperature and humidity fields
hardly affects the pressure and the wind field. On the
first as well as on the second measurement day, the
pressure field is very similar to the simulation with
changing sea ice cover, resulting in wind speed and di-
rection changes that are negligible (Table 4). The effect
on surface pressure and wind is probably small, because
the cyclone center is not moving in the vicinity of the
ice edge and, thus, the cyclone decay is not affected by
the remarkable changes of heat flux, temperature, and
humidity in the ice-covered region.

5. Summary and conclusions

The mesoscale coupled atmosphere—sea ice model
METRAS-MESIM is used to simulate a cyclone pas-
sage during the FRAMZY 1999 experiment. The re-
sults are compared with aircraft and ice buoy measure-
ments over ice-covered areas. The simulated ice edge is
about 35 km too far to the east on the first day and
about 35 km too far to the south on the second day. The
simulated ice drift compares well with the measured
one and is therefore unlikely to be the reason. The sea
ice drift changes the shape of the ice edge region, but
there is not a strong shift compared to the initial posi-
tion. Since measurements confirm a westward move-
ment of the ice edge between 14 and 18 April, the offset

in ice edge position is probably caused by the initializa-
tion with observed data that were taken 3 days before
the simulation start.

On the first measurement day, the cyclone position is
probably shifted to the east compared to the one de-
rived from measurements. This is mainly a consequence
of the cyclone position in the REMO results that were
used as forcing data. The impact of the easterly dis-
placement of the ice edge on the first day on the cy-
clone position is investigated by a sensitivity study with
the initial ice edge situated 70 km to the west. The
results show that in case of the FRAMZY cyclone there
is hardly any impact. In this situation the cyclone posi-
tion is mainly determined by large-scale conditions and
not by local influences. Thus, concerning the prediction
of polar mesocyclones, it is interesting to know in which
situations the ice edge is able to affect the local cyclone
track and forces it to deviate from the large-scale one.
The shifted cyclone track causes a bias in pressure,
whereas the simulated wind velocity and direction
agree very well with the measurements. Still, a devia-
tion in wind direction remaining smaller than the un-
certainty of routine measurements causes a deviation in
temperature due to advection. This underlines a restric-
tion for the simulation of scalar quantities: even with a
wind simulation that is “perfect”—that is, within the
measurement uncertainty—one might get strong devia-
tions in scalar quantities.

On the second measurement day, the simulated cy-
clone center seems to be north of the cyclone center
estimated from the measurements. But the simulated
pressure, wind velocity, and direction agree well with
the measurements. This raises the question of whether
the cyclone position derived from measured surface
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pressure values with a difference of just twice the mea-
surement uncertainty is reliable. Additionally, lateral
influences resulting from the REMO data used as forc-
ing data are not without any effect in the model area:
temperature deviations are larger than the permitted
values as a result of the temperature in the REMO
results, which is overestimated by 3 K, that is, 6 times
the permitted deviation. Thus, the METRAS values
are—like all limited area model simulations—influ-
enced by the boundary values.

The wind simulation, which is remarkably good, is a
reliable atmospheric forcing for the ice drift simulation.
The simulated ice drift compares well with the mea-
sured one. The bias of drift direction remains below 8°
and for drift velocity differences below 3.7 cms™ !,
which is less than 10% of the average drift velocity. The
ocean forcing is kept constant during the simulation,
which shows that the average ice drift per day can be
simulated without considering interactions with the
ocean in the present situation. However, Goodrick et
al. (1998) investigated the interactions between atmo-
sphere, sea ice, and ocean during katabatic wind situa-
tions. They find that the atmospheric offshore flow
opens a polynya and initiates by geostrophic adjust-
ment an onshore ocean and sea ice flow that closes the
polynya again. Thus, in the region of the breakup of sea
ice cover, the interaction with the ocean might play an
important role. Further investigations concerning the
interactions with the ocean are necessary.

A slight increase of the average ratio between sea ice
drift and wind velocity from 2.6% to 2.9% is simulated.
The increase of the ratio during a cyclone passage
might be important for the sea ice export. The simu-
lated increase is stronger in regions with loose sea ice
cover (2.7% to 3.4%), suggesting that the increase de-
pends on sea ice concentration. The current investiga-
tions indicate that passing cyclones strongly affect the
ice drift. Statistical investigations of Briimmer et al.
(2001) for Fram Strait cyclones show that these affect
the sea ice transport and their influence depends on the
cyclone track. Thus, the impact of short-term events
like cyclones on the sea ice export from the Arctic to
the North Atlantic should be studied in more detail in
order to determine its dependence on cyclone intensity
and track as well as sea ice properties.

The simulated sea ice cover in the region of the mea-
surements of the second day, breaks up during the cy-
clone passage. The breakup of sea ice cover is caused by
divergent atmospheric forcing. Thus, the atmospheric
forcing on a time scale of 2 days changes the sea ice
cover significantly by locally reducing it up to 20%. The
existence of loose sea ice in this area is confirmed by
albedo measurements. If the water areas in the sea ice
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exist from the beginning or developed during cyclone
passage cannot be answered, because clouds prevented
the look on the sea ice in the AVHRR satellite data. In
future experiments, synthetic aperture radar (SAR)
data should be used, because they allow us to detect the
sea ice concentration even under cloudy conditions.

The change in sea ice concentration increases the
heat fluxes from 11 W m ™2 directed to the sea ice to 55
W m™?into the atmosphere over the ice-covered region
averaged over a period of 36 h. Additionally, the heat
flux averaged over the simulation domain is increased
from 12 to 53 W m 2. Regarding the fact that the simu-
lation domain has about the size of a grid box of a
climate model, this increase might also be important on
the global scale. The heat flux changes strongly affect
temperature and humidity, increasing their average val-
ues by about 2 K and 0.2 g kg~ '. The effect of heat flux
changes on the pressure field, wind speed, and wind
direction is negligible.

In the present case study, the heat fluxes do hardly
influence the cyclone development by affecting baro-
clinic regions and convection. This effect strongly de-
pends on the stage of the cyclone development, the
geographical location, and the degree of atmospheric
preconditioning (Reed and Simmons 1991). During the
developing stage, the spatial pattern of heat fluxes rela-
tive to the cyclone is of importance, while the effect of
heat fluxes seems to be less important in the latter stage
(Reed and Simmons 1991). This is confirmed by an
investigation of a frontal cyclone development that
shows the importance of the surface heat fluxes during
the initial growth, while their impact is negligible in the
mature stage (Zhang et al. 1999). Furthermore, the cy-
clone position relative to the heat flux maximum is of
great importance (Zhang et al. 1999). Both the decay-
ing stage of the cyclone as well as the position of the
heat fluxes relative to the cyclone are probable expla-
nations for the negligible effect of heat flux changes in
the FRAMZY 1999 case. The decaying cyclone is
mainly moving in a region of low heat fluxes, which is
hardly affected by simulating sea ice changes. If the
cyclone track would be situated in the vicinity of the ice
edge and the ice-covered region a stronger impact is
expected. Additionally, as mentioned before, the im-
pact during the initial growth might be more pro-
nounced. Further investigations are necessary in order
to determine the impact of sea ice changes on a cyclone
for different situations.
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