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Preface 

This  volume  arose  from  the  lectures  in  a  course,  "Remote  Sensing  of  the  Troposphere",  given  at  the 
University  of  Colorado,  Boulder,  during  June  19-30,  1972.  This  course,  jointly  sponsored  by  the  University  of 
Colorado  and  the  National  Oceanic  and  Atmospheric  Administration,  presented  the  basic  scientific 

background  necessary  for  studying  the  environment  —  primarily  the  lower  atmosphere  —  by  remote  probing 
methods.  Specific  systems  for  remote  measurement  were  discussed,  and  problems  of  atmospheric  physics,  for 
which  these  systems  yield  significant  new  data,  were  studied. 

Intensive  lecture  courses,  utihzing  the  services  of  many  scientists,  too  often  lead  to  a  disjointed 
collection  of  independent  notes.  To  give  this  collection  a  more  lasting  usefulness,  fundamental  physical  and 
mathematical  tools  were  reviewed,  an  index  added,  and  sufficient  references  provided  to  guide  the  reader  in 
more  detailed  research.  Because  of  the  haste  required  to  make  the  book  available  to  students  at  registration,  it 
cannot  have  the  quality  of  a  thoroughly  prepared  text;  nevertheless,  it  is  a  useful  introduction  to  the 
important  new  field  of  remote  sensing  of  the  environment. 

Remote  measurement  is  a  significant  new  tool  in  the  study  of  structure  and  dynamics  of  the 
atmosphere  and  in  appUcations  to  weather  forecasting,  weather  modification,  pollution  studies,  severe  storm 
warning,  and  transportation  safety  because  it  combines  accurate  data  with  excellent  spatial  and  temporal 
resolution,  in  essentially  real  time,  over  much  larger  volumes  of  the  atmosphere  than  possible  by  other  means. 
Remote  sensing  methods  have  been  in  use  for  many  years  in  the  form  of  weather  radar  and  other  techniques. 
However,  the  concerted  effort  to  make  full  use  of  the  electromagnetic  spectrum  and,  in  addition,  acoustic 
probing  of  the  atmosphere,  have  recently  led  to  many  developments  in  Doppler  radar,  FM/CW  radar,  laser 

systems,  and  acoustic  echo-sounders.  These,  combined  with  new  uses  of  radiometers,  supplemented  by 

improved  in-situ  instruments,  and  provided  with  airborne  vehicles  as  well  as  based  on  the  earth's  surface,  have 
brought  us  very  close  to  a  measurement  capability  by  whose  means  we  may  obtain  data  on  all  important 
parameters  of  the  lower  atmosphere. 

These  lectures  were  designed  for  scientists  interested  in  applying  new  remote  measurement  methods  to 
the  study  of  the  environment;  furthermore  they  may  also  benefit  those  expanding  their  interests  into 
atmospheric  science.  Established  meteorologists  and  researchers  in  related  fields  will  find  them  relevant  to 
their  increasing  need  for  improved  atmospheric  data.  Although  terrestrial  atmospheric  studies  are  emphasized, 
the  methods  discussed  are  more  generally  applicable  to  planetary  atmospheres,  and  to  remote  probing  of  the 
ocean,  and  to  some  extent  the  solid  earth. 

The  text,  after  an  introduction,  has  five  major  sections.  The  first  of  these,  Chapters  1  —  7,  deal  with 
the  constitution,  structure,  and  dynamics  of  the  troposphere.  Chapters  8  -  1 1,  the  second  section,  deal  with 
electromagnetic  and  acoustic  energy,  and  their  propagation  through,  and  interaction  with  the  atmosphere. 

Here  fundamental  principles  and  mathematical  tools  are  presented.  The  third  section.  Chapters  12  —  26,  is 
devoted  to  detailed  discussion  of  the  methods  of  remote  sensing.  No  attempt  has  been  made  to  include 

photographic  techniques  since  these  are  covered  in  many  other  publications.  Special  topics  discussed  in  the 

fourth  section,  Chapters  27  -  29,  concern  the  interaction  of  pollutants  with  the  atmosphere,  data  handling, 
and  the  mathematical  theory  of  communication  as  applied  to  the  optimization  of  remote  sensing.  Chapter  30 
is  a  summary  of  the  present  status  of  tropospheric  remote  sensing,  a  realistic  evaluation  of  present  capabilities, 
and  a  reasoned  prognosis  of  future  directions. 



Editor's  Guide  to  the  Text 

Readers  are  usually  quite  properly  bored  with  prefaces.  However,  it  is  important  that  the  user  of  this 
book  should  be  aware  of  its  arrangement  in  order  to  use  it  efficiently. 

First,  he  should  be  aware  that  symbols  are  uniform  only  within  each  chapter.  Definitions  are  given  in 
each  chapter  and  summarized  in  a  List  of  Symbols  at  the  end  of  each  chapter. 

The  chapters,  sections,  and  subsections  are  numbered  by  a  decimal  system  throughout;  thus  9.4.2  is  the 
ninth  chapter,  fourth  section,  second  subsection.  Equations  are  numbered  consecutively  throughout  each 

chapter,  invariably  and  uniquely  signified  by  a  colon.  For  example,  (9:18)  is  the  18th  equation  of  Chapter 
nine.  Figures  and  tables  are  also  numbered  consecutively,  but  signified  by  a  prefixed  letter.  Thus  (F9.2)  and 
(T9.4)  denote  figure  2  and  table  4  of  Chapter  nine,  respectively.  Pages  in  the  text  are  numbered  by  chapter 
number  and  page  within  the  chapter.  The  index  refers  to  chapters  and  sections,  not  to  pages. 

In  a  text  with  a  wide  range  of  subject  matter,  the  desire  to  conform  entirely  to  the  International 

System  of  Units  (SI)t,  recommended  by  the  National  Bureau  of  Standards,  is  almost  certain  to  be  thwarted 
by  the  naturalness  or  familiarity  of  units  conventional  in  some  areas  of  science  or  technology.  In  this  text,  SI 
units  have  been  employed  except  when  scientific  communication  may  be  impaired  by  too  strict  adherence. 

Exceptions  may  occur  when  units  are  long  established,  or  if  the  ready  translation  to  SI  units  is  not  convenient, 
or  if  intuitive  grasp  of  a  physical  situation  is  made  more  difficult  by  unfamiliar  units.  Where  confusion  may 
arise,  the  units  are  quoted  in  conventional  and  SI  units. 

V.  E.  Derr 

Boulder,  Colorado 
March  1972 

f  See  Page,  C.  H.  and  P.  Vigoreaux,  The  International  System  of  Units,  National  Bureau  of  Standards,  Special  Publication  330, 
or  Mechtly,  E.  A.,  1966:  The  International  System  of  Units,  Physical  Constants  and  Conversion  Factors,  NASA  SP-7012. 





Introduction    THE  ENVIRONMENTAL  RESEARCH  LABORATORIES  AND  REMOTE  SENSING 

R.  W.  Knecht 

Environmental  Research  Laboratories 

National  Oceanic  and  Atmospheric  Administration 

It  is  a  pleasure  to  be  able  to  give  the  opening  introductory  lecture  in  this  course  on  remote  sensing 

of  the  troposphere.  In  my  presentation  I  will  give  an  overview  of  the  work  of  NCAA's  Environmental 
Research  Laboratories  (ERL)  with  special  emphasis  on  our  remote  sensing  activities.  This  approach  will 
make  clear  the  critical  importance  of  remote  sensing  techniques  to  the  accomplishment  of  the  ERL  and 
NCAA  missions. 

The  Environmental  Research  Laboratories  as  the  name  implies,  are  intended  to  be  the  basic  research 

arm  of  NCAA.  Our  mission  is  to  provide  the  necessary  new  scientific  understanding  and  technical  tools  to 

allow  NOAA's  service  branches  such  as  the  National  Weather  Service  and  National  Ocean  Survey  to  do  a 
better  job  of  providing  the  required  forecasts,  warnings,  and  descriptions  for  a  more  intelligent  and  prudent 
use  of  our  environment.  Because  of  urgent  needs  in  connection  with  earthquakes,  tsunamis,  tornadoes, 
hurricanes  and  other  severe  weather  phenomena,  droughts,  and  astronaut  radiation  hazards,  to  mention  a 

few,  ERL's  work  necessarily  spans  the  wide  range  of  environmental  disciplines  from  solid  earth  geophysics 
through  the  oceanic  and  atmospheric  sciences  to  space  research. 

ERL's  parent  organization,  the  National  Oceanic  and  Atmospheric  Administration  (NOAA),  was 
formed  in  October  1970  by  President  Nixon  as  a  part  of  Presidential  Reorganization  Plan  No.  4.  In  forming 
NOAA,  the  President  sought  to  bring  together  much  of  the  oceanic  and  atmospheric  environmental  work  in 

the  civilian  side  of  government.  In  addition  to  the  Department  of  Commerce's  Environmental  Science 
Services  Administration  (ESSA),  the  Bureau  of  Commercial  Fisheries  and  the  laboratories  of  the  Bureau  of 

Sports  Fisheries  were  brought  into  NOAA  from  the  Department  of  the  Interior  as  was  its  Marine  Mining 
Technology  Center,  the  Data  Buoy  Program  from  the  Coast  Guard,  the  Sea  Grant  Program  from  the 
National  Science  Foundation,  and  the  National  Oceanographic  Instrumentation  Center  from  the  U.  S.  Navy. 
As  of  January  1972  after  a  certain  amount  of  internal  reorganization,  NOAA  consisted  of  the  following  six 

Major  Line  Components:  the  National  Weather  Service,  the  National  Environmental  Satellite  Service,  the 
National  Ocean  Survey,  the  National  Marine  Fisheries  Service,  the  Environmental  Data  Service,  and  the 

Environmental  Research  Laboratories.  NOAA's  missions  include  monitoring  and  prediction  of 
environmental  conditions  on  both  a  long  and  short  term  basis,  and,  where  appropriate,  environmental 
modification  and  control.  NOAA  also  has  a  role  in  exploration,  development  and  conservation  of  marine 
resources. 

What  is  ERL's  part  in  all  this?  We  perform  an  integrated  program  of  research  and  research  services 
toward  understanding  the  geophysical  environment,  toward  protecting  the  environment,  and  toward 

improving  NOAA's  services. 
Five  of  our  11  laboratories  are  located  in  Boulder:  the  Aeronomy  Laboratory,  Atmospheric  Physics 

and  Chemistry  Laboratory,  Earth  Sciences  Laboratories,  Space  Environment  Laboratory,  and  Wave 
Propagation  Laboratory.  The  Program  Manager  for  Weather  Modification  also  makes  his  home  in  Boulder, 

although  the  units  under  his  direct  supervision-the  Research  Flight  Facility  and  the  Experimental 

Meteorology  Laboratory— are  located  in  Miami,  Florida. 
Six  other  principal  units  are  the  Air  Resources  Laboratories  in  Silver  Spring,  Maryland;  the  Atlantic 

Oceanographic  and  Meteorological  Laboratories,  Miami,  Florida;  the  Geophysical  Fluid  Dynamics  Labora- 

tory, Princeton,  New  Jersey;  the  Marine  Minerals  Technology  Center,  Tiburon,  California;  the  National 
Severe  Storms  Laboratory,  Norman,  Oklahoma;  and  the  Pacific  Oceanographic  Laboratory,  Seattle, 
Washington. 

I  shall  now  discuss  the  work  of  each  of  our  laboratories,  emphasizing  those  activities  which  are 
pertinent  to  this  course.  Because  of  time  limitations,  only  a  brief  account  of  the  work  of  each  of  tlie  units 

will  be  possible.  Participants  interested  in  obtaining  additional  information  on  any  phase  of  the  work  of  a 
particular  laboratory  are  encouraged  to  contact  the  laboratory  director. 
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A  total  of  about  40%  of  the  work  of  ERL  is  carried  on  in  the  atmospheric  sciences.  The  work  of 
seven  of  our  laboratories  is  devoted  in  part  or  entirely  to  research  in  this  area.  ITl  begin  with  a  discussion 
of  the  work  of  the  National  Hurricane  Research  Laboratory  which  is  a  part  of  the  Atlantic  Oceanographic 

and  Meteorological  Laboratories  in  Miami.  NHRL's  chief  objectives  are  to  understand  and  beneficially 
modify  hurricanes,  the  latter  project  conducted  jointly  with  the  Navy  and  Air  Force.  It  is  important  to 
recognize  that  there  is  no  intention  here  to  dissipate  hurricanes;  this  could  trigger  climate  effects  which  we 
are  in  no  position  to  forecast.  On  the  other  hand,  a  small  reduction  in  peak  wind  velocity  could  bring 
about  a  tremendous  reduction  in  damage  and  injuries.  And  a  minor  change  in  direction  could  steer  a 
hurricane  away  from  a  highly  populated  coastline. 

The  technique  used  in  hurricane  modification  involves  the  seeding  of  supercooled  clouds  with  silver 
iodide.  The  hypothesis  is  that  the  addition  of  these  arfificial  freezing  nuclei  will  transform  the  water  to  ice, 

thus  releasing  the  latent  heat  of  fusion  and  causing  the  clouds  to  grow.  When  this  is  done  in  the  hurricane's 
eye  wall  or  rainband  clouds,  according  to  the  hypothesis,  it  induces  pressure  gradient  changes  that  could 
reduce  the  intensity  of  the  storm.  Successive  eye  wall  seedings  of  Hurricane  Debbie  in  1969  apparently 
produced  wind  speed  reductions  of  30%  and  15%,  but  rainband  seeding  in  Hurricane  Ginger  in  1971  was 
inconclusive. 

Project  Stormfury,  which  is  the  name  this  hurricane  work  has  gone  under  for  several  years,  employs 
airborne  radar,  satellite  photos  from  vehicles  in  geostationary  orbit,  and  infrared  soundings  from 

polar-orbiting  weather  satellites.  These  techniques  can  be  viewed  as  conventional,  since  they  now  have  been 
incorporated  into  the  operational  mode  of  the  National  Weather  Service. 

The  Experimental  Meteorology  Laboratory,  also  in  Miami,  has  done  some  of  the  basic  research  that 

is  utilized  in  Project  Stormfury.  This  group  has  developed  a  dynamic  seeding  technique  that  is  a  remarkably 
potent  rain  producer  in  tropical  cumulus  clouds  over  South  Florida.  What  EML  does  is  drop  silver  iodide 

flares  into  the  tops  of  supercooled  clouds  when  the  tops  are  around  the  20,000-25 ,000- foot  level.  As  in  the 
hurricane  seeding,  the  water  is  converted  into  ice.  The  released  heat  of  fusion  adds  buoyancy  to  the  air  and 
makes  the  cloud  grow  faster  in  both  the  vertical  and  horizontal  dimensions.  More  .air  is  sucked  in,  more 

moisture  is  processed,  and  the  cloud  continues  to  grow  more  than  it  would  have  if  it  had  not  been 

artificially  seeded.  The  laboratory  estimates  that  seeded  single  clouds  produce  3.3  times  more  rain  than 
similar  unseeded  clouds. 

However  not  all  clouds  can  be  productively  seeded.  They  must  meet  certain  temperature,  altitude, 
and  size  conditions.  If  there  is  not  enough  natural  convective  activity  or  conditions  are  too  disturbed, 

seeding  would  be  pointless.  In  fact,  the  observations  indicate  that  seeding  may  actually  reduce  precipitation 
on  a  naturally  rainy  day. 

Their  success  in  single-cloud  seeding  research  has  encouraged  EML  to  launch  an  experiment  aimed  at 
promoting  cloud  mergers,  and,  consequently,  much  more  rainfall.  Mergers  occur  naturally  when  clouds 
undergo  significant  horizontal  expansion;  more  natural  seeding  occurs  and  the  result  is  considerable  rainfall 
over  a  wider  area.  In  1970,  the  laboratory  did  its  first  tentative  work  in  this  area  and  it  looked  promising. 

That  is  to  say,  it  appeared  that  an  artificially  merged  system  might  produce  an  order  of  magnitude  more 
rain  than  similar  but  unmerged  clouds.  In  the  only  case  of  merger  apparently  promoted  through  silver 

iodide  seeding,  two  merged  clouds  produced  8,800  acre-feet  of  rain  while  two  similar  clouds  managed  only 
400  acre-feet. 

In  1971,  a  severe  drought  in  South  Florida  prompted  the  Governor  to  ask  NOAA  to  allow  the 
laboratory  to  use  the  dynamic  seeding  technique  to  help  relieve  the  situation.  The  project  was  conducted 
in  April  and  May  of  1971,  seedable  clouds  appearing  only  during  the  latter  month.  EML  believes  mergers 
were  produced  on  at  least  five  days.  Using  conservative  estimates,  they  computed  the  additional  rainfall 

produced  by  seeding  at  100,000  acre-feet,  between  $5  and  $10  million  worth  of  water  depending  on 
whether  the  price  used  is  based  on  municipal  or  irrigation  water.  The  benefit-cost  ratio  then  was  either  32 

or  64.  The  program  did  not  break  the  drought,  the  region's  water  deficit  being  about  3,000,000  acre-feet, 
but  it  did  help  the  situation  some.  The  next  step  may  be  drought  prevention  on  a  routine  basis. 

The  prime  rainfall  measuring  instrument  in  the  cumulus  seeding  work  has  been  the  University  of 

Miami's  specialized  10-centimeter  radar.  The  radar  displays  rainfall  at  three  levels  shown  graphically  as 
contours.  In  real  time,  the  radar  operators  guide  the  project  aircraft  to  seedable  clouds. 



Introduction  1-3 

Remote  sensing  is  the  backbone  of  much  of  the  Atmospheric  Physics  and  Chemistry  Laboratory's 

weather  modification  research.  The  Laboratory's  interests  range  from  suppressing  lightning  for  launches  at 
Cape  Kennedy  and  modifying  costly  fogs  at  the  Panama  Canal  to  experimenting  with  snowfall  redistribu- 

tion and  hail  suppression. 

Working  on  the  problem  of  induced  lightning,  APCL  researchers  have  fired  rockets  tipped  with  steel 
balls  into  thunderstorms  to  bleed  off  lightning  before  the  field  intensifies  enough  to  create  a  natural 
lightning  discharge.  Remote  sensing  techniques  are  used  here  both  from  the  ground  and  from  project 
aircraft  to  assess  the  cloud  electric  field  as  it  builds  and  to  determine  when  and  where  to  launch  the 

triggering  rocket. 

In  the  laboratory's  work  with  the  National  Hail  Research  Experiment  in  northeastern  Colorado  (a 
project  managed  by  the  National  Center  for  Atmospheric  Research)  infrared  sensing  has  been  used  from 
aircraft  to  map  hail  swaths,  and  should  be  able  to  measure  the  depth  of  the  hail  on  the  ground.  Remote 
sensing  is  also  used  in  the  National  Snowfall  Redistribution  Project,  in  which  the  laboratory  is  assessing  the 
feasibihty  of  redistributing  the  massive  snowfalls  coming  off  Lake  Erie  in  the  eady  winter.  In  this  effort  we 

are  over-seeding  the  storms  in  order  to  reduce  the  size  of  the  falling  snowflakes  so  that  the  wind  will 
spread  the  snowfall  over  a  larger  area  reducing  the  fall  along  the  shore  belt. 

Infrared  sensors  are  also  used  to  study  the  injection  of  water  vapor  into  the  stratosphere  by 
thunderstorms  and  high  altitude  jets.  In  connection  with  the  Apollo/lightning  work,  ERL  has  studied  the 
ionized  tail  of  the  Saturn  rocket  through  thermal  photography. 

The  laboratory  has  pioneered  in  the  use  of  lidar  to  study  high  altitude  pollution.  Suspended 
particulates  in  the  upper  atmosphere  have  been  of  increasing  concern,  and  APCL  has  found  that  the  density 
of  such  particulates  over  the  North  Atlantic  Ocean  has  doubled  since  the  Carnegie  cruises  of  the  early 

1900's.  A  thorough  study  and  mapping  of  particulate  levels  over  the  globe  will  yield  much  information  on 
pollution  dispersal,  retention,  and  the  overall  state  of  our  atmosphere.  Lidar  is  a  near-perfect  tool  for  such 
studies. 

The  National  Severe  Storms  Laboratory  uses  conventional  remote  sensing  observational  techniques 
to  develop  better  ways  of  detecting  and  providing  advance  warnings  of  severe  weather.  Their  annual  spring 
observational  program  in  Oklahoma  during  the  storm  season  has  added  substantially  to  the  weather 

scientists'  knowledge  of  thunderstorms  and  tornadoes. 
But  one  area  that  has  eluded  analysis  is  the  dynamics  of  severe  storms.  This  has  been  due  to  the 

lack  of  feasible  means  of  studying  the  interior  processes  of  storms.  Research  aircraft  generally  do  not 
penetrate  thunderstorms  because  of  the  danger  of  destructive  turbulence  and  the  possibilities  of  hailstone 

damage.  While  the  use  of  radiosondes  is  not  impossible,  it  would  be  a  logistical  nightmare  to  chase 
thunderstorms  along  roads  and  across  fields,  in  an  attempt  to  release  instrumented  balloons  into  rapidly 
moving  storm  cells. 

Conventional  radar  in  the  past  20  years  or  so  has  enormously  increased  our  knowledge  of  the 
structure  of  storms.  It  can  locate  storms,  determine  their  general  movement,  and  map  out  areas  of 
precipitation  within  the  clouds,  but  it  tells  us  little  of  the  dynamic  nature  of  storms. 

NSSL  is  now  using  Doppler  radar  to  measure  the  radial  velocity  of  windblown  precipitation  particles 

inside  the  clouds.  By  combining  radial  velocities  obtained  with  two  or  three  Doppler  radars  probing  the 

same  storm,  we  are  able  to  get  a  three-dimensional,  quantitative,  dynamic  view  of  storm  interiors.  Parallel 
development  of  means  of  processing  the  massive  amounts  of  data  streaming  out  of  the  radars  is  making  the 
system  practical.  For  the  first  time  in  meteorological  research,  we  can  study  updrafts,  downdrafts, 
convergence,  divergence,  and  vortices  in  a  developing  storm  by  actually  observing  them. 

The  new  system-we  expect  to  have  two  Dopplers  in  operation  by  1973-and  methodology  may 
enable  forecasters  to  provide  eariier  and  more  accurate  tornado  warnings  and  predictions.  (See  the  Wave 
Propagation  Laboratory  section  for  tornado  detection  via  electro-magnetic  signatures.) 

The  laboratory's  radar  expertise  has  also  been  used  in  such  areas  as  water  management  and 
identification  of  hazardous  flying  conditions.  Working  with  National  Weather  Service  hydrologists,  our 
meteorologists  provided  continuous,  radar-derived  estimates  of  rainfall  rate  and  its  geographical  distribution. 
The  hydrologists  used  the  digitized  radar  data,  in  the  form  of  14,000  intensity  points  on  a  40.000-square- 
mile  area,  to  determine  the  probable  amount  and  location  of  runoff.  Then  they  adjusted  their  surface  water 
management  systems  to  conserve  the  maximum  amount  of  rainwater  from  the  storm  under  surveillance. 
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NSSL  radar  specialists,  together  witli  their  counterparts  at  the  Royal  Aircraft  Establishment,  have 
related  radar  signatures  and  turbulence  from  data  recorded  on  more  than  500  flights  in  and  around  storms. 
They  are  also  able  to  forecast  the  arrival  time  and  intensity  of  gust  fronts  associated  with  moving  storms. 
Based  on  this  work,  detailed  information  on  the  use  of  radar  in  avoiding  storm  turbulence  hazards  has  been 
pubUshed  in  a  Federal  Aviation  Administration  circular  to  pilots. 

The  Air  Resources  Laboratories  work  on  problems  of  air  pollution,  environmental  quality,  and  long 
term  cUmatic  change.  This  is  our  largest  group,  with  headquarters  in  Silver  Spring,  Maryland,  and 
branches  in  Idaho  Falls,  Idaho;  Las  Vegas,  Nevada;  Raleigh,  North  Carolina;  Oak  Ridge,  Tennessee;  and 
Mauna  Loa  Observatory,  Hawaii. 

The  meteorological  problems  associated  with  the  growing  uses  of  nuclear  energy  are  manifold.  Air 
Resources  Laboratories  provide  meteorological  support  to  the  Atomic  Energy  Commission  for  work 
associated  with  nuclear  weapons,  nuclear  rockets,  industrial  nuclear  explosives,  nuclear  fallout,  and  nuclear 
reactors.  They  develop  models  of  mesoscale  meteorological  circulations,  transport,  dispersion,  diffusion,  and 
deposition  to  provide  evaluations  of  radiological  hazards  in  the  geographical  areas  concerned,  areas  that 
range  from  local  to  global.  They  engage  in  extensive  analyses  of  meteorological  and  radiological  data  after 

nuclear  events.  The  laboratories  expect  soon  to  have  in  operation  six  new  portable,  computerized  PACER 

wind-finding  radars  to  replace  the  cumbersome  and  obsolete  M-33  radars.  This  is  a  major  step  toward  the 

laboratories'  long-range  goal  of  a  completely  automated  meteorological  data  system,  supported  by  the 
Environmental  Protection  Agency. 

ARL  is  carrying  out  a  variety  of  urban  air  pollution  studies.  The  studies  cover  quantification  of  air 

pollution  potential  forecasts,  transport  and  dispersion  of  pollution  plumes  from  tall  (800-foot)  stacks,  the 

"urban  heat  island"  and  its  effects  on  pollution,  and  long-term  geophysical  aspects  of  air  pollution.  For 
example,  recent  radiation  measurements  in  Cincinnati  and  other  locations  have  shown  a  marked  decrease  in 

ultraviolet  (0.59  micron).  Some  of  the  smoke-plume  work  is  done  with  lidar  equipment. 

The  research  program  of  the  Geophysical  Fluid  Dynamics  Laboratory  is  directed  toward  funda- 
mental understanding  of  large-scale  atmospheric  and  oceanic  circulations  and  their  interactions.  They  are 

working  on  numerical  models  of  the  world's  fluid  envelope.  Development  of  valid  theories  and  workable 
numerical  models  would  put  in  our  grasp  two  major  capabilities: 

1)  Long-range  ocean/atmosphere  prediction  and  improved  short-term  predictions. 
2)  Techniques    for    discovering    and    testing    future    large-scale    weather    and    climate    modificadon 

approaches. 

Even  with  today's  incredible  array  of  environmental  sensors,  it  is  still  difficult  to  make  an  accurate 
prediction  beyond  two  or  three  days,  in  part  because  of  lack  of  computing  power  and  in  part  because  only 

about  20%  of  the  earth  is  under  sufficiently  detailed  weather  observation  to  permit  high-resolufion 
meteorological  analysis.  And  good  data  are  often  lacking  in  that  10%.  The  tropical  oceans,  where  much  of 
the  weather  is  generated,  are  hardly  observed  at  all.  GFDL  is  using  these  minimal,  but  real,  data  to  build 

numerical  models  that  have  already  made  global  and  regional  forecasts  up  to  10  days  in  advance,  albeit 
with  limited  accuracy.  (One  great  advance  in  meteorological  observational  technique  is  the  satellite  infrared 

spectrometer,  which  is  providing  extremely  valuable  temperature  global  data.) 

The  main  computer  at  the  laboratory's  Princeton  facility  is  a  UNIVAC  1108.  An  IBM  360/91  is 

used  for  specialized  problems.  A  new,  considerably  more  powerful  64-track  machine,  Texas  Instruments' 
Advanced  Scientific  Computer,  expected  to  be  delivered  in  1973,  will  not  only  enhance  the  research 
already  mentioned,  but  will  also  be  used  to  determine  what  meteorological  characteristics  are  predictible 
beyond  several  weeks,  a  month,  a  season,  and  a  year.  These  studies  could  provide  information  on  the 
ultimate  limit  of  predictability  of  the  weather. 

Weather  and  climate  modification  predictions  will  be  less  restricted,  since  they  do  not  require 

day-by-day  time  resolution.  The  laboratory  will  be  in  a  position  to  develop  a  numerical  model  that  could 
run  through,  perhaps,  a  100-year  simulation  on  the  climatic  effects  of  increasing  carbon  dioxide  and 
particulates  in  the  atmosphere. 

Moving  to  our  space  research  program,  the  Space  Environment  Laboratory  has  developed  a 
technique  for  forecasting  the  occurrence  and  location  of  solar  flares.  The  technique  used  in  these  forecasts 
is  replete  with  remote  sensing  of  various  kinds  of  electromagnetic  radiation  and  energetic  particles  from 
ground  and  space  platforms.  The  most  critical  sensor  in  the  array  is  one  of  tlic  oldest  types  of  remote 

sensing  instruments,  a  small  astronomical  telescope  set  up  to  photograph  the  sun  in  hydrogen-alpha  light. 
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Careful  analysis  of  the  markings  on  the  solar  disk  is  used  to  infer  magnetic  fields  on  the  H-alpha  surface, 
the  characteristics  of  which  reveal  flare  potential. 

Space  environment  forecasts,  including  geomagnetic  storms,  are  useful  to  the  National  Aeronautics 

and  Space  Administration,  the  Air  Force,  long-distance  telecommunicators,  and  power  companies,  among 

others.  The  relationship  of  solar  flares  and  geomagnetic  storms  to  power  operations  is  particularly 

interesting.  In  the  northern  part  of  the  country  and  in  Labrador,  power  companies  have  gone  back  in  their 

records  to  look  at  power  outages  that  they  could  not  explain  at  the  time.  They  have  found  a  close 

correlation  with  magnetic  storms.  Toronto,  for  example,  was  blacked  out  for  the  better  part  of  a  day 

because  of  a  magnetic  storm  that  induced  surges  in  the  power  lines.  Now,  in  many  cases,  we  can  warn 

them  in  time  to  take  preventive  action. 

SEL  is  also  developing  a  solar-terrestrial  environment  model  to  accurately  describe  events  on  the 

sun's  surface,  how  they  propagate  through  space,  whether  they  will  reach  the  earth  environment,  and,  if  so, 

how  they  will  affect  human  activity.  The  laboratory  hopes  to  have  a  serviceable  computerized  model  by 
1980. 

The  space  environment  group  has  a  number  of  other  activities  involving  remote  sensing.  They  have 
found,  for  example,  using  radio  sensing  gear,  that  thunderstorms  transmit  great  sound  pulses  into  the 
ionosphere.  Echoes  from  the  ionosphere  indicate  that  the  upward  surge  of  atmospheric  molecules  associated 
with   the   sound  pulse   is  amphfied  from  about   15   feet  at   thunderstorm  level  to    15,000  feet  in   the 
ionosphere. 

The  laboratory  also  hopes  to  fly  a  small  space-weather  modification  experiment  aboard  a 
geostationary  satelUte.  When  activated,  the  device  would  inject  a  small  blob  of  plasma  into  the 

magnetosphere  and  hopefully  precipitate  a  flow  of  natural  electrons  along  the  earth's  magnetic  field  and 
down  into  the  northern  and  southern  ionospheres  producing  aurora  and  other  short-lived  geophysical 
events. 

The  Aeronomy  Laboratory  does  research  on  the  physical  and  chemical  processes  of  the  ionosphere 
and,  most  recently,  of  the  troposphere.  The  major  portion  of  their  work  in  the  past  has  been  laboratory 
experiments  and  observational  studies  of  ion  reaction  processes,  some  of  it  in  situ  and  some  through 
remote  sensing.  They  have  been  extremely  productive. 

For  example,  in  the  late  1960's  an  Air  Force  Cambridge  group  showed  that  at  80  kilometers 
altitude  the  most  common  positive  ion  was  something  that  appeared  to  be  Hs02+,  two  water  molecules 
and  a  proton.  At  first  the  observers  thought  their  spectrometer  was  sick.  But,  laboratory  work  by  our 

people  showed  that  such  a  "water  cluster"  ion  was  theoretically  possible. 
The  emphasis  now  is  on  neutral  chemistry.  Using  infrared  lasers  and  techniques  developed  in  the  ion 

reaction  rate  studies,  AL  is  working  on  the  basic  chemistry  of  air  pollution  in  terms  of  its  chemical 

products  and  reaction  rates.  The  laboratory  has  worked  out  a  theory  of  atmospheric  turbulence-based  on 

theoretical  studies  in  plasma  physics— which  is  being  used  in  pollution  dispersion  research.  They  are  also 
developing  a  model  of  the  chemistry  and  dynamics  of  the  stratosphere. 

The  laboratory  is  also  involved  in  rocket  work.  In  1970,  they  completed  tlie  first  successful 

measurement  of  atomic  oxygen  in  the  ionosphere.  What  they  did  was  expose  silver  foil  to  the  outside  so 
that  the  ambient  atomic  oxygen  oxidized  the  silver  thus  changing  the  electrical  resistance  of  the  foil. 
Measurement  of  the  change  in  electrical  resistance  of  the  silver  showed  the  amount  of  atomic  oxygen 

present. 

AL  used  to  operate  a  large  backscatter  radar  facility  at  Jicamarca,  Peru,  which  is  now 
Peruvian  control.  It  is  one  of  the  best  such  radars  partly  because  of  its  proximity  to  the  equator.  Our 

people  still  use  the  high-powered  facility  to  make  indirect  measurements  of  electron  densities  and 
temperatures,  ionospheric  winds,  and  electric  fields. 

We  feel  that  the  most  exciting  thing  happening  now  in  ionospheric  physics  is  the  artificial 
production  of  short-lived  ionospheric  disturbances.  Together  with  the  Institute  for  Telecommunications 
Sciences  (which  was  formerly  a  part  of  ERL  but  is  now  with  the  Office  of  Telecommunications),  the 

Aeronomy  Laboratory  participates  in  the  use  of  an  extremely  powerful  radio  transmitter  in  Platteville, 

Colorado.  The  vertical-looking  antenna  array,  fed  two  megawatts  of  power,  radiates  at  between  five  and  ten 
megahertz.  Focusing  gives  the  beam  an  effective  radiated  power  of  100  megawatts.  It  heats  the  ionospheric 
electrons,   producing  a   disturbed  volume   50   to   100  miles  in  diameter  and  electrons  motion  along  the 
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geomagnetic  tubes  of  force.  Observations  are  made  chiefly  with  ionosondes  and  airglow  photometers. 
Among  the  major  early  findings  were  unexpected  attenuation  of  radio  reflectivity  from  the  heated  electrons 

and  generation  of  the  Spread-F  phenomenon. 

The  ionospheric  modification  work  is  also  expected  to  benefit  the  field  of  plasma  physics.  The 
natural  ionospheric  plasma  has  some  significant  advantages  over  laboratory  plasmas,  such  as  those  used  in 

nuclear  fusion  research.  Chief  among  these  is  the  ionosphere's  unbounded  nature,  as  opposed  to  the 
experiment-disrupting  walls  of  laboratory  containment  devices.  This  natural  outdoor  plasma  can  now  be 
simultaneously  modified  and  observed  from  the  ground. 

The  Wave  Propagation  Laboratory  devotes  itself  almost  entirely  to  the  development  and  appHcation 
of  new  methods  of  remote  sensing  for  geophysical  research,  improved  weather  services,  and  the  study  of 

environmental  problems.  The  names  of  the  program  areas  serve  to  indicate  the  breadth  of  the  laboratory's 
activities:  optical  propagation,  atmospheric  spectroscopy,  environmental  radiometry,  micrometeorology, 
meteorological  Doppler  radar,  geoacoustics  research,  and  atmospheric  acoustics. 

We  expect  that,  in  due  course,  by  using  such  remote  sensors  as  Doppler  radar,  acoustic  sounders, 
and  lidar,  one  will  be  able  to  do  a  much  better  job  than  that  now  being  done  by  the  standard  weather 
station.  From  one  point  on  the  ground  vertical  profiles  of  most  of  the  important  weather  parameters  can 
be  obtained  continuously  in  time  and  space. 

WPL's  special  studies  section  conducts  several  exploratory  research  projects  not  assigned  to  the 
programs.  In  one  such  project,  the  spectra  of  ocean  waves  and  mean-surface  velocity  of  the  waves  by  means 
of  radar  sea-scatter  have  been  obtained.  In  another  the  feasibility  of  making  direct  measurements  by  remote 
sensing  techniques  of  the  fluxes  of  heat,  momentum,  and  water  vapor  is  being  explored. 

The  optical  propagation  group  is  developing  lasers  to  increase  the  accuracy  ot  distance-measuring 

two  orders  of  magnitude  over  the  simple  single  laser  technique,  which  is  limited  to  1  part  in  10''. 
Eventually  distance  measurements  might  be  further  improved  by  adding  a  radio  frequency  to  the  system. 

Another  scheme  employing  a  laser  has  measured  integrated  wind  velocity  across  a  10-mile  path 
between  two  mesas.  The  beam  traveled  across  Boulder  from  north  to  south  and  back  to  a  pair  of  detectors. 

The  time  lag  in  the  appearance  of  a  given  scintillation  pattern  in  the  two  detectors  is  indicative  of  the  wind 

velocity  transverse  to  the  optical  path.  This  technique  appears  to  have  application  in  certain  air  pollution 
prediction  problems. 

The  atmospheric  spectroscopy  program  is  engaged  in  studies  of  indentification  and  measurement  of 
the  gaseous  constituents  of  the  polluted  atmosphere.  They  have  measured  infrared  absorption  spectra  of 

SO2  and  NH3,  and  have  calculated  absorption  spectra  of  H2O,  O3,  CO2,  CH4,  N2O,  CO,  and  HCl.  Raman 
lidar  is  being  used  in  investigations  of  SO2 ,  water  vapor,  and  temperature  fluctuations.  The  lidar  technique 
is  also  being  developed  for  wind  sensing. 

WPL  was  the  first  to  use  a  dual-Doppler  radar  system  to  obtain,  analyze,  and  display  two- 

dimensional  wind  field  data  from  inside  a  convective  storm.  The  work  resembles  that  being  carried  out  at 

the  National  Severe  Storms  Laboratory.  One  of  the  major  differences  is  that  WLP  uses  portable 

three-centimeter  radars  while  the  severe  storms  group  uses  a  more  sensitive,  but  more  cumbersome, 

ten-centimeter  instrument. 

The  environmental  radiometry  program  is  doing  what  I  consider  some  of  ERL's  most  exciting  work, 
the  search  for  electromagnetic  signatures  of  tornadoes.  They  have  observed  greatly  enhanced,  distinctive 

atmospheric  electrical  discharges  when  tornadoes  and  funnel  clouds  were  reported  witliin  60  miles.  It  may 
be  that  we  have  a  reliable  tornado  warning  system  in  the  making.  The  radiometry  people  are  also 
developing  methods  for  measuring  liquid  water  and  ice  content  of  clouds  and  storms. 

The  micrometeorology  program  investigates  atmospheric  microstructure  and  turbulence  for  use  in 

measurements  of  vertical  fluxes  of  heat,  momentum,  and  mass,  and  interpretation  of  electromagnetic  wave 

propagation.  Specifically,  they  study  temperature,  humidity,  refractive  index,  wind,  and  other  parameters  as 

a  function  of  heiglit,  time,  and  atmospheric  stability.  They  are  also  using  an  FM,  continuous-wave  radar  to 
study  the  dynamics  of  clear  air  in  the  boundary  layer. 
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The  overall  objective  of  the  geoacoustics  research-  program  is  to  find  out  what  role  acoustic-gravity 

waves  play  in  atmospheric  dynamics.  They  study  the  interactions  of  acoustic-gravity  waves  and  other 
geophysical  phenomena,  construct  theoretical  models  of  wave  generation  and  propagation,  and  coordinate 
technical  support  for  a  global  network  of  microbarograph  observatories.  They  have  been  able  to  associate 

infrasonic  waves  with  such  events  as  thunderstorms,  solar  flares,  volcanic  eruptions,  re-entering  space 
vehicles,  earthquakes,  and  tornadoes. 

WPL's  atmospheric  acoustics  program  makes  use  of  the  extreme  sensitivity  of  sound  waves  to 
atmospheric  temperature  fluctuations.  Echoes  can  be  obtained  from  distances  of  3,000  feet  whenever  the 

air  temperature  fluctuations  exceed  .001  degree  Centigrade.  The  acoustic  sounding  technique  is  being 
refined  for  studies  of  thermal  convection,  temperature  inversions,  internal  gravity  waves,  and  temperature 
fluctuations  in  the  boundary  layer.  By  permitting  continuous  monitoring  of  boundary  layer  structure  and 
processes  to  an  extent  never  before  possible,  the  technique  is  helping  provide  a  totally  new  picture  of  the 
dynamics  of  the  lower  atmosphere. 

Acoustic  sounding  also  is  being  rapidly  developed  for  practical  application.  The  program  scientists 
have  found  1)  that  they  can  see  the  internal  structure  of  the  atmosphere  in  dramatic  detail  up  to  5,000 
feet,  2)  that  it  is  possible  to  measure  wind  profiled  and  temperature  inversions  for  use  in  air  pollution 

monitoring  and  forecasting,  and  3)  that  it  should  be  possible  to  detect  low-level  windshear  and  turbulence 
at  airports  to  help  in  safety  and  efficiency  of  takeoffs  and  landings.  Doppler  techniques  and  the  use  of 

three  echo  sounders  simultaneous  are  now  being  used  for  three-dimensional  studies  of  the  structure  and 
dynamics  of  the  boundary  layer. 

Our  Earth  Sciences  Laboratories  work  mainly  in  seismology  and  geomagnetism.  They  have  a  wide 

variety  of  experiments  underway  to  measure  strain,  earth  movement,  and  changes  in  magnetic  and  gravity 
fields.  This  is  an  effort  to  obtain  a  comprehensive  understanding  of  the  rate  of  strain  accumulation,  and 

what  signals,  if  any,  precede  a  major  earthquake  shock.  Studies  of  continental  drift,  interaction  between 

the  earth's  rotation,  magnetic  fields,  and  seismic  activity,  and  other  geophysical  phenomena  are  being 
carried  out  to  help  reduce  the  amount  of  uncertainty  in  man's  view  of  the  workings  of  his  planet. 

One  of  the  recent  areas  of  interest  is  plate  tectonics,  the  study  of  the  shape,  motions,  and 

interactions  of  the  great  plates  making  up  the  earth's  crust.  One  of  the  major  causes  of  earthquakes  along 
the  North  American-Pacific  margin  is  the  interaction  of  crustal  plate  edges  moving  at  different  speeds  along 
the  coastal  region.  Land  west  of  the  Baja  California  split  is  propagating  northward,  and  it  does  look  as 

if  a  section  of  the  State  of  Cahfornia  is  going  to  drift  away  from  the  mainland  one  of  these  ages.  The 

Pacific  plate  is  "diving"  into  the  Aleutian  Trench,  which  it  created,  and  in  the  process  is  rubbing  against 
and  upthrusting  the  Aleutian  island  block,  producing  islands  and  earthquakes  at  that  interface. 

For  years,  the  San  Francisco  branch  of  ESL  has  studied  earth  creep,  one  of  the  surface 
manifestations  of  plate  interaction.  They  have  measured  offset  in  street  curbs,  fences,  and  Unes  of  trees  in 
orchards  in  order  to  determine  the  average  annual  rate  of  creep,  which  is  from  .5  to  2.5  centimeters 

depending  on  location.  They  emplace  a  10-15-foot  steel  rod  in  a  trench  across  a  fault,  anchor  one  end,  and 
place  the  other  end  against  an  indicator.  Reading  the  indicator  once  a  week,  they  obtain  a  greater  time 
resolution  of  creep  activity,  which  has  been  found  to  vary  in  rate.  Commencement  of  rate  change 
sometimes  propagates  fairly  fast  along  a  fault.  Lack  of  creep  in  a  fault  region  may  indicate  a  geological 

hang-up  somewhere  below,  and  in  fact  may  herald  a  sudden  readjustment  or  earthquake. 
The  seismologjcal  component  of  the  laboratory  operates  some  20  observatories  in  die  U.  S.  and  its 

possessions,  and  helps  operate  and  maintain  about  the  same  number  of  seismological  stations  owned  by 

universities,  research  institutes  and  other  federal  agencies.  The  geomagnetic  group  operates  14  standard 

magnetic  observatories  in  the  U.  S.,  Puerto  Rico,  Guam,  and  Antarctica  to  obtain  records  of  short-and- 

long-term  changes  in  intensity  and  direction  of  the  earth's  field. 

ESL's  geophysicists  are  working  on  mathematical  and  physical  models  of  tlie  sources  of  the  earth's 
magnetic  field  and  its  changes  witli  time. 

A  detailed  search  into  geomagnetic  data  archives  led  to  a  harmonic  analysis  of  the  eartli's  field  for 
the  1725-1965  period.  Paleomagnetic  studies  are  underway  compiling  a  detailed  history  of  reversals  in  the 

earth's  field  and  interpreting  the  implications  of  the  present  decreasing  trend  in  field  strengtli. 

The  laboratory  is  doing  a  theoretical  investigation  of  tlie  hydrodynamics  of  the  earth's  core  and  its 
relafionship  to  the  observed  magnetic  field.  The  historical  study  of  field  reversals  has  suggested  the 

possibility  of  determining  fluid  motion  in  the  upper  200-300  kilometers  of  the  core. 



1-8  Introduction 

ESL  workers  have  identified  the  galactic  component  of  the  earth's  field.  In  developing  what  is 
probably  the  most  sensitive  magnetometer  in  existence,  another  group  may  have  an  instrument  applicable 
to  earthquake  prediction  studies.  Finally,  a  small  exploratory  research  effort  on  the  correlations  of  geyser 
activity,  gravitational  tides,  and  earthquake  occurrence  is  being  carried  on. 

The  oceanographic  part  of  the  Atlantic  Oceanographic  and  Meteorological  Laboratories  involves 
studies  of  the  structure  and  motions  of  the  ocean,  characteristics  of  the  ocean  basin,  and  sea-air  interaction. 
Remote  sensing  is  also  coming  into  its  own  in  these  fields. 

AOML  has  devoted  considerable  effort  to  the  study  of  the  Gulf  Stream,  the  Loop  Current  in  the 

Gulf  of  Mexico,  the  AntOles  Current,  the  Florida  Current,  and  their  inter-relationships.  Work  done  on  the 
Gulf  Stream,  for  example,  is  toward  delineating  its  meanders  and  documenting  its  structure,  its  mean  flow, 
and  the  modulation  of  this  flow.  A  program  in  estuarine  dynamics  has  as  its  objective  the  development  of 
data  to  enhance  tide  and  tidal  current  predictions  and  flushing  characteristics  of  estuaries,  information  that 

will  be  required  in  designing  ocean  waste  disposal  systems. 
AOML  marine  geophysicists  and  geologists  have  completed  the  first  standard  crustal  section  across 

an  entire  ocean  basin,  from  the  United  States  to  Africa  a  continuation  of  a  section  across  the  continental 

U.  S.  and  some  distance  into  the  Pacific  Ocean.  In  addition,  they  have  discovered  massive  geological  domes, 
the  first  of  their  kind  in  the  deep  ocean,  off  northwest  Africa.  These  formations  may  be  salt  domes,  which 

would  suggest  the  presence  of  oil.  An  important  result  emerging  from  this  work  is  a  theoretical 
understanding  of  the  geological  processes  involved  in  the  deposition  and  placement  of  petroleum  and 
minerals. 

One  AOML  geophysicist  is  the  co-originator  of  the  seafloor  spreading  theory,  which  has  had  a  large 
role  in  the  virtual  rebirth  of  marine  geology  and  geophysics  in  the  past  ten  years.  Following  the  statement 
of  the  seafloor  spreading  theory,  other  workers  developed  the  concept  of  plate  tectonics.  Together,  these 

unifying  hypotheses  nicely  related  continental  drifts,  the  dynamics  of  the  earth's  crust,  and  many 
seismological  observations.  One  of  the  fascinating  scientific  outputs  of  this  new  thinking  is  a  series  of  maps 

that  identifies  the  tracks  of  the  continents  as  they  are  believed  to  have  moved  over  the  earth's  surface 
during  the  past  200-minion  years  and  how  they  are  expected  to  move  in  the  next  50-milhon  years. 

The  sea-air  interaction  program  is  contributing  toward  improvement  of  our  capability  to  predict  the 

marine  environment  and  the  earth's  weather.  The  sea-air  interface  is  of  critical  importance  since  the 
atmosphere  derives  much  of  its  energy  from  the  sun-warmed  sea,  while  the  wind  imparts  momentum  to  the 
waves  of  the  ocean  and  affects  evaporation.  Knowledge  of  these  complex  interactive  mechanisms  and  of  the 
exchanges  of  mass  and  energy  across  the  interface  is  essential  to  a  global  environmental  prediction  system. 

One  of  the  most  serious  problems  in  sea-air  interaction  research  is  a  deficiency  in  reliable  and 
repeatable  measurements.  Although  this  group  is  working  on  the  improvement  of  conventional  in  situ 
measurements,  they  are  coming  to  depend  more  and  more  on  remote  sensing  instrumentation.  Airborne 
lasers  are  used  to  observe  wave  conditions  and  wave  growth.  They  have  employed  passive  sensors  to  find 
that  microwave  emissions  from  the  ocean  surface  vary  according  to  wind  and  sea  state  although  the 

physical  mechanisms  are  poorly  understood.  Active  microwave  systems  have  been  used  to  discover  that 

there  is  a  sea-state  dependent  signature.  The  potential  of  employing  sensing  systems  of  this  type  from 
satellites  is  now  being  actively  studied. 

Remote  sensing  of  other  parameters  of  interest  to  physical  oceanographers  is  also  being  pursued. 
For  example,  identification  of  different  water  masses  by  color  differences  appears  possible  where  surface 

temperature  variations  are  obscured  by  summer  solar  heating  in  sub-tropical  waters.  These  data  have 
biological  and  fisheries  implications.  It  has  also  been  demonstrated  that  tides  are  observable  from  a  satellite 

equipped  with  a  radar  altimeter,  which  will  be  orbited  abroad  the  GOES-C.  AnotJier  satellite-borne 
instrument,  an  infrared  temperature  sensor,  coupled  with  the  color  observations  should  provide  information 

on  currents,  upwellings,  and  locations  of  "hot  spots"  which  could  contribute  to  tropical  storm 
intensification. 

Another  technique  AOML  has  begun  to  employ  is  the  manned  deep  submersible.  A  series  of 
investigations  has  been  in  progress  off  the  east  coast  of  the  U.  S.  in  waters  down  to  2,000  meters.  The 

vehicles  are  the  ALVIN,  belonging  to  the  Woods  Hole  Oceanographic  Institution,  and  a  Perry  PC-8.  One  of 
the  regions  of  interest  is  the  Mid-Atlantic  Bigiit  st.retching  from  New  York  to  Virginia.  The  dumping  of 
sewage  and  solid  wastes  in  this  higli-population-density  belt  has  created  a  major  pollution  problem.  The 
manned  submersibles  are  used  in  studying  dynamic  processes  related  to  waste  disposal  in  five  submarine 
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canyons  bisecting  the  bight:  the  Hudson,  Wilmington,  Baltimore,  Washington,  and  Norfolk.  The  investi- 
gators emplace  bottom  current  meters  and  collect  bottom  and  suspended  sediment  samples. 
The  Pacific  Oceanographic  Laboratories,  has  done  a  great  deal  of  analytical  work  with  SEAMAP 

data  (SEAMAP  is  an  extensive  series  of  geophysical  surveys  in  the  North  Pacific  Ocean).  POL  researchers 
are  also  investigating  internal  ocean  waves  and  have  developed  a  model  describing  propagation  of  the  waves. 
Their  work  also  includes  studies  of  the  physical  and  chemical  properties  of  deep  water  in  the  North  Pacific, 
discovery  and  description  of  a  countercurrent  in  the  Tasman  Sea,  and  discovery  of  anomalous  heating  in 
the  Panama  Basin.  As  a  continuation  of  the  transcontinental  and  transatlantic  crustal  section,  POL  plans 
also  to  traverse  the  Pacific,  making  gravity  and  magnetic  measurements,  seismic  profiles,  and  sediment  samples. 

POL  has  a  unique  group  stationed  in  Hawaii  that  concentrates  on  tsunami  problems.  Their 

objectives  are  to  learn  more  about  the  generation,  propagation,  and  on-shore  run-up  mechanisms  of  seismic 

sea  waves  (tsunamis).  And  they  are  helping  to  improve  NOAA's  Pacific  tsunami  warning  system.  In 
cooperative  research  with  the  University  of  Hawaii,  they  have  developed  several  types  of  deep-sea  tsunami 
gauges,  which  are  sensitive  enough  to  detect  a  1 -centimeter  tsunami  wave  or  tidal  change  from  the  deep 
ocean  bottom  without  interference  from  surface  choppiness. 

Finally,  we  have  the  Marine  Minerals  Technology  Center  whose  major  concern  at  the  present  time  is 
offshore  mining.  MMTC  is  developing  techniques  for  bringing  materials  from  the  ocean  bottom  to  a  surface 
vessel  through  pipes  and  for  drilling  beneath  the  bottom.  The  possibility  of  bringing  up  mineral  rich 

(cobalt,  nickel,  and  copper)  manganese  deposits  up  from  10,000-15,000-foot  depths  is  another  of  their 
objectives.  Large  sections  of  the  ocean  floor  are  literally  covered  wdth  manganese  nodules  and  pavements. 

MMTC  has  started  a  several  year  programm  off  Massachusetts  aimed  at  determining  the  environ- 
mental effects  of  offshore  dredging  and  mineral  extraction.  They  are  running  a  series  of  aquarium  studies 

on  the  effects  of  various  kinds  and  degrees  of  turbidity  on  fish  and  shellfish.  Representatives  of  MMTC 
have  observed  environmental  disturbances  of  sand  and  gravel  dredging  operations  in  the  United  Kingdom, 
where  20  percent  of  those  construction  materials  come  from  more  than  three  miles  offshore. 

The  center  is  a  relatively  small  operation  at  present,  but  with  a  growing  national  need  for  minerals 
that  are  becoming  more  difficult  and  expensive  to  find  and  extract  from  the  ground,  we  expect  the  MMTC 

to  grow  considerably  in  the  coming  decade. 

In  conclusion  let  me  simply  say  that  I  hope  that  my  presentation  has  given  you  a  better  impression 
of  the  work  of  the  Environmental  Research  Laboratories  of  NOAA  and  especially  of  the  critical  importance 
we  assign  to  remote  sensing.  I  sincerely  hope  that  you  find  the  course  that  is  about  to  begin  profitable  and 
that  the  visitors  among  you  enjoy  your  stay  in  Boulder. 





Chapter  1  THE  ATMOSPHERIC  ENVIRONMENT 
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A  brief  presentation  of  atmospheric  composition,  basic  equations  and  definitions  used  in  the 
atmospheric  sciences,  atmospheric  general  circulation,  atmospheric  energy  budget,  and 
turbulence  theory  is  given.  These  are  broadly  related  to  remote  sensing.  The  purpose  of  this 

chapter  is  to  provide  background  material  for  later,  more  detailed  presentations. 

1.0  Introduction 

The  atmosphere  is  the  gaseous  envelope  of  the  earth.  It  extends  from  the  surface  of  the  earth  to  several 

earth  radii  where  it  merges  with  the  interplanetary  medium.  Most  of  the  atmosphere's  mass  is  below  a  height 
of  10  km.  Compared  with  the  radius  of  the  earth  (6371  km),  the  bulk  of  the  atmosphere  is  contained  in  a 

relatively  thin  envelope.  However,  when  this  collection  of  viscous  gases,  water  vapor,  and  floating  particulate 

matter  is  acted  upon  by  an  equator-to-pole  air  temperature  gradient,  the  evaporation  and  condensation  of 
water,  the  rotation  of  the  earth,  and  surface  friction,  it  becomes  a  very  complex  physical  system.  In  the 
midlatitudes  our  main  appreciation  of  this  physical  system  manifests  itself  in  the  passage  of  weather  systems. 
While  weather  systems  are  relatively  short  term,  rarely  lasting  more  than  seven  days  in  any  given  location,  they 

have  a  very  large  impact  upon  our  way  of  life.  The  longer  term  effects  of  the  atmospheric  system  are  manifest 
in  what  we  experience  as  climate. 

One  of  the  continuing  goals  of  atmospheric  scientists  is  to  be  able  to  predict  the  motions  of  the 
atmospheric  fluid  over  a  wide  range  of  scales.  These  scales  include  small  scale  turbulence  (1  cm  to  1  km), 

mesoscale  systems  such  as  thunderstorms,  tornadoes,  and  squall  lines  (~1  km  to  100  km),  synoptic  scale 
characteristics  such  as  weather  systems  (100  km  to  several  thousand  kilometers)  as  well  as  climatic  trends 
which  occur  over  periods  of  hundreds  of  years  and  have  a  scale  of  tens  of  thousands  kilometers.  It  is  implied  in 
this  discussion  that  time  scales  and  length  scales  are  closely  associated  in  the  atmosphere,  a  fact  which  will  be 
further  explored  in  1 .7.4  and  2.1 . 

The  purpose  of  this  chapter  is  to  introduce  the  general  characteristics  of  the  atmospheric  environment 
and  to  broadly  associate  remote  sensing  with  the  continuing  investigation  of  the  atmospheric  system. 

1.1  Gaseous  Constituents 

Table  ( 1 . 1 )  shows  the  chemical  composition  of  the  atmosphere.  Almost  99%  of  the  mixture  consists  of 

nitrogen  and  oxygen  resulting  in  a  mean  molecular  weight  of  28.96  g-mole~'  at  sea  level.  The  mean  molecular 
weight  of  the  atmosphere  is  shown  in  (Fl.l)  as  a  function  of  height.  We  see  that  the  molecular  weight  is 
constant  to  about  90  km,  indicating  a  constant  relative  proportion  of  the  gases  in  the  mixture.  This  region  is 

called  the  homosphere  and  is  characterized  by  fluid  motion-scales,  chaotic  in  nature,  wliicii  are  much  larger 
than  the  mean  free  path  of  the  individual  molecular  motions.  Above  this  level  the  gas  mixture  is  affected  by 
molecular  diffusion  processes,  since  the  low  density  results  in  a  mean  free  path  which  is  larger  than  the  fluid 
motion  scales  and  individual  molecular  motion  predominates.  Thus  the  proportionality  of  each  gas  begins  to 

vary  with  height  so  that  only  the  lightest  gases  are  found  at  successively  higher  altitudes.  This  region  is  called 
the  heterosphere. 

1 .2  The  Equation  of  State 

In  tiic  lower  50  km  of  the  homosphere,  the  gaseous  mixture  can  be  treated  as  an  ideal  gas  with  very 
little  error.  This  allows  the  application  of  tiie  equation  of  state  for  ideal  gas  to  the  bulk  of  Ihc  atmospiiere.  Tiie 

equation  is 

P=RdPT  (1:1) 
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where  p  is  the  atmospheric  pressure  in  newtons  —  m"^  p  is  density  in  g  —  m"^ ,  T  is  absolute  temperature  in 
degrees  kelvin  (for  example,  273K)  and  R^j  is  the  specific  gas  constant  for  dry  air  equal  to  2.8704  X  10"' 
joules  g"'  K"' ;  While  atmospheric  scientists  follow  SI  units  when  deahrig  with  p  and  T,  it  is  convenient  for 
them  to  introduce  a  unit  for  p  known  as  the  millibar.  A  millibar  (mb)  is  equal  to  lO"'*  N  —  m~^ . 

The  most  commonly  measured  state  variables  in  atmospheric  science  are  pressure  and  temperature, 
since  the  measurement  of  density  is  very  difficult.  Certain  remote  sensing  techniques  are  able  to  measure 
density  and  temperature;  at  present  these  techniques  are  not  economical.  The  importance  of  (1:1)  is  that  it 
allows  manipulation  of  many  equations  describing  atmospheric  physics  into  forms  which  are  easily  handled  by 
commonly  measured  variables.  This  will  become  evident  in  subsequent  chapters. 

Table  1.1   Normal  Composition  of  Clean,  Dry  Atmospheric  Air  Near  Sea  Level 

Constituent  gas  and  formula 

Nitrogen  (Nj) 

Oxygen  (O2 ) 
Argon  (Ar) 
Carbon  dioxide  (CO2) 
Neon  (Ne) 

Helium  (He) 

Krypton  (Kr) 
Xenon (Xe) 

Hydrogen  (H2 ) 
Methane  (CH4) 

Nitrous  oxide  (N2  0) 
Ozone (O2) 

Sulfur  dioxide  (SO2) 
Nitrogen  dioxide  (NO2 ) 
Ammonia  (NH3) 

Carbon  monoxide  (CO) 
Iodine  (I2) 

Content  variable 
relative  to  its Molecular 

;nt,  percent  by  volume 
normal 

weight* 
78.084 28.0134 
20.9476 — 31.9988 

0.934 — 39.948 
0.0314 t 44.00995 

0.001818 — 20.183 
0.000524 — 4.0026 

0.000114 — 83.80 

0.0000087 — 131.30 

0.00005 ? 2.01594 
0.0002 t 16.04303 
0.00005 — 44.0128 

Summer: t 47.9982 

0  to  0.000007 
Winter: t 47.9982 

0  to  0.000002 
0  to  0.0001 t 64.0628 
0  to  0.000002 t 46.0055 

0  to  trace t 17.03061 

0  to  trace t 28.01055 

0  to  0.000001 t 253.8088 

*  The  content  of  the  gases  marked  with  an  asterisk  may  undergo  significant  variations  from  time  to  time  or  from  place  to 
place  relative  to  the  normal  indicated  for  those  gases. 
From  the  U.S.  Standard  Atmosphere,  1962 

1 .3        Effect  of  Water  Vapor  on  Air  Density 

Water  vapor  is  considered  a  separate  atmospheric  constituent  and  thus  is  not  listed  in  (T  1.1)  as  part  of 
the  gaseous  mixture.  Compared  with  nitrogen,  the  percentage  of  water  vapor  present  in  the  atmosphere  is  very 

small.  At  sea  level  in  the  most  humid  tropical  environments,  the  absolute  humidity,  p^,  rarely  reaches  25  g/m^ 
which  is  to  be  compared  with  the  typical  density  of  dry  air,  p,  of  1000  g/m^ . 

However,  water  vapor  is  the  most  variable  and  most  important  of  atmospheric  constituents.  Its 
variability  is  due  to  the  fact  that  it  is  not  easily  mixed  on  a  global  scale  but  is  closely  related  to  its  sources 

(tropical  oceans)  and  its  sinks  (midlatitude  continents  and  oceans).  The  importance  of  water  vapor  in 
atmospheric  physics  is  manifest  in  its  ability  to  change  phase  from  gas  to  liquid  to  solid  within  atmospheric 
pressure  and  temperature  ranges,  producing  hydrometeors  such  as  rain,  snow,  and  hail.  Furthermore,  certain 
remote  sensors  utilize  a  sensitivity  of  the  radio  refractive  index,  N,  to  water  vapor.  This  will  be  explored  in  the 

appendix. 
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Even  though  the  water  vapor  in  a  given  parcelf  of  air  is  generally  between  0.1  and  2.5%  of  the  total 
mass,  it  has  a  significant  effect  upon  the  air  density.  Therefore  the  equation  of  state,  (1 :1),  must  reflect  the 

presence  of  water  vapor  in  the  air.  The  reciprocal  of  the  mean  molecular  weight  o^  moist  air,  m,  can  be  written 

1 
Md  My 

m,^      m^ 
(1:2) 

m     Md  +  My 

where  M  is  the  mass  of  each  constituent  in  the  mixture  and  m  is  the  molecular  weight  of  the  constituent.  The  v 
subscript  denotes  water  vapor  and  the  d  subscript  denotes  dry  air.  Equation  (1 :2)  can  be  reduced  to 

in 

mj 

1  4  w/e 

1  +  w 
(1:3) 

where  e  =  —  ̂   1.607  and  w  =  p^/pa.  The  variable  w  is  known  as  the  mixing  ratio  of  water  vapor  and  is  often 

mj 

given  in  units  of  grams  per  kilogram. 
Returning  to  (1 : 1)  we  have 

pa 

RhT  =  -^  T 

mj 

(1:4) 

where  a  is  the  specific  volume  of  the  gas  (i.e.,  the  reciprocal  of  density)  and  R*  is  the  universal  gas  constant. 
To  include  the  effect  of  water  vapor,  all  that  is  necessary  is  to  substitute  ffi  for  m^j  to  give 

m  mj    1  +  w 
If  the  terms  in  parentheses  appearing  in  (1 :5)  are  grouped  with  T,  (1 :5)  can  be  written 

(1:5) 

^. 

■<5C»;> 

pa  =  RjTv 
(1:6) 

Ty  is  called  the  virtual  temperature  and  is  expressed  by 

(\^ 

w/e 
(1:7) 

Physically,  Ty  can  be  interpreted  as  the  temperature  a  sample  of  dry  air  at  a  given  pressure  would  have  to 
achieve  to  have  the  same  density  as  a  parcel  with  a  mixing  ratio  of  w  at  the  same  pressure. 

Equation  (1 :5)  shows  that  the  effect  of  water  vapor  is  to  cause  a  moist  parcel  of  air  to  be  less  dense 
than  a  parcel  of  dry  air  at  the  same  temperature  and  pressure. 

1.3.1     Moisture  Variables. 

Table  (1.2)  Usts  some  of  the  more  commonly  used  moisture  variables.  With  the  use  of  specific  humidity 
the  equation  for  virtual  temperature  can  be  approximated  by 

Ty  =  T(1  +0.61q)  . (1:8) 

1.4        Aerosols  and  Hydrometeors 

There  are  two  further  classes  of  constituents  which  make  up  the  atmospheric  environment:  aerosols 
and  iiydrometeors.  Aerosols  are  particulate  matter  suspended  or  slowly  falling  in  the  gaseous  mixture  of  the 
atmosphere.  While  aerosols  can  be  either  liquid  or  solid  in  phase,  they  are  differentiated  from  hydrometeors 
chiefly  in  terms  of  size  and  content.  Hydrometeors  are  the  solid  or  liquid  phase  forms  of  water  in  the  gaseous 
atmosphere.  Hydrometeors  are  usually  much  larger  than  aerosols.  Examples  of  aerosols  are  smokes,  haze, 
clouds,  and   fogs  whose  droplet   size   is  below    1    micron   in   radius,  and  dispersed,  finely  divided  soils. 

f  A  parcel  is  defined  as  "an  imaginary  body  of  air  to  which  may  be  assigned  any  or  all  of  the  basic  dynamic  and 

thermo-dynamic  properties  of  atmospheric  air"  (Glossary  of  Meteorology).  I'urther.  parcel  properties  are  uniform  within  the 
parcel  and  its  motions  do  not  induce  motions  in  its  atmospheric  environment. 
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Hydrometeors  are  generally  considered  as  the  end  products  of  precipitation  processes  in  the  atmosphere,  this 

particle  class  includes  mists,  rain,  freezing  rain,  ice  pellets,  snow,  hail,  blowing  snow  (i.e.,  lifted  from  the 

earth's  surface),  blowing  spray  as  well  as  those  forms  of  clouds  and  fogs  which  have  droplet  radii  greater  than  1 
micron. 

There  is  a  very  complex  relationship  between  aerosols  and  hydrometeors  which  is  a  subject  of  the 
study  of  cloud  microphysics.  The  initial  stages  of  the  formation  of  hydrometeors  requires  two  conditions;  the 
first  is  that  a  given  volume  of  moist  air  be  very  slightly  supersaturated  and  the  second  is  the  presence  of  small 
particles  known  as  hygroscopic  nuclei  or  Aitken  nuclei  which  act  to  initiate  the  condensation  of  the 
supersaturated  vapor  forming  the  nascent  hydrometeor. 

Figure  (1.2)  presents  a  distribution  of  aerosols  in  a  continental  air  mass.  The  Aitken  nuclei  can  be 

considered  the  initial  nuclei  present  in  the  atmosphere.  Their  source  is  ultimately  the  earth's  surface.f 
Coagulation  processes  transform  a  small  percentage  of  the  Aitken  nuclei  into  nuclei  with  larger  radii  by  causing 
several  small  particles  to  stick  to  one  another.  These  particles  are  called  coagulation  nuclei.  Dispersion  nuclei 
are  those  large  radius  particles  which  are  borne  aloft  by  strong  surface  mixing.  These  nuclei  are  generally  very 
finely  divided  soils  whose  radius  are  smaller  than  0.1  micron.  Maritime  nuclei  are  usually  very  large  and  are 
thought  to  be  a  result  of  rapid  evaporation  of  sea  spray  and  breaking  bubbles  on  the  sea  surface  which  leave  a 
small  solid  residue  aloft  composed  of  sea  salts. 
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Figure   l.I    Mean  molecular  weight  of  dry  air  as  a  Radius r (cm) 
function  of  geometric  altitude  (from  U.S.  Standard    Figure  1.2    Average  size-distribution  of  nuclei  in 
Atmosphere ,  /  962).  continental  air  masses  (after  Junge,  1 952). 

The  sources  of  aerosols  in  the  atmosphere  are  generally  classed  into  gas-phase  reactions,  combustion 
products,  and  dispersion  of  solutions.  Gas-phase  reactions  are  chemical  reactions  of  various  gases  in  the 
atmosphere,  often  very  minor  constituents  such  as  nitrous  oxide,  terpenes,  and  hydrocarbons,  which  produce 
solid  particles.  Combustion  products,  usually  the  result  of  inefficient  burning,  are  a  large  source  of  aerosol 
content.  However,  on  a  global  scale  natural  sources  of  combustion  such  as  forest  fires  and  volcanism  are  larger 

than  man-made  combustion  products.  Man-made  combustion  products  can  be  very  crucial  locally  and  may 
even  be  responsible  for  modifying  rainfall  patterns  in  local  areas  (Changnon  et  al.,  1971). 

Aerosols  and  hydrometeors  are  very  important  to  teciiniques  of  remote  sensing  whether  acoustic, 
radio,  or  optical.  While  the  effect  of  these  additional  constituents  of  the  atmosphere  on  remote  sensing 
techniques  is  very  complex  and  will  be  covered  in  detail  in  later  chapters,  some  general  comments  about  the 
nature  of  their  influence  can  be  simply  stated.  Aerosols  and  hydrometeors  can  be  looked  at  from  two  points  of 

t  Some  workers  hypothesize  that  meteor  showers  produce  significant  amounts  of  initial  nuclei  (Lapaz,  1958). 
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view  by  the  scientists  using  a  remote  sensor.  Firstly,  they  may  be  regarded  as  environmental  noise:  that  is, 
elements  which  tend  to  confuse  the  signal  received  by  the  sensor  and  which  originate  outside  the  sensor 
electronic  system.  In  this  context,  aerosols  and  hydrometeors  are  a  nuisance  and  often  require  corrections  to 
the  raw  data  to  reduce  the  effects  of  their  presence  in  the  received  signals.  On  the  other  hand,  aerosols  and 
hydrometeors  can  be  utilized  in  remote  sensing  techniques  as  tracers.  In  this  case  their  effects  on  the  received 
signal  are  enhanced  so  that  motions,  distributions,  and  chemical  compositions  of  the  aerosols  or  hydrometeors 

being  "interrogated"  by  the  sensor  can  be  analyzed. 
Both  of  the  points  of  view  come  together  in  a  mutual  effort  to  determine  exactly  the  effect  of  the 

media  upon  the  propagation  of  acoustic,  radio,  and  optical  waves.  It  will  be  seen  in  subsequent  chapters  that  a 
great  deal  of  experimental  and  theoretical  effort  has  been  spent  in  determining  the  absorption  and  scattering 
characteristics  of  aerosols  and  hydrometeors. 

1.5        The  Vertical  Structure  of  the  Atmosphere:  Stability  and  Mixing 

In  1.1  a  discussion  of  the  vertical  structure  of  the  atmosphere  was  presented  which  was  based  upon 
chemical  considerations.  This  type  of  vertical  structure  classification  gave  an  idea  of  the  vertical  extent  over 

which  (1:1)  or  (1:6)  could  be  used  with  R^j  constant.  However,  rockets  fitted  with  temperature  measuring 

devices  as  well  as  similarly  instrumented  balloons  and  high-flying  aircraft,  revealed  a  statistically  consistent 
vertical  variation  of  temperature.  This  led  to  a  classification  of  the  vertical  structure  of  the  atmosphere  based 
upon  the  variation  of  temperature  with  height. 

Before  discussing  this  classification,  a  theoretical  presentation  of  the  vertical  variation  of  pressure  and 
temperature  would  be  helpful,  since  it  provides  physical  insight  into  atmospheric  motions.  In  the  case  of  the 
vertical  pressure  gradient  a  useful  approximation  will  be  presented.  The  vertical  temperature  gradient  on  the 
other  hand,  provides  valuable  criteria  for  vertical  stability  in  the  atmosphere. 

1.5.1     Variation  of  Pressure  with  Height:  the  Hydrostatic  Equation. 

The  vertical  variation  of  pressure  with  height  is  an  approximation  of  the  vertical  equation  of 

atmospheric  motion  (Section  1 .9,  (1 :42)).  The  following  assumptions  apply  to  a  parcel  of  air: 
1 .  No  vertical  acceleration  of  the  parcel. 
2.  If  the  parcel  is  in  motion,  frictional  or  stress  forces  are  small. 

"3.  Forces  due  to  the  rotation  rate  of  the  earth  are  negligible. 
With  these  assumptions,  a  force  diagram  can  be  drawn  for  the  parcel  as  in  (F1.3). 

Since  the  sum  of  the  forces  must  be  equal  to  zero. 

-  (Pq  +  dp)dxdy  +  pgdxdy  -  gpdxdydz  =  0. (1:9) 

4r — 7^'^~J  'Po""  '^p  '^l' 

W=  g^  dxdydz 

F,  =  Podxdy 

Figure  1 .3    Free  body  diagram  of  an  atmospheric  parcel  under  tlie  influence  of  pressure  and  gravity. 
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Table  1.2     Commonly  Used  Moisture  Variables 

Variable 
Equation 

Dimensions 
Definitions 

Absolute  humidity Pv  =  wpd 

g  m"
^ 

Pd  —  dry  air  density 

Mixing  ratio 
w  =  Pv/Pd 

e 

w  =  e   

p-  e 
e 

w  =  e  - P 

gkg-'
 

e  =  partial  pressure  of  water 
vapor  (usually  in millibars). 

Relative  humidity r  =  w/wcXlOO 

per  cent 
w^  =  mixing  ratio  at  saturation. 

e 

q=  e- 
P 

q  s  w 

gkg-
 

Saturation  is  when  the 

parcel  can  hold  no  more 
water  vapor  without 
some  condensation. 

Here  pg  is  the  atmospheric  pressure  at  level  Zq,  dp  is  the  difference  in  pressure  between  levels  Zq  and  Zj ,  and  g 
is -the  acceleration  due  to  gravity.  Equation  (1 :9)  reduces  to 

dp 

(1:10) 

This  is  a  very  important  relationship  in  the  study  of  the  atmosphere  and  is  called  the  hydrostatic  equation.  By 
use  of  (1 :6)  this  relationship  becomes 

dp__      g 
dz (1:11) P  RdTv 

If  a  mean,  virtual  temperature,  Ty,  is  assumed  for  a  layer  of  the  atmosphere  from  Zq  to  Z,  (1:11)  can  be 
integrated  exactly  to  give 

p 

-i-  =  exp 

Po 
-gAz 

RdTv 

Taking  p^  as  the  surface  pressure  (1:12)  can  be  written  in  its  familiar  form, 

p 

-i-  =  exp 

Po 

-gz 

RdTv 

(1:12) 

(1:13) 

which  indicates  that  pressure  decreases  logarithmically  with  height. 

1 .5 .2    The  Vertical  Variation  of  Temperature:  Potential  Temperature,  the  Adiabatic  Lapse  Rate  and  Stability. 

The  first  law  of  thermodynamics  is  functionally  described  by 

dQ  =  CpdT  -  adp  . (1:14) 

Here  Cp  is  the  specific  heat  of  dry  air  at  constant  pressure  and  dQ  is  an  increment  of  sensible  heat.  We  can 

derive  an  important  atmospheric  variable  called  the  potential  temperature  by  assuming  that  (1:14)  describes  an 

adiabatic  process.  An  adiabatic  process  is  one  in  which  no  sensible  heat  is  exchanged  into  or  out  of  the 

thermodynamic  system  under  consideration.  In  this  case  the  thermodynamic  system  is  an  atmospheric  parcel. 
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With  this  assumption  (1:14)  becomes 

CpdT-adp  =  0.  (J.J5) 
Use  of  (1:1)  allows 

which  upon  integration  yields 

dT_  ̂ d£^ T      Cp  p 

Rd/cr 

±=     P. 
To     \Po/ 

If  Pq  is  taken  to  be  1000  millibars  and  the  notation  for  Tq  at  that  pressure  is  changed  to  d  we  have, 

(1:16) 

(1:17) 

_/_j_\^
d/Cp 

which  is  the  defining  equation  for  the  potential  temperature,  6.  The  potential  temperature  is  a  conservative 
quantity  (i.e.,  does  not  change  with  either  time  or  displacement)  for  adiabatic  processes  in  the  atmosphere  and 
for  this  reason  is  often  utilized  in  tracing  atmospheric  motions.  Physically,  potential  temperature  is  the 
temperature  a  parcel  of  dry  air  at  pressure,  p,  would  have  if  it  were  brought  adiabatically  to  a  pressure  of  1000 
millibars.  Since  entropy,  dQ/T,  is  invariant  in  an  adiabatic  process,  these  processes  and  the  atmospheric 
motions  associated  with  them  are  known  as  isentropic  processes  and  motions. 

A  fundamental  measure  in  atmospheric  science  is  the  temperature  lapse  rate,  or  the  vertical  variation  of 
temperature,  dT/dz.  It  is  an  important  concept  in  the  description  of  atmospheric  stability.  From  (1:16)  it  is 
apparent  that  a  dry  adiabatic  process  has  a  distinct  lapse  rate  associated  with  it.  Combining  (1:11)  and  (1:16) 
gives,  upon  assuming  no  water  vapor, 

(1:19) 
1  Cp    Kjl 

which  becomes 

T 

Rd 

Cp 

8 
RdT dz  =  0 

dT 
dz 

=  + 

g  _ 9.76°K/km 
^d^"  dl^      c    =^-^^*^^'''"'  ('-^O) 

where  Pj  is  known  as  the  dry  adiabatic  lapse  rate.  Be  aware  of  the  notational  convention  presented  here  which 

holds  for  any  discussion  of  temperature  lapse  rate  in  atmospheric  science.  Since,  in  general,  temperature  in  the 
lower  atmosphere  decreases  with  increasing  altitude,  the  following  convention  is  used 

-)  =  -  dT/dZ 

where  7  is  defined  as  the  lapse  rate  of  temperature.  Therefore  negative  7  indicates  increasing  temperature  with 
increasing  altitude. 

Two  important  points  should  be  made  with  reference  to  (1 :20).  The  first  is  that  due  to  the  adiabatic 

assumption,  an  atmospheric  layer  with  7  =  F^j  has  no  sensible  heat  flux  into,  or  out  of  the  layer.  The  second 
point  is  that  since  d  must  be  constant  in  an  adiabatic  process,  layers  which  have  7  =  Fj  also  have  d0/dz  =  0.  It 
is  often  stated  that  layers  with  the  above  properties  are  well  mixed  layers. 

We  now  turn  to  a  discussion  of  atmospheric  stability  which  will  point  out  the  importance  of  (1 :20). 
Consider  a  system  which  consists  of  an  air  parcel  and  its  surrounding  environment.  Environmental  properties 

will  be  denoted  by  a  prime  (').  Assuming  the  environmental  air  to  have  no  vertical  accelerations  (1:10) becomes 

-a'^'-g  =  0  (1:21) 

However,  the  vertical  motion  of  the  air  parcel  will  be  the  subject  of  the  present  discussion  so  the  description  of 
its  motion  is 

-a?-g~  (1:22) 
dz     ̂       dt^ 
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A  further  assumption  is  that  in  a  displacement  of  the  parcel  vertically  from  its  equihbrium  condition,  the 
pressure  of  the  parcel  immediately  adjusts  to  the  pressure  of  the  environment.  Thus  (1 :21)  can  be  written  as 

-.■g-g  =  0 

Eliminating  dp/dZ  from  (1  ;22)  and  (1 :23)  results  in 

la  -  a 

dt^ 

Use  of  (1:1)  in  (1:24)  gives 

d^z  ̂     IT  -  T' 
dt^      gl    J- 

(1:23) 

(1:24) 

(1:25) 

Exploring  small  displacements  of  the  parcel  about  an  equilibrium  position,  Zq,  allows  a  Taylor  series 
expansion  of  (1:25).  Applying  a  few  minor  approximations,  (1:25)  becomes  a  second  order  differential 
equation  with  constant  coefficients 

^+:f  (rd-T)z  =  0 

(1:26) 

which  is  the  fundamental  equation  of  static  stability  in  a  dry  atmosphere.  Since  d^/dz  =  T^j  —  7  (an  exercise 
left  to  the  reader),  examination  of  (1:26)  leads  to  the  following  criteria  of  stability  in  a  dry  atmosphere 
(summarized  in  T  1.3  below). 

The  frequency  of  oscillation  for  the  stable  case  can  be  obtained  from  the  characteristic  of  (1 :26)  and  is 

\T 

(rd  -  7) (1:27) 

which  is  also  known  as  the  Brunt-Vaisala  frequency. 
With  this  background  the  vertical  temperature  structure  of  the  atmosphere,  which  is  presented  in 

(F1.4),  can  be  discussed  with  some  physical  insight.  However,  it  is  necessary  to  slightly  expand  upon  the 
concept  of  vertical  mixing  in  the  atmosphere.  There  are  three  basic  classes  of  physical  phenomena  which  effect 

vertical  transport  of  scalar  or  passive  atmospheric  properties  such  as  temperature  and  water  vapor.  These  are 
convective  mixing  in  which  the  atmosphere  is  mixed  due  to  gravity  acting  upon  vertical  density  anomalies, 
mechanical  mixing  in  which  inertial  forces  rather  than  gravitational  forces  are  dominant,  and  radiative  transfer 

Potential 

Temperature 
Gradient 

Table  1.3     Criteria  for  Vertical  Stability  in  a  Dry  Atmosphere. 

Temperature  Gradient,  7 Remarks  on  Equation  (1:26) 

I.     de/dz  <  0 7>rd 

(super  adiabatic  lapse  rate) 

The  solution  is  unstable.  Vertical 

acceleration  of  the  parcel  in  the 

direction  of  displacement  from  Zq 
will  result. 

II.    de/dz>0 

III.    d0/dz  =  0 

7<rd 

(sub  adiabatic  lapse  rate) 

(adiabatic  lapse  rate) 

The  solution  is  stable.  The  parcel  will 
oscillate,  in  the  absence  of  friction, 

about  Zq  with  a  frequency,  f^. 

The  solution  is  neutral.  No 

acceleration  of  the  parcel  will  result 

upon  a  displacement  from  Zq. 
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processes.  An  example  of  convective  mixing  would  be  vertical  transports  wiiich  are  the  result  of  a  large 
thunderstorm  or,  on  a  global  scale,  the  Hadley  cell  (see  1.7.2).  An  example  of  mechanical  mixing  would  be 
vertical  transports  due  to  flow  with  large  vertical  gradients  of  horizontal  wind  speed  or  waves  caused  by  flow 
over  mountains  (lee  waves)  which  become  unstable  and  break.  These  mixing  processes  are  active  over  nearly 
the  entire  range  of  atmospheric  motion  scales  (see  1.7.4  for  discussion  of  motion  scales). 

Radiative  transfer  processes  in  the  atmosphere  are  very  complex.  These  processes  are  dependent  upon 
minor  atmospheric  constituents  such  as  water  vapor,  CO2 ,  O3  aerosols  and  hydrometeors.  Radiative  transfer 

processes  tend  to  produce  non-neutral  lapse  rates  {diabatic  lapse  rates),  either  stable  or  unstable,  depending 
upon  the  vertical  structure  of  the  constituents  which  dominate  the  radiative  process.  In  constrast  mechanical 
mixing  and  convective  mixing  tend  to  bring  the  lapse  rate  to  the  neutral  condition. 

From  (F1.4)  we  note  that  the  troposphere  is  very  slightly  stable  with  a  mean  7  =  6.5°K/km.  Since  a 
7  =  9.76°K/km  indicates  a  very  well  mixed  layer,  the  troposphere  lapse  rate  denotes  a  large  amount  of 
convective  and  mechanical  mixing  in  this  layer  of  the  atmosphere.  The  tropopause  indicates  the  end  of  the 

troposphere  and  the  beginning  of  the  stratosphere;  it  is  an  example  of  a  substantial  surface  or  surface  of 

discontinuity  (note  the  high  value  of  d^T/dz^).  There  is  very  little  vertical  mixing  across  a  substantial  surface; 
therefore,  one  can  conclude  that  stratospheric  air  has  quite  different  properties  than  tropospheric  air  even 
though  both  are  in  the  homosphere.  The  tropopause  is  not  continuously  present  over  the  entire  globe  so  that 

some  stratospheric  air  does  reach  the  earth's  surface.  This  is  particularly  true  in  the  region  of  jet  streams.  The 
stratosphere  often  has  two  distinct  regions  within  it:  an  isothermal  region  (i.e.,  temperature  in  constant  with 
height)  and  a  region  where  7<0  (i.e.,  temperature  is  increasing  with  height).  While  both  regions  are  stable 
according  to  (T1.3),  the  lower  region  lapse  rate  is  indicative  of  more  mixing  motion  than  in  the  upper  region. 
Radiative  transfer  processes  probably  dominate  the  vertical  temperature  variation  in  the  upper,  more  stable 

region. 
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Figure  1.4    Vertical  distribution  of  temperature  up  to  1 10  km  according  to  the  U.S.  Standard  Atmosphere, 
1962.  and  common  systems  of  nomenclature  (from  Craig,  1965). 



1-10  The  Atmospheric  Environment 

The  mesosphere  lapse  rate  approaches  that  of  the  troposphere  indicating  that  once  again  some  kind  of 
vertical  mixing  process  is  present.  In  the  thermosphere,  molecular  diffusion  becomes  a  dominant  process 
(see  1 .2)  and  the  layering  of  the  molecules  forces  stability  which  is  reflected  in  the  lapse  rate. 

1.5.3     Importance  of  the  Troposphere  and  Planetary  Boundary  Layer:  Parameterization  of  Sub-Grid  Scale 
Phenomena 

This  course  will  emphasize  the  physical  processes  of  the  troposphere.  Since  we  live  in  the  troposphere, 
knowledge  of  its  characteristics  are  undoubtedly  of  great  benefit  to  mankind.  Even  though  there  is  evidence  of 

tropospheric-stratospheric  coupling  and  some  evidence  of  extra-terrestrial  influences  upon  tropospheric 
motions  (generally  in  the  form  of  slight  variations  of  incoming  solar  radiation  and  tides  in  the  atmosphere),  the 
troposphere  is  very  nearly  a  closed  atmospheric  system. 

Thus,  characteristics  of  this  layer  can  be  quantitatively  deduced  from  measurements  of  variables  within 
the  layer  itself.  This  quantitative  deduction  is  made  possible  by  simulating  the  general  circulation  of  the 
atmosphere  (see  1.6  and  Chapter  2)  using  basic  or  primitive  equations  which  define:  a)  mean  atmospheric 
motions,  b)  thermodynamic  properties  including  phase  change  of  water,  c)  conservation  of  mass,  with  the 
restriction  upon  the  equations  that  the  total  system  conserve  energy. 

A  further  advantage  of  this  kind  of  atmospheric  study  is  that  the  primitive  equations  (see  1:42,  1:53 
and  Chapter  2)  are  time  dependent.  Therefore,  motion  fields  and  hydrometeor  fields  can  be  predicted,  or 
forecast.  Since  weather  is  defined  as  the  short  term  variation  (minutes  to  months)  of  the  state  of  the 

atmosphere,  the  use  of  these  equations  permits  advance  notice  of  weather  variations,  or  weather  forecasting. 
The  use  of  this  ability  to  mankind  is  obvious. 

However,  the  use  of  these  primitive  equations  is  severely  hampered  by  inadequate  knowledge  of  a)  the 

initial  conditions  defining  the  atmospheric  system  and  b)  the  boundary  conditions  acting  upon  the  system.  This 
course  will  concentrate  upon  the  latter  of  these  two  serious  problems.  Boundary  conditions  which  affect  the 

equations  are  active  over  a  layer  of  the  atmosphere  known  as  the  planetary  boundary  layer  or  Ekman  layer. 
Normally  encompassing  the  lower  3  km  of  tropospheric  air,  it  is  this  layer  that  is  coupled  to  the  surface  of  the 

earth  through  surface  friction,  or  drag.f  Equally  important,  however,  is  the  fact  that  through  this  layer  pass  the 
initial  energy  and  momentum  sources  and  sinks  which  characterize  the  general  circulation.  Knowledge  of  the 

spatial  and  temporal  variation  of  boundary  layer  exchange  processes  and  the  methods  of  including  such 
processes  in  the  primitive  equations  are  the  major  stumbling  blocks  to  mastery  of  weather  forecasting, 
especially  predictions  over  relatively  long  time  periods  (i.e.,  about  five  days).  To  quote  Mason  (1971): 

".  .  .  in  the  numerical  simulation  of .  .  .  larger  scale  motions,  many  smaller  scale  phenomena  have  to  be 
parameterized  preferably  in  terms  of  observable,  large  scale  dependent  variables.  These  phenomena  include: 

molecular  scale  processes,  such  as  radiative  transfer  as  a  function  of  the  larger  scale  distributions  of  CO2 ,  O2 , 
water  vapor,  cloud,  and  aerosol  particles;  microscale  processes  such  as  turbulent  exchanges  of  heat,  momentum 

in  the  planetary  boundary  layer,  interna!  turbulent  diffusion  and  dissipation,  and  convective  transports.  .  .  ." 
The  chief  manifestation  of  the  problem  is  given  by  the  first  part  of  the  above  quotation.  The  use  of  the 
primitive  equations  is  simplified  by  calculating  solutions  to  the  equations  at  specified  grid  points  wliich  are 
distributed  vertically  and  horizontally  over  the  globe.  It  is  obvious  that  in  such  a  scheme  the  number  of  grid 
points  is  important.  Further,  the  spacing  between  the  grid  points  determines  the  number  of  points  used  in  the 
calculation  of  the  various  horizontal  fields  of  motion,  temperature,  and  moisture  at  different  vertical  levels  of 

the  atmosphere.  At  present  both  the  observational  system,  which  provides  the  initial  conditions,  and  the 
numerical  calculation  system,  which  provides  the  forecast,  are  based  upon  grid  points  whose  distance  interval 
is  much  larger  than  motions  present  in  the  planetary  boundary  layer.  Because  of  this  spacing  the  effects  of 
these  motions  are  lost  to  the  calculation  even  though  they  are  physically  very  important!  Thus  one  of  the 

principal  tasks  facing  atmospheric  scientists  today  is  the  parameterization  of  sub-grid  scale  phenomena  in 
terms  of  grid  scale  variables.  This  is  particularly  true  of  those  workers  involved  with  the  planetary  boundary, 
layer.  Many  of  the  remote  sensing  teciiniques  and  most  of  the  results  presented  in  this  course  are  directed  to 
quantifying  such  parameterization  schemes. 

t  Note:  Above  the  Ekman  layer  the  vertical  momentum  flux  is  very  small,  thus  neglected  in  (1:42)  &  (1:53).  Air  motion  in 
this  region  of  the  troposphere  is  quasi-geostrophic  (see  1.8.2  &  (1:62)). 
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1.6       The  Horizontal  Structure  of  the  Atmosphere:  General  Circulation  Notions  and  Scales  of  Motion 

1.6.1     Basic  Notions  Regarding  the  Global  Atmospheric  Circulation  System 

In  this  section,  the  horizontal  structure  of  the  atmosphere  is  examined.  Atmospheric  motion  is 

three-dimensional  and  time-dependent.  Vertical  motions  are  linked  to  horizontal  motions  through  the 
equation  of  continuity  or  conservation  of  mass  equation, 

i^=VV=  1^  +  ̂  +  ̂   (1:28) P  dt       "  3x      ay       dz     ' /^  ^  /\ 

Here    V^T"  i  +  7~j  +  "^  k,  the  del  operator,  and  V=  u'i  +  \^  +  wk,  the  total  wind  vector  (see  1.8.2  for 
discussion  of  coordinate  system  used).  If  we  assume  incompressibilityf,  dp/dt  =  0  and,  upon  assuming  w  =  0  at 
z  =  0,  (1:28)  becomes 

P    I  du      8v\ 6z  .  (1:29) 

Equation  (1:29)  states  that  the  vertical  wind  at  level  z  is  proportional  to  the  integral  of  the  divergenceftof  the 
horizontal  wind  field  to  level  z.  The  relationship  between  the  various  scales  of  horizontal  and  vertical  motion 

and  their  temporal  variability  is  extremely  complex;  however,  the  following  general  statement  can  be  made: 
the  life  cycle  of  various  atmospheric  weather  phenomena  is  related  to  their  horizontal  scale  size.  The  larger  the 

phenomena,  the  longer  it  exists.  Thus,  as  an  example,  hurricanes  last  longer  than  individual  thunderstorms 
while  both  are  products  of  intense  convection.  However,  certain  mean  motions  are  evident  on  a  climatic  scale, 

that  is  for  time  periods  extending  over  hundreds  of  years.  For  these  motions  the  time-motion  scale  dependence 
is  small.  What  we  actually  see  as  variations  about  climatic  means  are  principally  due  to  weather  scale  motions. 
In  the  following  discussion  of  the  general  circulation  we  shall  see  that  it  is  characterized  by  both  weather  and 

climatic  scale  motions,  (1:29),  and  an  additional  concept  known  as  the  conservation  of  angular  momentum. 
The  conservation  of  angular  momentum  is  simply  stated  by 

PiGJiri  =  P2<^2X2   .  (1:30) 

Here  cj  is  the  angular  velocity  of  an  air  parcel  and  r  is  its  perpendicular  distance  from  the  earth's  axis  (greatest 
at  the  equator,  decreasing  to  zero  at  the  pole);  the  subscripts  denote  a  parcel  at  two  different  positions  in 
the  atmosphere. 

1 .6.2     A  Qualitative  Description  of  the  General  Circulation  of  the  Atmosphere 

This  discussion  will  be  limited  to  the  northern  hemisphere  with  the  understanding  that  the  mechanisms 

discussed  are  broadly  symmetrical  about  the  latitude  5°N  also  known  as  the  heat  equator.  Certain  differences 
do  exist,  chiefly  because  the  predominance  of  the  earth's  land  mass  in  the  northern  hemisphere.  These 
differences  are  covered  in  advanced  texts  on  meteorology  and  general  circulation  theory. 

Energy  in  the  form  of  latent  and  sensible  heatfttis  exported  from  approximately  30°N  southward 
within  the  planetary  boundary  layer  by  the  world's  most  constant  wind  system,  the  trade  wind  regime.  This  air 
carries  angular  momentum  with  it  as  well,  since  it  is  coupled  to  the  rotating  cartii  via  surface  friction.  The  air 
reaches  a  region  of  convergence  closely  associated  with  tlie  heat  equator  known  as  the  Intertropical 

Convergence  Zone  (ITCZ  or  ITC).  Here  according  to  (1 :29)  this  very  moist,  momentum  laden  boundary  layer 
air  is  lifted  to  form  very  large  convective  clouds  which  often  aggregate  to  form  cloud  systems.  This  intense  and 

widespread  convective  activity  "pumps"  much  of  the  energy  and  momentum  gained  in  the  trade  regime  to 

■|-  Incompressibility  in  the  atmosphere  is  reasonable  except  in  considering  motion  fields  in  deep  convective  clouds. 

ft  The  mathematical  quantity  (3u/3\  +  Bv/dy)  is  known  in  atmospheric  science  as  horizontal  divergence  of  the  wind  field 
when  positive  and  horizontal  convergence  when  negative. 

ttt  Latent  heat  in  the  sense  used  here  is  heat  absorbed  in  the  process  of  evaporation  of  water.  When  the  water  vapor  is  later 
condensed,  latent  heat  is  released  to  warm  the  atmosphere.  Sensible  heat  is  that  heat  energy  exchange  which  directly  warms  or 
cools  tlie  atmosphere  (see  1.6.2). 
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Figure  1 .5a    Schematic  representation  of  the  general  circulation,  modified  after  Bergeron  and  Rossby  (from 

Byers,1959j.  TrOpiCOl 
tropopouse 

Sublrop)CO)   
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Polar  ̂
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Figure  1 .5b    Schematic  of  a  meridional  circulation  scheme  after  Palmenffrom  Byers,  1959). 
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levels  near  the  tropopause.  At  this  level  through  mechanisms  not  yet  fully  understobd  this  energy  and 
momentum  is  dispersed  from  the  clouds  and  begins  to  move  northward  under  the  influence  of  a  climatic  scale 

motion  system  known  as  a  meridional  cell.  The  existence  of  this  cell,  elaborated  in  (F1.5a  and  b),  was 

postulated  by  the  English  scientist,  Hadley,  in  the  1700's!  Thus,  this  circulation  is  often  called  a  Hadley  Cell. 

The  air  moves  northward  until  it  reaches  about  30°N  once  again.  The  momentum  gained  by 
the  air  in  its  journey  to  the  ITCZ  is  now  reflected  by  an  increase  in  horizontal  wind  speed  in  accordance  with 
(1:30),  since  r  is  becoming  smaller.  The  conservation  of  angular  momentum  mechanism  is  coupled  with 
another  mechanism  affecting  horizontal  wind  speed  which  is  dependent  upon  horizontal  temperature  gradients 
known  as  the  thermal  wind.  With  warm  air  to  the  south  and  cold  air  to  the  north,  this  mechanism  tends  to 

increase  the  westerly  component  of  the  horizontal  wind,  u.  The  influence  of  these  two  mechanisms  at  30°N 
results  in  a  very  concentrated  band  of  high  speed  winds  known  as  a  jet  stream,  which  occurs  at  or  near 
tropopause  level.  The  atmospheric  jet  stream  system  (its  corollary  in  the  ocean  is  the  Gulf  Stream  and  the 
Kuro  Siwo  Current  systems)  is  very  complex  and  not  yet  fully  understood.  However,  it  does  seem  to  transfer 

heat,  kinetic  energy,  and  momentum  into  the  midlatitudes.  This  transfer  is  most  obvious  to  us  when  it  comes 
in  the  form  of  weather  systems. 

Large  scale,  or  synoptic  weather  systems  (see  F1.9  for  definition  of  atmospheric  scales)  are  with  few 

exceptions  controlled  by  the  horizontal  wind  field  in  the  near  tropopause  region.  These  weather  systems  are 
considered  sinks  of  kinetic  energy  and  momentum  in  the  general  circulation;  furthermore,  they  transfer 
sensible  heat  northward  in  the  northern  hemisphere.  The  important  sink  of  kinetic  energy  is  affected  by 

boundary  layer  processes  which  bring  high  momentum,  high  energy  air  to  the  earth's  surface  where  the 
momentum  and  energy  are  dissipated  by  friction  forces.  Thus  we  see  through  this  qualitative  explanation  that 
the  trade  regime  is  an  energy  source  and  the  midlatitude  westerlies  are  an  energy  sink  for  the  general 
circulation.  Futhermore,  boundary  layer  processes  are  crucial  both  to  providing  the  energy  and  dissipating 
energy,  though  source  and  sink  are  separated  by  thousands  of  kilometers. 

1.6.3     Latitudinal  Irradiance  and  the  General  Circulation 

The  ultimate  source  of  energy  for  the  general  circulation  is  solar  radiation.  Viewed  from  space  the 
earth  is  very  nearly  in  thermal  equilibrium  with  incoming  short  wave  radiation  from  the  sun  (with  wavelength, 

X,  between  0.4/i  and  0.1  n)  balancing  outgoing  longwave,  or  infrared  radiation,  (0.8/u  <  X  <  30y.)  from  the 
earth.  For  our  purposes  of  discussion,  we  can  regard  the  solar  energy  that  reaches  the  outer  limits  of  the 
atmosphere  as  relatively  constant. 

The  amount  of  solar  radiation  which  eventually  reaches  the  surface  of  the  earth,  if  averaged  over  a 

period  of  a  year,  is  a  strong  function  of  latitude.  This  is  mainly  the  result  of  the  tilt  of  the  earth's  axis  away 
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Figure  1 .6  Excess  of  absorbed  solar  radiation  over  outgoing  infrared  radiation  (solid  curve),  in  Watts  -  m'^ 
(left  scale);  and  northward  transport  of  energy  by  the  atmosphere  and  oceans  required  for  balance  (dashed 

curve)  in  units  of  10^'*  Watts  (right  scale)  (from  Lorenz,  1967). 
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from  the  earth-orbital  plane,  with  secondary  effects  contributed  by  surface  reflectivity  and  atmospheric 
transmissivity  of  the  incoming  radiation.  The  outgoing  infrared  radiation,  if  averaged  over  a  yearly  period,  is 

very  nearly  constant  with  latitude.  Therefore,  the  excess  radiation  absorbed  by  the  earth's  surface  (primarily  in 
the  oceanic  regions)  also  has  a  heavy  latitudinal  dependence  which  is  shovvn  in  (Fl  .6). 

From  (F1.6)  we  see  an  excess  of  solar  radiation  generally  between  30°N  and  30°S  with  a  deficit  from 
about  50°N  and  45°S  to  the  respective  poles.  This  energy  gradient  is  reflected  mainly  by  temperature  excess 
(above  the  mean  earth  temperature)  in  the  trade  wind  regions  and  temperature  deficit  from  the  midlatitude 

regions  to  the  poles.  The  general  circulation  of  the  atmosphere  (and  to  some  extent  the  oceans)  is  nature's  way 
of  reducing  this  gradient  of  energy.  The  solid  line  in  (Fl  .6)  shows  the  amount  of  energy  transport  necessary  to 
balance  the  deficit  at  the  poles. 

The  discussion  given  in  1.6.2  shows  that  the  net  energy  excess  received  by  the  earth  in  the  trade  wind 
regions  is  transformed  into  many  different  forms.  Figure  (1.7)  provides  insight  into  the  total  energy  balance  of 
the  atmosphere  and  shows  the  various  forms  the  incoming  energy  from  the  sun  acquires.  In  (F1.7)  those 
blocks  which  are  directly  applicable  to  the  discussion  of  the  general  circulation  are  denoted  by  Roman 
numerals.  Subtracting  II  from  I  gives  a  global  estimate  of  the  net  energy  excess,  which  is  equal  to  the  amount 
of  energy  in  III.  Comparison  of  III  to  I  shows  that  only  37%  of  the  available  incoming  solar  radiation  is 
actually  received  at  the  earth  and  is  utilized  in  driving  the  hydrological  cycles  and  thermodynamic  circulation 
systems.  However,  most  of  that  available  energy  is  returned  to  the  reservoir  from  which  it  came  in  the  form  of 

precipitation  (hydrometeors)  and  sensible  heat  transfer;  therefore,  approximately  1%  of  the  available  energy  in 
I  is  actually  utilized  in  the  kinetic  energy  of  the  flow  (i.e.,  the  world  wind  systems)  shown  in  IV.  This  kinetic 

energy  is  dissipated  at  the  earth's  surface  by  boundary  layer  processes  (i.e.,  V  in  F1.7)  and  returned  to  the 
reservoir  of  internal  energy  as  heat.  Thus,  the  atmosphere  "heat  engine"  is  very  inefficient  if  we  consider  the 
motion  of  the  fluid  as  its  primary  manifestation. 

1 .6.4    Horizontal  Scales  of  Motion  in  the  Atmosphere 

The  general  circulation  acts  to  transfer  energy  and  momentum  across  latitude  circles.  The  major 

portion  of  this  energy  transfer  is  in  the  form  of  "eddies"  or  perturbations  upon  some  mean  flow  condition  (see 
1.8.4  and  1:35).  These  "eddies"  seem  to  be  present  in  the  atmosphere  in  a  wide,  apparently  continuous 
spectrum  of  "sizes"  or  horizontal  scales.  These  horizontal  scales  range  from  large  planetary  waves  (see  F1.8), 
to  weather  systems  which  are  revealed  as  cloud  spirals  in  satellite  and  manned  space  flight  photographs,  on  to 
such  phenomena  as  thunderstorms,  and  finally  ending  viscous  dissipation  at  millimeter  eddy  size.  These 

phenomena,  their  scales  of  motion  and  the  capabihty  of  some  "state  of  the  art"  remote  sensing  techniques 
discussed  in  this  course  are  presented  in  (F1.9). 

1 .7        Averaging  in  the  Atmosphere 

1.7.1     Meteorological  Approximations  and  Basic  Coordinate  Systems 

As  stated  before,  the  atmosphere  is  a  three-dimensional,  time  dependent  system.  However,  some 
atmospheric  phenomena  are  considered  as  two-dimensional  and  with  the  help  of  radial  symmetry  even 
one-dimensional  (as  in  F1.9).  This  approximation  is  effected  by  either  neglecting  one  of  the  horizontal 

dimensions  and  observing  a  "vertical  slice";  or  alternatively  the  vertical  dimension  can  be  neglected  and  the 
horizontal  structure  investigated  at  a  given  level.  Both  methods  are  called  a  quasi-two-dimensional  (n.b. 

''quasi''  means  "almost")  approximation. 
A  fully  tln-ee-dimensional  look  at  the  atmosphere  during  which  the  time  dependence  of  the 

atmospheric  parameters  can  be  investigated  is  rare.  Very  often  some  kind  of  averaging  is  either  voluntarily 
performed  or  is  a  result  of  the  data  acquisition  system.  Averaging  in  the  atmosphere  is  usually  either  spatial 
(i.e.,  over  space)  or  temporal  (i.e.,  over  time);  however,  often  the  investigator  is  faced  with  a  mixture  of  the 

two  or  a  temporal-spatial  average. 
Most  atmospheric  sensing  systems,  including  many  remote  sensors,  are  fixed  in  an  Eulerian  coordinate 

system,  in  which  the  flow  moves  past  the  sensor.  In  this  coordinate  system  tiie  total  derivative  with  respect  to 

time,  or  substantial  derivative  is  estimated  by  looking  at  the  partial  derivative  with  respect  to  time  plus  the 
adveclive  terms  as  in  ( 1 :3 1 )  for  the  scalar,  0. 
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Figure   1 .7    The  global  mean  energy  cycles  of  the  atmosphere.  A  solar  constant  of  1395  Watts 
assumed,   e  denotes  an  average  rate  of  less  than  .5 
approximately  10%  (from  Lettau  &  Haugen,  1957). 

Watts 
m     .  Accuracy  of  the  derived  values  is 

Here  30/31  is  icnown  as  the  local  change  of  0,  V  is  the  total  wind  vector  as  in  (1 :43),  and  V0  is  the  gradient Of0. 

In  another  approach,  a  given  volume  of  air  is  "followed"  by  the  sensor  and  the  variation  over  a  given 
period  of  time  of  a  parameter,  say  0,  is  noted,  evaluating  the  substantial  derivative  of  0  directly.  This 

"moving"  coordinate  system  is  known  as  a  Lagrangian  coordinate  system. 

1 .7.2     Ensemble  Averaging,  Time  Averaging,  Ergodicity 

The  motion  of  the  atmosphere  and  the  variation  of  atmospheric  parameters,  if  viewed  from  instant  to 

instant,  is  random.  Processes  which  are  random  in  nature  are  called  stochastic  processes.  These  processes  are 
best  physically  described  by  investigating  the  statistical  parameters  associated  with  these  phenomena  such  as 
the  mean  of  a  given  quantity,  its  variance,  or  liigher  moments  like  its  skewness,  or  kurtosis  (defined  in  a  later 

chapter).  Often  this  methodology  reveals  an  order  not  readily  apparent  in  tiie  appraisal  of  a  set  of 
instantaneous  values.  The  appreciation  of  atmospheric  general  circulation  properties,  as  an  example,  is  the 
result  of  such  investigation. 
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Figure  1.8    Temperature  distribution  (°C)  at  500  mb  pressure  level,  6  Feb  52  (after  Bradbur}'  and  Palmen,, 
1953).  The  dark  line  shows  structures  of  planetary  wave  pattern.  (Figure  taken  from  Riehl,  1962.) 

Evaluation  of  statistical  parameters  in  a  random  field  is  difficult  and  in  actual  experience  is  made  only 
with  some  fundamental  assumptions  about  the  nature  of  the  phenomena.  In  previous  discussions,  our 
attention  has  been  drawn  to  the  properties  of  a  fictional,  but  useful  concept,  that  of  a  parcel  of  air.  For  our 
present  discussion,  we  must  note  that  the  atmosphere  is  made  up  of  a  vast  population  of  these  parcels.  In  order 

to  investigate  the  three-dimensional  characteristics  of  the  atmosphere,  this  population  must  be  divided  into 
subsets  or  sub-populations  as  in  the  discussion  of  quasi-two-dimensionality  in  1.7.1.  Order  comes  out  of 

apparent  chaos  when  the  statistical  parameters  of  these  subsets  are  investigated,      population 
Let  us  take,  for  example,  a  subset  of  parcels  which  are  at  a  level  z,  in  the  atmosphere.  In  order  to 

obtain  the  exact  statistical  parameters,  the  subset  must  be  infinite  in  extent.  This  is  our  first  qualification,  in 
the  atmosphere  the  sample  is  large,  but  finite. 

In  the  Lagrangian  coordinate  system,  we  will  have  to  average  the  various  moments  of  the  subset 

population  over  the  entire  population,  this  is  known  as  an  ensemble  average.  To  perform  tliis  mathematically 
satisfying  operation,  an  infinite  number  of  sensors  will  be  needed  which  can  be  interrogated  at  any  given 

instant.  In  the  Eulerian  coordinate  system,  we  will  have  to  have  an  infinite  number  of  atmospheres  with  similar 

populations  of  parcels  at  z,  which  can  be  sampled  at  a  point  (x,y,z)  at  any  instant. 
Clearly  both  schemes  are  impossible,  which  brings  us  to  the  principle  of  ergodic  stationarity  or 

erodicity.  The  principle  of  ergodicity  states  that  if  a  stochastic  process  is  independent  of  time  (i.e., 
stationary),  the  ensemble  average  in  the  Lagrangian  sense  is  equal  to  an  infinite  time  average  in  the  Eulerian 
sense.  This  principle  assumes  that  over  an  infinite  period  all  the  parcels  will  fiow  past  the  Eulerian  sensor  at  (x, 

y.z)- 
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Tliis  principle  is  to  the  experimenter's  advantage,  for  with  few  exceptions  the  atmosphere  is  sensed  in  a 
Eulerian  framework.  Ergodicity  does  allow  experimenters  to  quantitatively  investigate  atmospheric  parameters 
from  the  Eulerian  sensors  and  draw  conclusions  about  the  entire  subset,  but  not  without  the  two  important 
qualifications:  1)  the  subset  is  finite  and  2)  the  stochastic  process  must  be  stationary.  This  argument  is 
presented  in  concise  mathematical  form  in  chapter  11. 1.2. 

1.7.3  The  Taylor  Hypothesis 

If  stationarity  is  applied  to  (1:31)  one  obtains, 

|^  =  -V-V0.  (1:32) ox 

Considering  only  the  x-component  (1 :37)  becomes 

^^-1^^  Cl-3^1 

9t        u  at  ■  ^       -' 

If  a  constant  value  for  u  is  assumed,  then  by  observing  the  local  time  change  of  0,  its  horizontal  gradient  is 
evaluated.  Further,  if  some  initial  value  of  (p  is  assigned  at  a  given  time,  then  further  time  variations  of  0  are 

equivalent  to  spatial  variations  of  0.  This  principle  is  called  the  Taylor  hypothesis  and  in  boundary  layer  work 
is  often  referred  to  as  frozen  turbulence.  As  an  example  of  how  this  is  utilized  we  take  a  vertically  pointing 
acoustic  sounder.  This  device  senses  fluctuations  of  temperature  and  wind  over  a  vertical  distance  above  the 
sounder  and  plots  these  fluctuations  as  a  function  of  height  and  time.  By  multiplying  this  time  scale  by  an 
appropriate  mean  wind,  the  time  scale  becomes  a  distance  scale,  thus  converting  a  time  series  into  a 

quasi-two-dimensional  vertical  "slice"  of  the  atmosphere.  This  is  a  common  practice  in  atmospheric  science. 
However,  it  should  not  be  applied  to  non-stationary  processes. 

1.7.4  The  Reynolds  Averaging  Method. 

One  of  the  basic  observations  in  atmospheric  physics  is  the  correspondence  between  the  size  scale  of  a 
phenomena  and  its  lifetime.  Small  scale  phenomena  such  as  dust  devils  have  lifetimes  of  a  few  minutes  while 
large  scale  weather  systems  have  lifetimes  often  as  long  as  a  week.  This  observational  principle  coupled  with 
(1 :32)  links  spatial  averaging  to  time  averaging  at  an  Eulerian  sensor.  By  taking  progressively  longer  and  longer 
averages  of  a  single  time  series,  signatures  of  progressively  larger  scale  phenomena  become  apparent  while  the 
smaller  scale  phenomena  are  averaged  out. 

One  of  the  most  useful  mathematical  tools  available  to  the  atmospheric  scientist  is  Reynolds  Averaging. 

It   has   been   used    to    simplify    the    Navier-Stokes   Equation,    the   basic  fluid  motion  equation  used  in 

mathematically  modelling  atmospheric  and  oceanic  flow  (discussed  further  in  1.8),  by  separating  the  equation 
into  a  mean  equation  of  motion  and  an  eddy,  or  perturbation  equation  of  motion  (see  1.8.2,  1:53).  An 
outgrowth  of  this  simplification  scheme  was  the  concept  of  eddy  correlation,  used  in  the  determination  of 

vertical  and  horizontal  fluxes  of  atmospheric  variables  such  as  temperature,  water  vapor,  and  momentum 
(see  1.8.3). 

The  average  value  of  a  variable,  0,  is 

/. 

T 

0(t)  dt  .  (1:34) 

In  the  above  integral,  T  is  the  averaging  time  or  averaging  period  and  0(t)  is  a  random  function.  If  the  total 
value  of  0  at  any  instant  can  be  described  as  the  sum  of  this  average  value,  0,  and  some  departure  from  tliis 

average,  4>' ,  then 

rf)  =  0  +  rf)'  .  (1:35) 

Sir  Osborne  Reynolds,  who  derived  this  averaging  method,  proposed  the  following  rules  which  apply  to 
variables  described  by  (1 :35). 
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I.   (p  +  e  =  <t>  +  e 

II.   c0  =  c0  ;  c  is  a  constant 

III.   ̂   =  0  e 

IV.   lim  0  =  lim  0 

Equation  (1 :36.IV)  allows  the  following  operation. 

(1:36) 

90^  30 
at     at 

Applying  (1 :35)  and  (1 :36.I)  where  e=  0',  results  in 
b'  =  0 

(1:37) 

This  is  a  basic  requirement  for  the  use  of  Reynolds  Averaging  and  is  often  quite  difficult  to  achieve 
experimentally.  The  main  problems  the  experimentalist  encounters  when  trying  to  satisfy  (1:37)  are 

non-stationary  conditions  and  adequate  averaging  time  when  having  to  electronically  or  digitally  filter  the  data 
(Lester,  1970). 

1 .8        Basic  Equations  of  Motion  in  the  Atmosphere 

The  second  Law  of  Motion  proposed  by  Newton  is  stated, 

d(pVu)  _ 

dt 

(1:38) 

where  u  is  the  velocity  of  the  fluid  parcel,  V  is  the  parcel  volume,  F  is  the  resultant  force.  Wlien  applied  to  a 

three-dimensional  coordinate  system  (1 :38)  becomes. 
d(pVV)_ 

-dT""^^ 

(1:39) 

where  V  =  ui  +  vj  +  wk  (see  1 .8.1)  is  the  fluid  velocity  and  F  is  a  force  vector.  Assuming  there  are  no  sources  or 
sinks  of  p  results  in 

dV^  SF 

dt  "pV 
(1:40) 

for  a  Lagrangian  coordinate  system.  For  an  Eulerian  coordinate  system  (1 :40)  it  is 

|^  +  V-yV=^.  (1:41) dt  pV 

Expanding  F  into  the  physical  quantities  responsible  for  the  forces  acting  upon  the  fluid  (see  T1.4)  and  taking 
(1 :41 )  per  unit  volume  of  air  one  obtains 

1^  +  V  •  vv  =  -V0  -  -Vp  +  -Q  +  2nxV dt  p  p (1:42) 

This  is  the  basic,  or  primitive  equation  of  motion  in  vector  torm  and  is  also  known  as  the  Navier-Stokes 
Equation.f  Strictly  speaking  yp  and  Q  combine  to  form  the  deformation  force;  however,  they  are  separated 
since  Vp  is  due  to  external  deformation  forces  and  Q  is  due  to  internal  deformation  forces. 

t  In  this  form  (1:42)  is  for  total  motion;  that  is,  mean  motion  plus  perturbation  or  eddy  motion.  The  apparently  arbitrary 
division  into  mean  and  eddy  motion  is  deceiving,  since  the  division  is  often  made  by  deciding  which  size  scale  of  motion  is  to 
be  studied  or  predicted.  (Recall  the  discussion  of  subgrid  scale  parameterization  in  1.5.3) 
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1 .8.1     The  Tangent  Plane  Coordinate  System 

There  are  several  coordinate  systems  applicable  to  the  earth's  surface  for  which  (1 :42)  can  be  written. 
Among  them  are  spherical  coordinates  (the  most  general),  cylindrical  coordinates  (useful  in  hurricane 

research),  and  plane  coordinates.  Our  discussion  of  (1 :42)  with  respect  to  the  tangent  plane  coordinate  system 
(Fl.lO).  The  velocity  vector  in  this  system  (see  1:28,  1:39)  is 

V  =  ui  +  vj  +  wk (1:43) 

where 

+  u  is  the  eastward  vwnd  component  (i.e.  wind  blowing  to  east) 
+  v  is  the  northward  wind  component 

+  w  is  the  upward  vertical  wind  component. 

For  very  large  atmospheric  motions  such  as  planetary  waves,  a  correction  for  the  earth's  curvature  must  be 
included  when  using  this  system.  However,  for  most  of  the  motions  discussed  in  subsequent  chapters,  the 
tangent  plane  coordinate  system  will  suffice. 

y  Axis,  N y  Axis 
z  Axis 

Equator 

Axis,  E 

SIDE  VIEW 
Equator 

PLAN   VIEW 

Figure  1.10     Schematic  representation  of  tangent  plane  coordinate  system 

1.8.2     The  Reynolds'  Stress:  Introduction  to  Turbulence,  Eddy  Correlation,  Use  of  Profiles,  Ageostrophic 
Wind 

From  the  abstract  thought  of  Newton,  combined  with  countless  verifications,  it  was. shown  that  the 
stress  or  internal  deformation  of  a  fluid  was  proportional  to  the  gradient  of  the  fluid  speed. 

au 
(1:44) 

where  t  is  the  stress,  a  force  per  unit  area;  m  is  a  constant  of  proportionality  known  as  the  dynamic  coefficient 
of  molecular  viscosity  and  3U/3r  is  the  gradient  of  the  fluid  speed  in  the  direction  or  fluid  shear.  There  are  two 

conditions  in  a  fluid  for  zero  stress.  The  first  is  that  M  =  0;  fluids  with  this  property  are  often  called 
ideal,  frictionless,  or  inviscid  fluids.  The  second  is  that  3U/3r  =  0.  The  coefficient  /i  is  a  physical  property  of  a 
fluid. 

This  stress  or  friction  force  enters  into  (1 :42)  as  Q.  Often  (1 :42)  is  made  non-dimensional  by  forming 
ratios  of  the  forces  active  in  the  equation.  In  this  way,  coefficients  of  various  non-dimensional  variables  show 
their  relative  importance  to  the  Navier-Stokes  Equation.  The  coefficient  of  non-dimensional  Q  when  (1:42)  is 
non-dimensionalized  by  dividing  by  the  left  hand  side  of  the  equation  (dV/dt  is  also  known  as  the  inertia) 
force)  is  called  the  Reynolds  Number,  Rg. 

(1:45) 
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Thus  the  Reynolds  Number  is  the  ratio  of  the  inertial  forces  (excluding  Coriolis  force)  to  the  viscous  forces  in 
the  fluid  flow  regime. 

For  the  purposes  of  our  discussion  there  are  three  critical  values  of  Rg: 
I.  Rg  <  10  (approximately)  in  which  case  the  flow  is  laminar  and  dependent  upon  fluid  viscosity,  as  in 

syrup. 

II.  50  <  Rg  <  10^  in  which  case  the  motion  is  transitional,  characterized  by  regular  vortex  patterns. 
III.  Re>  10*  in  which  case  the  motion  becomes  chaotic  and  irregular,  or  turbulent,  and  dependent 

upon  eddy  viscosity  (see  below). 

The  Reynolds  Number  for  the  atmosphere  is  generally  above  10'' .  In  this  case  frictional  forces  become 
important  in  (1 :42);  however,  they  are  only  vaguely  linked  to  the  molecular  properties  of  the  fluid  as  in  Q. 
Viscosity  does  play  a  part  in  fluid  motion  with  high  Reynolds  Number  but  its  relationship  to  the  flow  is  far 
more  complex  than  in  (1 :44). 

In  an  attempt  to  simplify  (1 :42),  atmospheric  scientists  proposed  a  relationship  analogous  to  (1 :44), 

au 
(1:46) 

In  this  equation,  /ig  is  the  eddy  viscosity  of  the  fluid  due  to  the  turbulent  nature  of  its  motion.  This  stress  is 
about  six  orders  of  magnitude  larger  for  turbulent  flow  than  for  viscous  flow,  Rg  <  10,  with  the  same  values  of 
shear. 

The  force  per  unit  mass  exerted  by  all  stresses  is 

■iQ=-i    |Qxi  +  Qyj  +  Qzk}  (1:47) 
where  Q  is  the  component  of  Q  on  a  given  coordinate  axis.  For  example,  the  x  component!  of  (1 :47)  is 

Iq       i    f!lxx,^,^_^]  (1:48) p  ̂x     P    [  3x         ay         bz   J 

where  the  various  stresses  are  shown  in  (Fl.l  1).  Where  from  consideration  of  viscous  flow  theory, 

/2  u     2v      2  ,.       \ 
(1:49) 

which  holds  for  viscous  or  laminar  flows. 

4t„ 

r       '  ̂ 1  ./    r        y 

T  1  ^  ̂   r  -7    -J-     +  — — 'XX-Lfc.      /        .....    I  ,< »  'XX       ax ^—  I    ̂ ^  I    '    'i    I  ,■  X      E 

K.   Tyx   

Figure  1.11  Schematic  representation  of  x  components  of  stress  dyad  on  a  unit  volume 

t  In  some  work  the  tangent  plane  system  is  rotated  so  that  the  x  axis  is  the  direction  of  the  mean  wind  velocity. 
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For  turbulent  flow  Q  can  be  neglected  but  friction  forces  due  to  turbulence  cannot.  To  illustrate  this, 

we  take  the  x-component  of  (1 :42)  on  a  geopotential  surface  (i.e.,  Y0  =  0), 
du         9u  8u  3u  9u        ̂        9p (1:50) 

Here  f  =  212  sinj3  is  the  Coriolis  parameter  with  12,  the  scalar  angular  velocity  of  the  earth  and  li  the  latitude. 
Considering  the  atmosphere  incompressible  and  using  (1 :28), 

3pu      3puu      3puv     dpuw  _    ̂        9£ 
3t         8x  3y  3z  3x 

Applying  the  Reynolds  Averaging  Rules,  (1 :36),  to  (1 :51)  and  noting  that  terms  like 

vii  =  V  u  +  v'u' 

results  in 

3pu   3puu   3puv  3puw  _   f-  _  9£  _  9pu'u'  _  9pu'v'  _  3pu'w' 3t    3x    3y    3z        3x    3x     3y     3z 

(1:51) 

(1:52) 

(1:53) 

The  second  term  on  the  right  hand  side  of  (1 :52)  is  defined  as  the  covariance  of  v'  and  u',  or  eddy  correlation 
of  v'  and  u'.  In  integral  form  this  is 

Cov(v'u'Nv'u'=Y    /     u(t)v(t)dt 
(1:54) 

where,  in  general  u(t)  and  v(t)  are  both  random  functions.  Subtracting  the  average  value  of  (1 :28)  from  (1 :53) 

we  obtain  the  Navier-Stokes  equation  for  the  x-component  of  the  mean  flow 

3u  _  3u  _  3u  _  3u  ̂ _  1 
—  -hu-r--i-v  —  +  w  —  =  fv-- 
3t         3x         3y  3z  p 

32     2_   I  ^Pu'u'      3pu'v'  ,  3pv'w'  I
 3x      p    1^    3x  3y  3z     J 

(1:55) 

Equation  (1:55)  i.>  analogous  to  the  x-component  of  (1:42)  for  motion  on  a  geopotential  surface.  The  last 

term  in  brackets  is  analogous  to  -  Q  in  (1 :42)  with  the  important  qualification  that  in  (1 :42),  Q  accounts  for 

stresses  due  to  the  molecular  viscosity  of 'the  fluid  wliile  in  (1 :55),  the  bracketed  term  accounts  for  stresses 
due  to  the  turbulence  acting  upon  the  mean  flow. 

The  stresses  expressed  in  (1:55)  are  known  as  the  Reynolds  stresses.  In  order  to  simplify  (1:55) 
mathematically,  the  analogy  expressed  by  (1 :46)  is  introduced  into  (1 :55)  to  obtain, 

3u     _  3u     _  3u     _  9u      ̂       I  3p      1 
•r-+u— +  v—  +  w  —  =fv--r^+-< 
3t         3x         3y  3z  p  3x      p 

From  (1 :55)  and  (1 :46)  the  following  identities  are  presented 
-r-7  au 

f r-                 -, 
r-                         -| 

1-        -1 % 

3 

'3x 

3u 

*i 

30- 

^e37 

^1 

3u 

I L          J 
L         - 

L J 

3z 

—  =  u,^=uw  -Km  3^, 

Me  =  pKm  . 

(1:56) 

(1:57) 

(1:58) 

(1:59) 

in  (1 :57),  (1 :58),  (1  ;59)  above,  u^  is  the  friction  velocity  and  K^  is  the  austausch  or  mixing  coefficient  for 

momentum.  The  y  and  z  components  of  the  Navier-Stokes  Equation  can  be  treated  in  a  similar  manner  to 
yield  equations  like  (1:55)  and  ( 1 :56). 
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Some  consequences  of  applying  (1 :56)  to  the  atmosphere  can  now  be  explored.  In  most  atmospheric  motions 

we  find  that  3u/8z  »  9u/9x,  9u/8y  and  that  a^u/9z^  »  d^x/dz  so  that  (1 :56)  can  be  approximated  by 

S-^-^5!^^M0  0:60, 

From  (1 :60)  we  draw  the  important  conclusion  that  stress  is  proportional  to  the  curvature  of  the  horizontal 
wind  profile  (i.e.,  the  variation  of  u  with  height). 

If  we  consider  the  special  case  of  no  stress  and  no  acceleration  in  the  flow  (1 :60)  becomes 

fv  =  -^^.  (1:61) P  9x 

This  is  a  very  useful  relationship  known  as  the  geostrophic  wind  equation,  which  for  u  is 

fu  =  -i^.  (1:62) 
p  9y 

A  consequence  of  this  type  of  flow  is  that  fluid  motion  must  be  parallel  to  lines  of  equal  pressure,  or  isobars. 
If  the  turbulent  stresses  are  added  to  (1 :61)  and  (1 :62),  a  change  in  the  flow  pattern  will  result.  The  resultant 

winds  are  called  ageostrophic  winds.  The  fluid  motion  is  directed  across  the  isobars  to  lower  pressure  in  order 
to  balance  the  decelerating  influence  of  the  stresses.  Over  a  large  area  this  could  cause  an  area  of  convergence 

and  applying  (1 :29)  large  scale  upward  motion  would  result.  In  the  Ekman  layer  the  winds  are  ageostrophic. 

A  further  justification  for  the  use  of  (1 :57)  and  (1 :58)  which  relate  the  Reynolds'  stresses  to  the  shear 
of  the  mean  wind  is  purely  economical.  It  is  easier  and  cheaper  to  measure  a  mean  wind  speed  than  to  measure 

a  quantity  such  as  u'w'  or  u'v'.  Further  from  the  discussion  in  1.5.3  the  effect  of  boundary  layer  processes  in 
numerical  simulation  of  the  atmosphere  must  be  related  to  commonly  measured  variables.  Therefore  much  of 

the  boundary  layer  research  reported  in  subsequent  chapters  will  ultimately  reside  in  equations  such  as  (1 :57), 

especially  in  the  functional  form  of  the  variation  of  ii^  and  related  profiles  of  wind,  temperature,  and  water 
vapor  with  time,  space  and  stability. 

1.9        Remote  Sensing  and  the  Atmospheric  Environment 

In  this  chapter,  we  have  endeavored  to  introduce  the  very  basic  notions  and  definitions  wliich  will  aid 

in  understanding  the  more  detailed  material  to  be  presented  in  subsequent  chapters.  We  shall  now  relate  some 
broad  technical  relationships  which  exist  between  remote  sensing  and  the  material  presented  in  the  previous 
sections. 

Except  for  satellite  applications,  (F1.9)  shows  that  the  state  of  the  art  reaches,  with  few  exceptions, 
from  the  microscale  to  mesoscale  phenomena.  Satellites  are  able  to  resolve  synoptic  scale  to  mesoscale 
phenomena,  so  that  remote  sensing  in  general  is  able  to  sense  all  scales  of  atmospheric  phenomena.  However, 
(F1.9)  shows  that  different  remote  sensors  have  the  capability  to  sense  only  particular  signatures  of  a  physical 
element  such  as  wind  speed,  temperature,  turbulent  characteristics,  chemical  composition,  etc.,  leaving  gaps  in 
the  ability  to  measure  all  characteristics  of  atmospheric  phenomena  on  all  scales  by  remote  sensing. 

In  fact,  remote  sensing  is  far  too  general  an  expression  to  discuss  without  including  what  is  being 
sensed.  With  this  in  mind  (Tl  .5)  is  presented  which  gives  the  general  roles  of  remote  sensing  techniques  to  the 
various  atmospheric  parameters  at  different  scales.  It  can  be  safely  said,  with  tlie  exception  of  certain  satellite 

measurements,  such  as  vertical  temperature  sounding,  that  remote  sensing  will  not  replace  in  situ  measurements 
at  this  point  in  time  because  of  the  complexity  in  interpreting  remotely  sensed  signals  and  because  of  the 

expense  generally  incurred  in  obtaining  remotely  sensed  data.  However,  remote  sensing  is  a  very  important 
complement  to  in  situ  measurements,  an  eloquent  example  being  given  in  the  following  discussions  of  clear  air 
radars  (Chapters  14,  18,  19,  20). 
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  Table  1.4     Physical  Origin  of  Forces  Acting  upon  an  Atmospheric  Volume 

Notation  in  (1 :47) Physical  Force 

V0 

gradient  of  geopotential;  0  =  gz;  a  force  due  to 
gravity 

VP Q 

2J2X  V 

a  force  due  to  the  gradient  of  pressure,  p., 
external  deformation  force. 

stress  forces  due  to  the  viscosity  of  the  fluid; 
internal  deformation  force. 

a  "fictious"  inertial  force  due  to  relative  motion 
of  the  fluid  on  the  earth  which  in  rotating  with 
an  angular  velocity  of  SI,  known  as  the  Coriolis 

force. 

Table  1 .5    Roles  of  Remote  Sensing  Techniques  in  Describing  the  Atmospheric  Environment 
(Number  Corresponds  to  Remote  Sensors  Listed  Below) 

Parameter 
Synoptic 

Scale Meso 
Micro 

Wind  2,9 

Temperature         8 
Moisture 
Pollutants  10 

Signatures 
of  turbulent 

phenomena 
Turbulent 

parameters 
Signatures  6,9 
of  weather 

phenomena 

2,3,7 2,3,7 
7,1,8 

7,1 
7,1 7,1 

10 1 

4,7,5 4,7,5 

Remote  Sensors 

Raman  lidar  6. 
Conventional  lidar  7. 

Doppler  laser  8. 
Elevation  scanning  pulse  radar  9. 

Frequency  modulated/continuous  10. 
wave  radar 

Passive  infrasound 
Acoustic  sounder  with  doppler  capability 
Satellite  mounted  infrared  &  microwave  radiometers 
Satellite  mounted  cloud  photography 

Satellite  mounted  infrared  &  microwave  spectrometers 
and  multiband  photography 

Table  Al 

N 

(N  units) 

T 
rK) 

P 
(mb) 

e 

(mb) 

rK-') 

b 

(mb-') 

c 

(mb-') 

319 288.2 1013 10.2 

-1.27 

4.5 0.27 
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APPENDIX 

THE  RADIO  REFRACTIVE  INDEX  OF  AIR 

Electromagnetic  waves  traveling  tlirough  the  atmospheric  medium  are  affected  by  the  medium's 
refractive  index.  The  refractive  index  is  a  function  of  pressure,  temperature,  and  water  vapor  as  well  as  other 

gaseous  constituents  of  the  atmosphere.  In  that  part  of  the  electromagnetic  spectrum  above  30  megahertz 
refractive  index  is  referred  to  as  the  radio  refractive  index  and  is  approximated  (Bean  and  Dutton,  1968)  by 

N  =  77.7  I  +  3.73x10'  |r'  (A:l) 
For  convenience 

N  =  (n-  1)X10*  (A:2) 

where  n  is  the  actual  value  of  refractive  index. 

Apphed  to  remote  sensing,  variations  in  the  radio  refractive  index  are  both  a  nuisance  and  a  blessing  in 
a  manner  similar  to  the  discussion  of  aerosols  and  hydrometers  in  1.4  For  some  systems  (e.g.,  microwave 
distance  measuring  equipment)  radio  refractive  index  fluctuations  are  environmental  noise  which  must  be 

eliminated  in  the  processed  signal.  For  other  systems,  such  as  the  FM-CW  ra4ar  and  other  clear  air  radars, 
refractive  index  fluctuations  are  indicative  of  atmospheric  structure  and  are  often  utilized  to  trace  phenomena 
much  larger  than  the  scale  of  the  fluctuations  themselves.  Since 

N  =  N(T,  p,  e)  (A:3) 

we  can  write 

Thus  for  some  average  atmospheric  condition  the  root  mean  square  value  of  (A;4)  can  be  written  in  finite 
difference  form  as 

N  = 

(aAT)2  +  (bAp)2  +  (cAe)^ (A:5) 

Table  Al  shows  the  values  for  a,  b,  and  c  for  U.S.  Standard  Atmosphere  surface  conditions. 

One  sees  from  (TAl)  that  AN  is  quite  sensitive  to  Ae  and  least  sensitive  to  Ap.  Thus  in  moist  regions  (which 
includes  all  but  the  most  arid  regions  of  the  lower  troposphere)  fluctuations  in  N  are  caused  by  fluctuations  in 

water  vapor  content.  In  relatively  dry  regions,  such  as  the  middle  and  upper  troposphere,  N  fluctuations  are 
indicative  of  temperature  variations. 

FURTHER  READING 

Hess,  S.  L.,  1959:  Introduction  to  Theoretical  Meteorology,  (H.  Holt,  N.  Y.)  362  pp. 
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Chapter  2    FUNDAMENTAL  PROBLEMS  OF  ATMOSPHERIC  SCIENCE 

Elmar  R.  Reiter 

Department  of  Atmospheric  Science 
Colorado  State  University 

One  of  the  truly  fundamental  problems  of  meteorology  is  the  (non-linear)  interaction  between 
various  scales  of  motion.  Examples  of  such  interactions  and  some  of  the  difficulties  that 
present  themselves  in  their  assessment  are  outlined  briefly. 

2.0  Introduction 

A  chapter  with  such  an  all- encompassing  title,  by  necessity,  has  to  be  biassed  heavily  by  my  own 
sense  of  priorities.  The  Committee  on  Atmospheric  Science,  CAS  (1971)  recently  summarized  its 
evaluation  of  existing  problems,  emphasizing  the  areas  of  weather  prediction,  air  quality  control,  weather 
modification,  and  the  dissemination  of  information.  In  the  present  discussion  I  will  attempt  to  point  out 
those  shortcomings  in  our  concepts  of  the  atmosphere  which,  in  my  opinion,  are  fundamental  to  the  wide 

and  complex  field  of  atmospheric  science  and  its  tasks  as  envisioned  in  the  above-mentioned  CAS  report. 

2.1  Scales  of  Motion 

Figure  (2.1),  in  a  schematic  three-dimensional  presentation,  shows  a  variety  of  atmospheric 
phenomena  ranging  from  tornadoes  to  climatic  changes,  in  their  time-  and  space-scale  relationships.  Also 
indicated  in  this  diagram  are  the  various  theoretical  approaches  and  prediction  methods  by  which  these 

phenomena  appear  tractable  with  the  present  "state  of  the  art".  In  reading  the  text  that  accompanies  the 
original  publication  of  (F2.1),  one  senses  the  mixed  emotions  by  which  present  forecasting  capabilities  were 
evaluated  by  the  scientific  team  assembled  in  CAS.  The  difficulties  in  ascribing  quantitative  values  of 

predictability  to  various  scales  of  atmospheric  motion  must  have  prevented  the  members  of  CAS  from 
filling  in  the  space  provided  for  such  an  evaluation  in  (F2.1). 

The  fundamental  problem  of  atmospheric  science  becomes  quite  obvious  from  (F2.1):  It  is  that  the 
atmosphere  is  a  continuum  in  time  and  space,  that  contains  motion  systems,  or  eddies,  in  the  frequency 
and  wave  number  spaces.  A  representation  of  atmospheric  motions  in  frequency  space  provided,  for 

instance,  by  spectrum  analysis  of  wind  speeds  at  jet-stream  level  over  a  single  station,  reveals  a  spectrum  of 
kinetic  energy  (F2.2  and  T2.1)  that  shows  several  prominent  wave  bands  and  considerable  variability  with 
time  and  location  of  measurement,  but  nevertheless  is  uninterrupted  and  continuous  throughout  the 
frequency  range  accessible  to  detailed  measurements  (Vinnichenko  1970,  and  Vinnichenko  and  Dutton 
1969).  Yet,  as  shown  in  (F2.1),  we  are  forced  to  apply  simplified  mathematical  models,  which  we  call 

"theory",  to  relatively  narrow  bands  within  the  spectrum  of  atmospheric  motions. 
In  viewing  (F2.2)  we  have  to  admit  that  none  of  these  "bands"  of  atmospheric  eddy  motions  stands 

by  itself.  Each  "band"  interacts  with  neighboring  bands.  It  is  these  "non-linear  interactions"  which  present, 
in  my  opinion,  the  fundamental  problem  in  the  understanding  of  the  atmosphere.  As  an  example  of  these 

interactions,  we  may  consider  the  release  of  latent  heat  in  the  convective  "hot"  towers  of  cumulonimbi. 
Even  though  this  heat  is  supplied  to  the  atmosphere  within  the  clouds  which  usually,  in  the  tropics,  are 
arranged  in  clusters,  the  main  benefit  to  the  atmosphere  in  terms  of  a  gradual  warming  of  the  environment 
comes  in  neigliboring  regions  with  compensating  descending  motions  and  adiabatic  heating.  The  convection 
inside  the  clouds,  even  the  cloud  clusters  themselves,  may  be  considered  a  mesoscale  phenomenon.  The 

adiabatic  sinking,  hence  the  warming  of  the  environment,  however  occurs  on  a  larger,  possibly  synoptic, 
scale.  The  energy  input  into  the  atmosphere,  thus,  takes  place  on  a  smaller  space  scale  than  the  scale  of 
flow  patterns  which  are  benefitting  from  this  input,  and  which  are  exporting  sensible  heat  from  the  area 

under  consideration.  Such  small-scale  convective  motions  play  an  important  role  in  the  heating  of  tlie  free 

atmosphere  in  low  latitudes.  Since  it  is  this  heating  effect,  together  with  the'cooling  at  higli  latitudes,  that 
drives  the  general  circulation  of  the  atmosphere,  we  have  to  conclude  tliat  the  meso-scale  convective 
patterns  in  the  tropics  interact  even  with  the  planetary-scale  motions. 

The  large-scale  divergence  and  convergence  patterns  embedded  in  the  planetary  flow,  on  the  other 

hand,  trigger  the  ascending  and  descending  motions  that  give  rise  to  clouds  with  "hot-tower"  convection 
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and  to  cloud-free  areas  with  sinking  air  currents  and  adiabatic  warming.  It  is,  therefore,  not  only  the 
meso-scale  that  acts  upon  the  synoptic  and  planetary  .scales  of  motion,  but  the  latter  scales  inter-sict  again 
with  the  smaller  scales  of  atmospheric  flow. 

Various  attempts  are  underway  to  put  numerical  values  on  the  magnitude  of  these  interactions.  In 
the  inertial  subrange  of  turbulence,  if  it  exists  in  the  free  atmosphere,  the  interaction  between  eddies  of 

different  frequencies  is  viewed  as  a  simple  "cascade"  of  energy  from  large  to  small  eddies.  We  assume  that 
the  rate  of  energy  dissipation,  e,  describes  this  cascading  process  of  energy  between  low  and  high 
frequencies  within  the  inertial  subrange,  according  to 

S(k)  =  ae''3k
- 

(2:1) 

where  k  is  the  wave  number,  a  is  a  constant,  and  S  is  the  energy  density  of  the  one-dimensional  spectrum. 
At  frequencies  lower  .than  those  characteristic  of  the  inertial  subrange,  even  a  crude  estimate  of  non-linear 

interaction  becomes  very  difficult.  Attempts  to  parameterize  the  "subgrid-scale  flux"  of  energy  by 
convective  motions  in  numerical  prediction  schemes,  for  instance,  are  geared  to  circumvent,  however 

inadequately,  the  problem  of  such  non-linear  interactions  between  scales  of  motion. 

Many  of  the  approximations,  that  make  the  "theories"  indicated  in  (F2.1)  mathematically  tractable, 
are  based  upon  the  assumption  that  effects  of  other  scales  of  motion  may  either  be  neglected  (like  the 

Coriolis  term  in  small-scale  phenomena)  or  can  be  fit  into  a  suitable  mold  (e.g.,  i'3^Uj/9x|  for  a  friction 
term  in  the  equations  of  motions,  that  supposedly  accounts  for  "sub-grid  scale"  effects,  p  is  the  kinematic 
viscosity  of  air,  Uj  is  the  flow  component  in  the  coordinate  direction  x-. 

Charney  (1948),  by  dimensional  analysis,  tested  the  validity  of  certain  of  these  assumptions  to 
which  meteorologists,  especially  in  the  theoretical  fields,  felt  themselves  attracted.  Our  present  concept  of 

"scales  of  atmospheric  motion"  has  matured,  however,  beyond  the  magnitude  estimates  of  certain  terms  in 
the  primitive  equations.  In  order  to  accommodate  more  recent  concepts  of  atmospheric  behavior,  we  will 
define  scales  of  motion  as  synonymous  to  certain  bands  of  finite  width  in  the  continuous  spectrum  of 
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Figure  2.1     Time  and  space  scales  of  atmospheric  phenomena.  (Committee  on  Atmospheric  Sciences,  1971)^ 
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motions.  We  will  play   along  with  the  scale  suggestions  plotted  along  the  time  axis  of  (F2.1)  without 
adhering  too  strictly  to  them. 

2.2        Primitive  Equations 

It  is  not  an  easy  task,  to  accommodate  the  concept  of  scales  of  atmospheric  motion  in  the 
framework  of  mathematical  equations  to  which  we  have  accustomed  ourselves.  In  the  following,  I  will 

attempt  a  crude  thumb-nail  sketch  of  what  should  be  considered,  without  trying  to  cover  all  details, 
important  though  they  may  be. 

The  equations  of  motion  in  tensor  notation  may  be  written  as  [see  e.g.  Hinze  (1959),  Lumley  and 
Panofsky  (1964)] 

3uj 

3uj  1     9p  9 
+    u.   — -   ̂    —   +    pY).. 

i    9xj  p    9xi         9x;         J' 
^—   +  ̂ --vD-i    -2/3 

J 

9X; 

vo  - 

'3i-2eijk^jUj^ 
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Figure  2.2 
Table  2. 
Oort  an 
Button 

Average  spectra  of  E-W  and  N-S  wind  components  (solid  lines)  in  the  free  atmosphere  (see 
J).   Dashed  lines  are  corresponding  spectra  near  the  ground  (after  Van  der  Hoven  1195  7/  and 

d  Taylor  119671).   Solid  squares  are  Mantis'  (1963)  Lagrangian  data  (from    Vinninchenko  and 1969). 



2-4 Fundamental  Problems  of  Atmospheric  Science 

Table  2.1   Sources  and  Characteristics  of  Spectra  Included  in  Figure  2.2. 
(From  Vinnenchenko  and  Dutton,  1969). 

Number  of 
Altitudes, Period Data 

Spectra  in Box  Number Source km Covered Location Characteristics the  Box 

I.  I' 

yinniclienkol\910] 3,  6,  10,  12, 

1952- 

Washington,  D.  C, Monthly  averaged 8 

14,  16,  18,  20 1968 U.S.A. rawinsonde  winds 

II,  ir Chiu  [1959] 3,  6,  10,  12, 

1/1/53- 

Belmar,  N.  J., 
Daily  rawinsonde 7 

14,  16,20- 
4/30/54 U.S.A. winds 

III Vinnichenko  el  al. 3,  5,  7,  9, 

7/66- 

Kharkov,  Ukraine, 2-hour-interval 

14 

[1968] 12,  15,  18 
1/67 

USSR rawinsonde  winds 

during  each  month 

IV* 

Vinnichenko  et  al. 1,  3,  5,  7,  9 

7/66- 

Kharkov,  Ukraine, Doppler  navigator  and 60 

[1968] 
1/67 

USSR hot-wire  anemometer, 
IL-18  aircraft 

V* 

Mather  [1968] Jet  stream 

level 2/68 
Denver,  Colorado, 

U.S.A. 
Doppler  navigator 

pressure  and  vanes 

probe,  T-33  aircraft 

7 

VI* 

Steiner  and  Rhyne 
5-13 

1960- 

U.S.A. Accelerometer  and  flow 5 

[1964] Inside  cb 

clouds 

1961 
vane  probe,  T-33 
aircraft 

*  These  data  represent  longitudinal  spectra  with  respect  to  a  heading  of  aircraft. 

The  symbols  used  in  this  equation  are  explained  in  detail  in  2.5.1.  The  reader  should  not  be  dismayed  by 

the  many  subscripts  but  should  keep  in  mind  that  i  =  1,  2,  3  marks  the  x,  y,  z  components,  respectively,  in 
a  Cartesian  coordinate  system.  The  symbols  j  and  k  are  counted  through  1,  2,  3  with  each  value  of  i.  The 
Einstein  summation  convention  has  been  adopted  whereby  terms  with  repeated  indices  are  summed.  Thus 

U|(9uj/8x:)  becomes  u(3u/3x)+v(3u/9y>4-w(8u/9z).  The  definitions  of  the  Kronecker  delta,  5|j,  and  of  the 
alternating  tensor,  e-y,  are  explained  in  2.5.1. 

We  now  define  averages  of  a  quantity.  A,  by 

1    T/2 
A  =  ̂   /       A  (t  +  t)  dT 

T  -T/2 

(2:3) 

where  T  is  the  time  period  of  averaging,  t  is  the  point  in  time  for  which  this  average  holds,  and  dr  is  the 

time  interval  between  data  points  used  in  the  averaging  process. 

-4  0  4 

NAUTICAL   MILES  - 

Figure  2.3     Vertical  cross-section  along  aircraft  track  (after  Lester,  1970).. 
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Departures  from  the  mean,  A',  are  defined  by 

A  =  A+ A' 

(2:4) 

With  this  definition  we  are  introducing  nolens  volens  the  aforementioned  scale  concept,  because  the 

magnitude  of  the  variance  of  A,  defined  as  (A  )^,  will  depend  on  thejength  of  T,  bufalso  on  the  place,  t, 
in  the  history  of  the  atmosphere.  We  can  demonstrate  easily  that  also  A  depends  on  T  and  t. 

This  dependence  generates  a  practical  problem,  which  is  illustrated  in  the  following  example.  For 

the  large  quantity  of  data  accumulated  in  fine-scale  turbulence  measurements  by  aircraft,  it  is  most 

convenient  to  obtain  average  values  of  Uj  by  application  of  a  mathematical  or  electronic  low-pass  filter 

(Graham,  1963;  Martin,  1963;  Lester,  1970;  Stankov,  1970).  High-pass  filtering  yields  values  for  u'j.  Since 
u-  is  a  function  of  time,  especially  under  the  non-stationary  and  strongly  intermittent  conditions  under 
which  clear-air  turbulence  (CAT)  occurs  in  the  atmosphere,  not  all  Reynolds  averaging  rules  are  generally 
satisfied.  We  may  accept 

U.  =  Ui 

(2:5) 

-2  -2 

Uj      =    Uj 
(2:6) 

Overbars   denote   averages  of  the   quantity   over  which   they  extend.  Two  overbars  stand   for  repeated 

averaging  processes.  "Primes"  symbolize  departures  from  a  mean  value. 

The  validity  of u'j=0 (2:7) 

depends  on  the  quality  of  the  filters  used  in  the  aforementioned  data  reduction  scheme.  Even  if  the  error 
made  by  the  assumption  that  condition  (2:7)  is  met  is  small,  the  magnitude  of 
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Figure  2.4  Top:  Velocity  component  along  aircraft  track  after  low-pass  filtering.  Bottom:  Velocity 
component  along  aircraft  track  after  high-pass  filtering.  Time  intervals  identified  by  letters  pertain  to 
spectra  shown  in  (F2.8J  (after  Lester,  1970). 
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Uju  i  ̂  0 

(2:8) 

may  be  appreciable  if  Uj(t)  varies  strongly  within  the  averaging  interval  T.  This  has  been  demonstrated  by 
Lester  (1970)  in  a  number  of  examples. 

Figure  (2.3)  shows  the  lee-wave  situation  over  Boulder,  Colorado,  on  20  February  1968.  ThiS' 
gravity-wave  phenomenon  is  produced  in  a  thermally  stable  atmosphere  by  shearing  flow  over  corrugated 
terrain.  Flight  measurements  along  the  indicated  airplane  track  are  given  in  (F2.4).  The  upper  portion  of 
this  diagram  contains  the  low-pass  portion  of  the  wind  fluctuations  parallel  to  the  aircraft  track;  the  lower 
part  of  the  diagram  gives  the  high-pass  portion.  Note  the  strong  CAT  associated  with  a  gravity  wave  in  the 

lee  of  the  mountains.  Figure  (2.5)  compares  u  with  u  and  \P  with  u'^.  Obviously,  conditions  (2:5)  and 
(2:6)  are  well  satisfied.  According  to  (F2.6),  i?  ¥=  0.  The  magnitude  of  this  term  may  be  reduced,  however, 
by  choosing  a  mathematical  filter  with  a  narrower  transition  zone.  Figure(2.7)demonstrates  the  inequality 
in  (2:8).  In  expanding  (2:2)  by  using  the  perturbation  quantities  given  by  (2:4),  we  will  have  to 

retain,  therefore,  terms  such  as  (2:8).  Doing  this,  the  equation  for  the  mean  motion,  obtained  by  low-pass 
filtering  of  the  perturbation  equation  containing  the  aforementioned  substitutions,  may  be  written  as 

;   
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Figure  2.5    Comparison  between  u  and  u  and  tP  and  u^  for  a  case  in  which  the  high-pass  filter  was  taken 
as  the  difference  between  all  pass  and  low-pass  filters,  (after  Lester,  1970). 
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9uj  _   3u'i 
9ui      _  3ui  9uj  duj 

+1,_L  ̂   -u',^    .  ^^'-^^ 3       3xi     3xj  J  9xj 

In  this  equation  we  have  applied  the  Boussinesq  (1903)  approximation  which  neglects  density  fluctuations 
except  where  they  appear  with  the  gravitational  force  in  the  form  of  buoyancy  (Dutton  and  Fichtl,  1969; 
Ogura  and  Philhps,  1962).  We  have,  furthermore,  substituted 

p'  =  (|f)pT'  =  -f  T'  (2:10) 

The  continuity  equation  with  the  Boussinesq  approximation  may  be  written  as 

^=-i^^0  (2:11) 
9xj  p     9xj 

Terms  in  (2:9)  which  are  set  in  brackets  will  vanish  if  Reynolds  averaging  rules  were  strictly  applicable.  So 

will  the  term  2ej:|^r2-uL  which  we  have  omitted  altogether. 
It  bears  on  the  trivial  to  mention  that  many  of  the  terms  in  (2:9)  such  as  the  last  one,  are 

impossible  to  measure  with  present  hardware  to  the  required  degree  of  accuracy,  even  over  confined  regions 
and  during  limited  time  periods.  Equations  stating  the  conservation  of  mass  and  of  entropy,  together  with 
(2:9),  complete  the  system  of  equations  that  describes  the  mean  state  of  a  turbulent  atmosphere  (see  e.g., 
Landau  and  Lifshitz,  1959;  Lumley  and  Panofsky,  1964).  The  terms  of  these  additional  equations  are 
equally  difficult  to  balance  with  presently  available  measurements,  if  one  wishes  to  do  adequate  justice  to 
the  variability  of  atmospheric  parameters  with  x,  y,  z,  t,  and  k. 

2.3        The  interaction  of  Atmospheric  Motion  Systems 

2.3.1     The  Energy  Equation  of  Turbulent  Motion 

Subtraction  of  (2:9)  describing  the  mean  motion  from  a  form  of  (2:2)  that  has  been  expanded  by  a 
substitution  of  perturbation  quantities,  thus  describing  the  total  motions,  yields  the  momentum  equation 

for  the  perturbation  motion  only.  Multiplying  the  latter  by  u'j  yields,  after  averaging  over  time,  T,  the 
kinetic  energy  equation  for  the  perturbation  motion  (Lumley  and  Panofsky,  1964;  Dutton,  1969,  Lester, 

1970):  _  — — — — ^          

aejj  9e^       -r-r  ̂ ^[         .  ,-  9u"i  .  ̂    ,    >    ̂"'i   +  U:          +     U  ;U  :   [U   -U;    —      I    +  U  jU  ;   

9t         1   9xj  '   J  9Xj         ̂    '  J    9xj    '         'J   9xj 

,    ,    3"'i  1      ,     9p'       u'jT'  ,      9'u'i 

'    »   J    9xj   •  P      '  9x.  X  ̂ '  •  axjdxj 

(2:12) 

In  this  equation,  ej]=l/2[u'i^  +  u'2^  +  u'3^  ]  which  is  the  kinetic  energy  of  three  dimensional 
perturbation  motions.  Agam,  terms  in  brackets  will  vanish  if  Reynold's  averaging  rules  are  strictly 
applicable.  This  is  not  likely  to  be  the  case  if  high-pass  low-pass  filtering  techniques  are  applied  to  an 
inhomogeneous  set  of  data,  such  as  depicted,  for  instance,  in  (F2.4). 

With  (2:12)  we  are  cauglit  on  the  horns  of  the  same  dilemma  as  with  (2:9):  Many  of  the  terms  are 
difficult,  if  not  impossible,  to  evaluate  with  the  measurement  technology  applied  in  the  past.  Simplifying 

assumptions  had  to  be  introduced,  some  of  them  of  questionable  validity.  Dutton  (1969)  considered  tlie 
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energy  budget  of  horizontally  homogeneous  turbulence,  where  9e^j/8xi=8ejj/9x2=0.  Lester  (1970)  demon- 
strated, however,  that  under  conditions  of  severe  clear-air  turbulence  (CAT)  such  an  assumption  is  invalid. 

This  becomes  evident  from  the  decrease  of  spectral  densities  as  one  proceeds  downstream  from  the  region 

of  strong  turbulence  shown  in  (F2.4).  The  o«e-dimensional  spectra  for  the  longitudinal  (u,)  component  of 
motion  are  given  in  (F2.8)  for  the  various  time  intervals  indicated  by  letters  in  (F2.4).  We  have  to  assume 

that  the  three-dimensional  spectra  of  e^  follow  a  similar,  decreasing  tendency  downstream  of  the  region  of 
severe  CAT  as  shown  in  (F2.8). 

The  example  given  here  pertains  to  CAT.  We  must  suspect  a  similar,  nonhomogeneous  behavior  of 

atmospheric  motions  at  the  meso-scale.  Evidence  for  this  comes  from  the  locally  confined  nature  of  squall 

lines  and  other  convective  systems  which,  according  to  (F2.1)  are  prominent  members  of  this  "frequency 
band"  of  meso-scale  atmospheric  motions. 
2.3.2    Interaction  Between  Scales  of  Motion 

Following  Dutton  (1969)  we  may  substitute  in  (2:12)  spectra  and  cospectra  as  functions  of  wave 

number,  k  (cycles  per  meter).  We  will  symbolize  spectrum  functions  in  the  wave-number  domain  by  O. 
Thus,  we  obtain 

9<ejj>  _  3<ejj> 

3ui 

3ei 

9t 

J      axj 

1    J     3x-  J  oXj 
> 

1  s    ' 
  <u'.  _P_>  -hi-<u'3T'>-e(k)+RxTL(k) p  J  9xj  T 

(2:13) 

where 

e  = 

fU; *  3x;9x^ 

J 

=  /  e(k)  dk 
0 

(2:14) 

is  the  rate  of  dissipation  of  kinetic  energy  by  viscous  forces  and  Rxtt  (k)  represents  the  non-linear 
interactions  between  various  wave  numbers.  The  latter  term  vanishes  if  (2:13)  is  integrated  over  the  total 

wave  number  space,  thus  again  yielding  (2:12).  The  first  term  on  the  right-hand  side  is  ignored  by  Dutton 
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Figure  2.6   Values  for  u '  for  same  filter  techniques  as  used  in  (F2. 5)  (after  Lester,  1 9  70). 
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(1969).  According  to  (F2.8),  however,  it  may  contribute  in  an  important  way  to  (2:13)  under  conditions 

of  severe  CAT,  and  in  other  cases  of  non-homogeneous  fields  of  atmospheric  perturbation  motions. 

An  important  quantity  which  is  difficult  to  measure  is  Rvjj  (k).  Vinnichenko  (1970)  surmised  that 
the  non-linear  interactions  between  the  meso-scale  and  small-scale  turbulence  are  rather  small  over  wide 
areas  of  the  globe  and  during  long  periods  of  time  when  no  CAT  is  observed.  Under  such  conditions, 

spectra  of  atmospheric  motions  would  drop  off  at  high  frequencies,  as  indicated  by  the  solid  line  "b"  in 

(F2.2).  Figure  ('2.9)  gives  a  "close-up"  view  of  such  spectral  behavior  of  atmospheric  motions  (spectrum 
No.  1).  Apparently  with  no  CAT  present  the  dissipation  of  kinetic  energy  in  the  atmosphere  is  at  a 

minimum  level,  representing  a  "well-oiled"  machinery.  Only  relatively  small  amounts  of  energy  "cascade" 
from  the  meso-  to  the  micro-scale. 

Under  conditions  of  light  to  moderate  CAT  [spectrum  No.  2  in  (F2.9)]  a  more  or  less  continuous 

energy  transfer  seems  to  take  place  between  meso-  and  micro-scale  and  the  non-linear  interaction  term, 

^NL'  becomes  significant.  With  severe  CAT  [spectrum  No.  3  in  (F2.9)]  energy  is  "dumped"  in  excessive 
amounts  into  the  micro-scale.  The  value  R^^  assumes  the  role  of  an  instability  mechanism,  such  as,  for 
instance,  visible  in  Kelvin-Helmholtz  waves.  We  will  deal  with  sujh  possible  mechanisms  in  2.4. 

Figure  (2.2)  indicates  various  regions  between  small  and  large  scales  of  atmospheric  motions,  in 
which  Rj^L^^)  "^^y  ̂ ^^^  interesting  impHcations  on  energy  transitions  in  wave-number  space.  I  should 
caution  again,  however,  that  (F2.2)  contains  one-dimensional  spectra,  whereas  the  full  impact  of  the  term 
^NL^^)  '"  (2:13)  pertains  to  the  three-dimensional  wave-number  space. 

It  has  been  mentioned  in  2.1  that  the  interaction  between  "bands"  of  atmospheric  motions  in  the 
wave-number  or  frequency  spaces  presents  one  of  the,  if  not  the,  fundamental  question  marks  that  plague 
modern  meteorology.  On  the  planetary  scale  of  atmospheric  motions  attempts  have  been  made  to  estimate 
energy  transfers  between  wave  numbers  (see  e.g.  Steinberg  and  Wiin-Nielson,  1971;  for  additional  references 

see  Reiter,  1969).  The  GARP  effort  addresses  itself  to  the  same  problem  of  the  meso-scale.  The  emphasis  in 

recent  CAT  and  mountain-wave  investigations  has  moved  forward  the  same  complex  problem  with  respect 
to  the  micro-scale  of  motions.  AU  these  efforts,  future  as  well  as  present,  could  be  termed  highly 
successful,  if  the  spectrum  range  shown  in  (F2.2)  and  implied  in  (2:13)  could  be  divided  into  a  few 

discrete  bands  of  finite  width,  and  Rj^|^  could  be  estimated  in  terms  of  interactions  between  these  bands, 
rather  than  as  a  continuous  function  of  k. 
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Figure  2.7    Values  of  u'u  (dashed  line)  and  u'"^  12  (solid  line)  for  same  filter  techniques  as  used  in  (F2.5)  (after Lester,  1970). 
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Figure  2.8  Energy  spectra  for  time  intervals  indicated  by  letters  in  (F2.4).  Dots  represent  spectral 
estimates  based  on  longitudinal  component  of  Doppler  winds.  -5/3  line  is  entered  at  same  coordinate 
position  for  easy  reference  (from  Lester,  1970). 
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If  we  wish  to  attain  this  "Hmited"  goal  of  estabHshing  values  Rxr,  between  wave  bands,  we  will 
have  to  achieve  a  quantitative  knowledge  of  instability  processes  in  the  atmosphere,  ranging  from  the 

growth  of  large-scale  baroclinic  waves  to  the  breakdown  of  internal,  shallow  shearing  layers  into  turbulence. 

It  will  not  suffice  to  state  that  a  certain  structural  configuration  of  the  atmosphere  "tends"  to  be  unstable, 
as  for  instance  diagnosed  by  Richardson's  number  (see  Richardson,  1920).  We  will  have  to  know 
quantitatively  the  degree  of  instability,  its  relation  to  a  finite  or  infinitesimal  perturbation  that  prompts  the 

breakdown  of  flow,  and  the  amount  of  energy  release  into  a  higher-frequency  range  of  the  spectrum  of 
eddy  motions  by  such  a  breakdown  process.  Obviously  we  are  a  far  cry  from  achieving  this  goal.  In  my 
opinion,  a  heavy  input  from  field  measurement  programs  will  be  required  to  arrive  at  empirical  estimates  of 
these  energy  releases.  Remote  sensing  of  atmospheric  structure  and  flow  should  play  an  important  role  in 
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Figure  2.9    Three  types  of  transitions  between  meso-  and  micro-scale  spectra  in  the  free  atmosphere  (from 
Vinnenchenko,  1970). 
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such  measurement  programs.  Quantitative  estimates  of  energy  releases,  in  turn,  may  serve  as  input  for  more 
sophisticated  general  circulation  and  dynamic  prediction  models. 

The  statements  in  the  preceding  paragraphs  implied  that  the  interaction  term  RxjT(k)  transfers 
energy  from  low  to  high  wave  numbers  only.  Research  in  the  domain  of  planetary  and  cyclone-scale  wave 
numbers  reveals  that  this  is  not  necessarily  so  (for  references  see  Reiter,  1969).  There  are  occasions  where 

cyclone  waves  "feed"  the  longer  planetary  waves.  We  could  envision  similar  transfers  of  energy  towards 
lower  wave  numbers  or  longer  waves  to  operate,  at  least  occasionally,  at  the  meso-scale.  The  release  of 

latent  heat  in  a  squall  line-a  typical  meso-scale  phenomenon— could,  for  instance,  benefit  the  kinetic 
energy  associated  with  a  cyclone  wave. 
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Figure    2.10    Original   turbulent  signal  of  wind  speeds  20  feet  above  ground,  and  electronically  filtered 
signals  at  various  frequencies  (after  Stankov,  1970). 
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Even  if  we  assume  that  the  energy  transfer  in  the  domain  of  small-scale  turbulence,  e.g.  in  CAT, 
occurs  exclusively  in  a  cascading  mechanism  from  larger  eddies  towards  smaller  eddies,  we  will  have  to 

grant  the  atmospheric  circulation  at  the  meso-scale  and  at  even  larger  scales  the  possibility  of  moving 

kinetic  energy  "up"  or  "down"  the  spectrum  of  wave  lengths  and  eddy  sizes.  At  which  wave  number  this 
schizophrenic  behavior  of  the  atmosphere  begins,  and  what  prompts  a  specific  behavior,  we  do  not 
understand  at  this  time. 

To  illustrate  the  point  in  question  let  us,  again,  consider  a  convective  cloud  system:  Within  its  "hot 

towers"  a  certain  amount  of  potential  energy  is  converted  into  kinetic  energy.  Part  of  this  energy  will  be 
dissipated  into  small-scale  turbulence  within  the  rising  air  and  between  the  up-  and  down-draft  regions  and 
their  environment.  Part  of  the  released  energy  will  be  exported  into  larger-scale  circulation  features,  such  as 
jet  streams. 

2.4        Unsolved  Problems 

The  problems  outlined  in  the  foregoing  discussion  have  an  immediate  bearing  upon  a  number  of 

research  areas  which  are  presently  under  investigation.  I  will  attempt  to  point  out  a  few  such  "dangling 

loose  ends"  without  raising  the  claim  of  providing  a  complete  shopping  list  of  open  questions  in 
atmospheric  science. 

2.4.1     Small  Scale 

Turbulence    theories   presently  in  vogue  concern  themselve  with   "equilibrium"  conditions.  This 
implies  that,  among  other  things,  the  spectral  densities  in  a  given  frequency  band  are  not  time  or  space 

/ 

Figure  2.1 1    Schematic  sketch  of  lee-waves  with  forward  (a)  and  (bj  backward  leaning  wave  fronts. 
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dependent.  Equation  (2:1)  satisfies  these  conditions  for  a  one-dimensional  spectrum.  How  do  we  approach 
cases,  however,  in  which  bursts  of  strong  turbulence  are  embedded  in  a  background  of  weaker  turbulence? 
Figure  (2.8)  and  its  comparison  with  (F2.4)  already  indicated  some  of  the  consequences:  Obviously  a 
spectrum  analysis  of  a  relatively  long  time  record  that  extends  over  individual  turbulent  bursts  and  over  the 

more  quiescent  portions  of  the  record  as  well  (F2.8a)  will  not  do  justice  to  the  kinetic  energy  within,  and 
the  behavior  of,  the  confined  patches  of  strong  turbulence.  These  patches,  in  most  instances,  quite 

obviously  are  not  in  an  equilibrium  state  of  turbulence.  Under  equilibrium  condition  they  would  receive  as 

much  energy  through  R^L^'^l)  ̂ ^^"^  lower-frequency  eddy  phenomena  as  they  pass  on  through  R^L^^H^ 
to  higher-frequency  eddies  and  to  viscous  dissipation.  In  the  formative  stages  of  such  a  turbulent  patch,  we 

should  expect  that  Rj^L(kL)>RjsjL(kf^),  so  that  kinetic  energy  is  allowed  to  build  up  over  a  finite  range  of 
the   turbulent  spectrum.   The   opposite  inequahty   would  hold  during  the  dissipating  stage  of  the  patch 

'In  order  to  understand  the  time-history  of  S(k)  in  such  a  turbulence  patch  it  will  be  necessary  to 
estimate  the  "normal"  rate  of  dissipation,  e,  of  the  equilibrium  background  turbulence  into  which  this 
patch  feeds  its  excess  energy.  In  addition  we  will  have  to  know  the  source  strength  and  its  time  variation 

(possibly  along  a  stream  line)  that  provides  the  excess  energy,  and  the  release  of  excess  energy  to  the 
equilibrium  environment. 

As  the  energy  source  of  non-equilibrium  patches  of  CAT  we  may  identify  in  most  cases  the  vertical 
wind  shear  which  may  lead  to  unstable  Kelvin-Helmholtz  waves  (see  e.g.,  Phillips  1967;  Hardy,  Glover,  and 
Ottersten,  1969;  Bretherton,  1969;  Woods,  1969;  Scorer,  1969;  Thorpe,  1969).  These  are  gravity  waves 
which  amplify  until  their  crests  degenerate  into  sharp  peaks  that  finally  bend  over  and  disintegrate  into 

small-scale  turbulence.  With  turbulence  under  near-neutral  conditions  bouyant  forces  may  provide  an  energy 

source  (see  2:12).  Figure  (2.10)  shows  that  intermittent  turbulent  patches  not  only  are  character- 
istic for  CAT,  but  also  for  turbulence  in  the  planetary  boundary  layer. 

The  rate  at  which  excess  energy  is  released  from  the  patch  to  the  "equilibrium  turbulence"  of  the 
environment  most  likely  is  a  function  of  e  of  this  environmental  turbulence.  Sophisticated  measurement 
programs,  preferably  using  remote  sensing  techniques  that  do  not  disturb  the  turbulent  patch  during  its 
development  and  decay,  will  be  needed  to  specify   such  a  functional  relationship.   A  solution  to  this 
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Figure  2.12     Vertical  wind  profiles  (m/sec)  at  Magny-les-Hameaux,  France,  11-12  March,  1968  (after  Barbe 
et  al,  1971). 
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Figure  2:13     Vertical  temperature  profiles  measured  by  two  sondes  at  10  m  and  30  m  distance  from  the 

same  balloon,  at  1245  GMT,  16  March  1971,  Magny-les-Hameaux,  France  (after  Barbe  et  al.,  1971). 
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Figure  2.14  Individual  terms  in  the  zonal  stress  gradient  computation  over  an  area  covering  the 

southwestern  United  States.  The  dotted  line  is  the  inertial  term  du/dt;  dashed  line  is  gdz/dx;  dot-dashed 

line  is  the  Coriolis  term  (-fv);  solid  line  is  F  .  or  -pbT^I^P-  Units  are  ICT'*  sec^  (KT^  cm  sec'^)  (after 
Wooldridge.  1970).  ^ 
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problem  will  greatly  aid  in  the  assessment  of  the  danger  to  small  aircraft  from  wing-tip  vortices  shed  by 
large  jumbo  jets. 

I  should  emphasize  again,  as  I  have  done  before,  that  a  one-dimensional  spectrum  will  not  suffice  to 
estimate  the  non-equilibrium  behavior  of  turbulent  patches.  The  time  history  of  eddy  kinetic  energy  will 
have  to  be  explored  in  the  three-dimensional  wave-number  space.  Such  treatment  will  also  shed  additional 

light  on  the  significance  of  a  spectral  "gap",  its  presence  or  absence  (Bretherton,  et  al.,  1969),  and  its 
influence  on  the  magnitude  of  the  non-linear  interaction  term  Rnl^'^G^  where  Rq  signifies  the  wave-band 

characteristic  of  the  "gap"  region. 

2.4.2    Mesoscale 

Considerable  efforts  are  presently  under  way  to  explore  the  convective  processes  in  and  above  the 
planetary  boundary  layer.  It  is  by  such  processes  that,  especially  in  the  tropics,  the  bulk  of  latent  and 

sensible  heat  is  released  into  the  upper  troposphere.  "Hot  tower"  convection,  thus,  becomes  an  important 
driving  mechanism  of  the  general  circulation  of  the  atmosphere. 

There  are,  however,  more  implications  that  lend  emphasis  to  convective  processes,  especially  within 
the  planetary  boundary  layer.  It  is  within  this  layer  that  the  angular  momentum  exchange  between  earth 

and  atmosphere  takes  place.  The  "Ekman  spiral"  that  crudely  characterizes  flow  conditions  in  the  planetary 
boundary  layer  also  provides  the  mass  flow  from  high  to  low  pressure  regions.  Frictional  forces  in  the 
planetary  boundary  layer  and  their  diurnal  variation  appear  to  be  an  important  factor  in  generating  local 

wind  systems,  such  as  the  low-level  jet  stream  over  the  Great  Plains  (for  a  summary  see  Reiter,  1972). 
In  spite  of  the  obvious  importance  of  the  flow  processes  within  the  planetary  boundary  layer,  or 

"Ekman  layer,"  in  the  maintenance  of  the  general  circulation,  in  air  pollution  transport,  etc.,  this  layer  of 
the  atmosphere  remains  relatively  poorly  explored  and  understood.  The  Ekman  (1905)  theory  itself 

predicts  a  departure  of  the  surface  wind  by  a  45°  angle  from  the  direction  of  the  geostrophic  wind.  This  is 
a  gross  overestimate  compared  to  real  conditions.  The  theory  is  totally  inadequate  at  the  equator,  where 

the  wind  direction  jumps  from  45°  to  the  left  of  the  geostrophic  direction  in  the  northern  hemisphere,  to  a 
45°  departure  to  the  right  in  the  southern  hemisphere. 

Griesseier  and  Jacobsen  (1970)  suggest  a  remedy  for  these  shortcomings  by  averaging  the  equations 

of  motions  twice,  with  two  different  high-pass  filters.  One  filter  would  consider  small-scale  mechanical 
turbulence  as  it  enters  the  (constant)  eddy  viscosity  coefficient  K  in  the  Ekman  spiral 

u  =  u   (1  -  e'^  cos  az) 

V  =  u„  e"^  sin  az 

(2:15) 

The  second  high-pass  filter  takes  into  account  the  convective-scale  motions  in  the  planetary  boundary  layer. 
With  this,  Grisseier  and  Jacobsen  (1970)  arrive  at  an  increased  vertical  exchange  of  momentum  in  the 

boundary  layer,  that  increases  the  wind  speed  at  the  earth's  surface  over  that  which  would  be  obtained 
from  (2:15),  and  at  the  same  time  reduces  the  angle  of  departure  of  the  surface  wind  vector  from  tlie 
geostrophic  wind  direction.  Also  a  continuous  shift  of  wind  direction  is  obtained  near  the  equator. 

If  we  define  the  eddy  viscosity  coefficient  as 

3z 

the  dependence  of  K  on  the  scale  of  atmospheric  moUons  is  obvious.  Specifically,  as  suggested  in  (2:13), 

we  may  replace  u'w'  by  the  cospectrum  <u'w'>.  The  basic  Ekman  theory  assumes  tliat  this  cospectrum 
function  does  not  contribute  towards  the  value  K  beyond  a  certain  cut-off  wave  number  of  atmospheric 
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Figure  2.15  Energy  exchange  from  eddy  to  zonal  kinetic  energy  as  a  function  of  wave  number  for  the 

months  indicated.  Upper  four  diagrams  based  on  850-  and  500-mb  data  and  lower  four  diagrams  on 

850;  700;  500;  300;  and  200-mb  data  (from  A.  Winn-Nielsen,  J.  A.  Brown,  and  M.  Drake,  1964). 
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motions  that  describes  the  boundary  in  wave-number  space  of  "small-scale"  turbulence.  This  is  a  serious 
shortcoming  of  the  "K-theory"  that  not  only  governs  the  interpretation  of  vertical  wind  profiles  in  terms 
of  turbulence  effects,  but  also  the  diffusion  theories  which  fall  back  upon  the  Fickian  diffusion  equation. 
Panchev  (1968)  considered  the  dependence  of  K  on  the  scale  of  atmospheric  motions  with  scales  still  larger 

than  the  meso-scale  and  arrived  at  a  function  dependence  of  K  on  the  spectrum  of  the  horizontal  wind  (for 
a  summary  see  Reiter,  1970). 

It  should  be  pointed  out  that  9u/3zin  the  denominator  of  (2: 16)  also  varies  with  the  length  of  the  time 
interval,  T,  of  averaging  as  well  as  with  the  time  coordinate,  t,  as  may  be  gathered  from  (F2.4).  This 

variation  will  be  especially  significant  if  high-pass  and  low-pass  filtering  techniques  have  been  employed  in 

arriving  at  u',  w',  and  u,  respectively. 
As  has  been  shown  by  Lettau  (1967),  Bonner  and  Paegle  (1970)  and  others  (see  Reiter,  1972),  the 

behavior  of  the  eddy  viscosity  coefficient  in  the  palnetary  boundary  layer,  especially  its  diurnal  variation,  is 

instrumental  in  generating  local  wind  systems,  such  as  the  low-level  jet  stream  over  the  gently  sloping  Great 
Plains.  A  better  understanding  of  K  as  a  function  of  atmospheric  scales  of  motion  would  greatly  enhance 
our  capabilities  of  modelling  such  local  circulation  phenomena. 

Our  discussion  of  meso-scale  problems  to  this  point  emphasized  the  convective  processes,  mainly  in 
the  planetary  boundary  layer.  These  processes  have  two  characteristic  features  in  common  with  the 

small-scale  turbulence  which  we  discussed  in  the  preceding  chapter:  They  are  more  or  less  random  in 
nature,  and  they  transport  mass  properties  along  their  gradient.  (The  heat  transport  into  the  upper 
troposphere  against  the  mean  vertical  gradient  of  potential  temperature  is  brought  about  by  the  release  of 
latent  heat  during  condensation  of  water  vapor). 

In  addition  to  such  convective  motions,  we  have  a  whole  spectrum  of  organized  wave  phenomena, 
from  short  gravity  waves  with  wave  lengths  of  tens  of  meters,  to  gravity  inertia  waves  of  several  hundred 

kilometers  length.  We  are  disregarding  in  this  discussion  horizontally  two-dimensional  waves,  such  as 
planetary  Rossby  waves.  Our  concern  rests  with  those  wave  modes  that  have  significant  vertical  amplitudes. 

It  can  be  shown  that  such  waves  may  transport  sizeable  amounts  of  momentum  and  kinetic  energy 
vertically  through  the  atmosphere.  Such  transports,  in  essence,  may  be  studied  by  perturbation  equations, 
such  as  (2:9)  or  (2:12).  A  typical  example  of  gravity  waves  occurs  in  the  lee  of  mountains  (see  e.g.  Scorer, 
1949).  Figures  (2.3)  and  (2.4),  top,  reveal  the  existence  of  a  family  of  such  waves  in  the  potential 
isotherm  pattern  and  in  u,  respectively.  As  may  be  seen  in  this  diagram,  the  waves  generated  in  a  stably 
stratified  atmosphere  flowing  over  corrugated  terrain  are  neither  very  regular  in  their  appearance,  nor  can 

we  assumt  a  priori  that  the  wave  pattern  is  stationary  in  time- even  though  current  lee-wave  theories  give 
this  impression.  The  complexities  of  the  underlying  surface  which  forces  the  wave  motion,  together  with 
the  complexity  of  atmospheric  structure  in  the  temperature  and  velocity  fields,  subject  to  time  and  space 
variations,  give  rise  to  the  observed  inhomogeneities  that  depart  from  the  relatively  simple  patterns 
obtained  from  theoretical  modelling  approaches. 

Because  of  these  inhomogeneities  in  the  observed  gravity  wave  structure,  we  should  not  expect  such 

waves  to  appear  as  singular  "spikes"  in  spectra  obtained,  for  instance,  from  aircraft  traverses  of  a  lee-wave 
train.  Rather  flat  "humps"  in  the  representation  of  one-dimensional  spectra  should  be  found  instead.  Thus, 
at  first  glance,  a  spectrum  obtained  from  fliglits  tlirough  a  layer  with  convective  motions  may  look  ratlier 

similar  to  one  that  was  obtained  under  gravity-wave  activity.  Nevertheless,  we  have  to  allow  for  very 
distinctive  differences  in  the  transport  mechanisms  by  waves  as  opposed  to  those  by  convective  motions. 

We  have  argued  previously  that  the  momentum  exchange  in  convective  motions  may  be  measured 

by  the  co-spectra  <u'w'>(see  2:13)  which  may  be  used  in  tlie  calcularion  of  the  eddy  viscosity  coefficient, 
(2.16).  The  same  eddy  exchange  or  "austausch"  concept,  that  we  have  applied  to  momentum,  may  be 
advanced  to  mass  characteristics,  such  as  heat,  specific  humidity,  hence  radio  refractive  index,  chemical 

composition,  etc.  Thus  we  arrive  at  definitions  of  eddy  exchange  coefficients  for  heat,  Ku,  and  for  neutral 
admixtures,  Kx.,  which  are  numerically  of  the  same  order  of  magnitude  as  the  eddy  viscosity  coefficient,  or 

the  eddy  exchange  coefficient  of  momentum,  Ky[  (Businger,  et  al.,  1970;  for  additional  references  see 
Reiter,  1972). 

Equation  (2:16)  also  gives  numerical  results  for  wave  motions,  especially  if  tliese  waves  are 
structured  so  that  tliey  will  transport  momentum  (and  energy)  vertically.  Momentum  is  generally 

transported  upwards  in  a  system  of  gravity  or  lee-waves,  if  tl\e  wave  fronts  lean  forward  in  the  vertical 

(F2.11);  similariy,  momentum  is  carried  downward,  if  the  wave  fronts  lean  back.  Laminar  wave  flow  will. 
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however,  not  transport  mass  and  its  associated  characteristics  (such  as  heat,  chemical  admixtures,  etc.) 

normal  to  the  flow  direction.  Thus  one  should  expect  large  discrepancies  between  K|^,  K^j,  and  Kxr. 

The  real  atmosphere  appears  to  be  neither  truly  "undulant"  nor  truly  "turbulent,"  except  under 
very  ideal  conditions.  Even  with  well-developed  gravity  waves,  such  as  they  are  often  observed  in  the  lee  of 
mountains,  random  turbulent  eddies  with  their  specific  transport  characteristics  of  icinetic  energy, 

momentum,  and  mass  properties  are  super-imposed  upon  a  quasi-laminar  "undulance"  that  does  not 
contribute  to  the  vertical  mass  transport.  Unfornately,  one-dimensional  spectral  presentation  of  wind  data 
obtained,  for  instance,  from  aircraft  measurements,  does  not  present  a  strict  separation  between 

"undulance"  and  "turbulence."  More  sophisiticed  data  analysis  techniques  will  have  to  be  advanced  before 
such  a  distinction  can  be  made. 

The  unscrambling  of  undulance  and  turbulence  is  further  complicated  by  the  interaction  between 

these  two  modes  of  flow:  Wave  action  in  a  stable  stratification  may  generate  super-critical  wind  shears, 
giving  rise  to  a  breakdown  of  the  wave  flow  into  turbulence  (PhilUps,  1967).  The  Kelvin-Helmholtz  and 
Gortler  instabilities  are  typical  examples  in  question. 

Such  a  breakdown  of  waves  into  turbulence  may  occure  relatively  frequently  in  the  atmosphere. 

Figure C2.12)shows  a  detailed  vertical  wind  profiles  obtained  in  the  stratosphere  by  accurate  radar  soundings 
(Barbe,  1971).  Temperature  profiles  with  atemating  stable  and  adiabatic  regions  indicate  the  presence  of 

turbulent  processes  (F2.13).  It  has  been  argued  by  Weinstein,  Reiter  and  Scoggins  (1966)  that  the 

oscillating  wind  profiles,  such  as  the  ones  shown  in  (F2.12),  are  a  manifestation  of  gravity -inertia  waves. 
The  turbulent  exchange  of  heat,  which  generates  adiabatic  layers  within  an  originally  stable  region,  on  the 

other  hand,  signals  the  past  ("fossil")  or  present  action  of  turbulence  in  that  region. 
Our  present  knowledge  of  gravity-inertia  waves  in  the  atmosphere  is  much  too  rudimentary  to  allow 

an  assessment  of  all  possible  consequences  on  atmospheric  structure  and  dynamics.  Present  measurement 

Figure    2.16    Schematic   diagram    of  energy    balance.    Pentagons  are   pointed  in    the   direction    of  energy 
transfer  for  positive  values  of  these  processes  (adapted  from  Muench,  1965). 
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techniques  are  inadequate  to  measure  the  wave  lengths,  phase  velocities,  and  wave  amplitudes  of  these 
waves.  Since  we  have  to  suspect  that  phase  velocity  is  a  function  of  wave  length  over  a  wide  range  of  such 
waves,  we  have  to  be  prepared  to  deal  with  group  velocity  effects  as  well.  This  point  may  be  illustrated  by 

considering  a  typical  lee-wave  case.  There  we  find  "standing"  lee  waves  with  a  wave  length  of  the  order  of 
10  km  and  a  phase  velocity  of  zero,  but  superimposed  upon  these  are  shorter  gravity  waves  within  shallow 

shearing  layers,  visible  as  cloud  "ripples",  that  appear  to  travel  with  the  mean  wind  of  the  layer.  It  may 
well  be  that  certain  cases  of  severe  CAT  encountered  by  the  "Concorde"  prototypes  over  the  Atlantic, 
seemingly  in  the  "middle  of  nowhere",  were  caused  by  a  fortuitous  superposition  of  various  gravity -inertia 
wave  modes  which,  by  a  group  velocity  effect,  may  have  generated  locally  subcritical  Richardson  numbers. 

A  detailed  knowledge  of  both  the  spectrum  and  the  behavior  of  gravity  and  gravity-inertia  waves  in 
the  atmosphere  is  more  important  than  only  as  an  academic  exercise.  Wooldridge  (1970)  has  shown  that 

the  frictional  term  in  the  equations  of  motion,  which  accounts  for  sub-grid  scale  momentum  transports, 
may  be  of  sizeable  magnitude  in  lee-wave  situations  (F2.14).  Similar  conclusions  were  reached  by  Lilly 

(1971).  It  appears  that  in  the  case  of  sharp  westerly  (chinook)  winds  at  the  earth's  surface  to  the  lee  of  the 
Rocky  Mountains,  there  is  a  direct  momentum  transport  from  jet  stream  level  to  the  ground.  One  part  of 

this  momentum  is  transported  by  "undulance"  in  backward-leaning  waves  (F2. 1 1),  part  by  turbulence.  Both 
modes  of  transport  appear  to  be  directed  downward.  With  the  easterlies  at  the  earth's  surface,  "undulance" 
moves  westerly  momentum  upward  in  forward-leaning  waves.  (Present  lee-wave  theories  are  unable  to 
handle  such  a  flow  stratification  of  westerlies  on  tope  of  low-level  easterlies.)  Small-scale  turbulence, 
manifest  by  CAT  near  the  jet-stream,  would  still  transport  momentum  downward  in  the  direction  of  the 
momentum  gradient.  Unfortunately,  at  this  point,  we  do  not  have  direct  measurements  of  the  cospectra  of 

<u'w'>  in  a  forward-leaning  wave  case  that  would  substantiate  the  upward  flux  of  momentum  at  relatively 
low  frequencies,  and  the  downward  flux  at  high  frequencies.  Wooldridge's  (1970)  momentum  balance 
estimates  suggest  that  during  periods  of  easterlies  at  the  earth's  surface,  and  with  widespread  wave  activity 
(as  observed  from  Apollo  VI  photographs)  the  upward  transport  by  "undulance"  exceeds  the  downward 
transport  by  turbulence. 

From  the  foregoing,  it  becomes  quite  obvious  that  the  parametrization  of  "frictional"  processes  on 

the  subgrid  scale  by  using  values  of  Kj^  in  conjunction  with  an  "austausch"  hypothesis  for  momentum 
fluxes  may  lead  to  considerable  misjudgements.  Wave  activity  may  very  well  entail  kinetic  energy  and 

momentum  fluxes  which  are  directed  against  the  mean  gradient,  thus  giving  rise  to  "negative  viscosity" 
(Starr,  1968).  It  appears  to  me  that  the  long-range  forecasting  goals  which  we  have  set  for  ourselves,  and  to 
which  efforts  such  as  GATE  and  GARP  are  major  contributions,  will  be  impossible  to  attain  if  we  faU  to 
achieve  a  detailed  understanding  of  the  spectrum  of  waves  in  the  atmosphere. 
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Figure  2.17  The  breakdown  of  the  u^  component  of  specific  kinetic  energy  into  baroclinic,  barotropic, 
transient,  standing,  eddy,  and  mean  meridional  components  according  to  (2:17).  The  terms  are  plotted 
for  January,  1964  by  latitude  and  for  geographic  sectors  indicated  in  Table  2.2. 
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2.4.3     Large-Scale  Motions 

The  problem  of  non-linear  interaction  between  various  frequency  or  wave-number  domains,  which 
has  been  described  earlier  as  being  the  fundamental  problem  that  plagues  modern  meteorology  could  be 
stated  in  slightly  different  terms:  Dynamic  meteorology  gives  us  certain  criteria  that  predict  certain 

instabilities  in  large-scale  flow,  e.g.,  dynamic  instability  wdth  excessive  anticyclonic  shear,  baroclinic 
instability,  etc.  These  criteria  are  a  long  cry  from  an  actual  assessment  of  the  amount  of  kinetic  energy  that 

is  released  into  a  specific  wave-number  (or  into  a  band  of  wave-numbers  within  the  spectrum  of  large-scale 
motions),  and  of  the  rate  at  which  this  release  occurs.  We  should  know,  furthermore,  whether  this  release  is 

accomplished  by  a  re-distribution  of  kinetic  energy  within  the  spectrum  of  motions,  or  by  releases  of 
potential  energy  within  the  same  wave-number  domain,  or  by  a  combination  of  both  processes. 

We  have  to  give  credit  to  a  number  of  noble  efforts  that  have  tried  to  deal  with  the  energy  transfer 

between  different  planetary  wave  numbers  (see  Reiter,  1969,  Chapter  4;  Steinberg  and  Wiin-Nielsen,  1971). 
These  efforts  are  based  mainly  upon  a  statistical  treatment  of  horizontal  wind  components  in  a  latitude 
band  of  one  hemisphere  and  on  a  given  pressure  surface.  To  the  best  of  my  knowledge,  we  have  not  yet 

advanced  far  enough  to  "marry"  such  statistical  treatments  to  the  dynamic  principles  by  which  the 
atmosphere  works.  Again  it  is  the  poorly  understood  non-linear  processes  which  make  atmospheric 
perturbations  grow  at  certain  rates  that  defy  our  efforts  of  formaUstic  attack.  The  advent  of  a  new 

generation  of  ultra-fast  computers  may  help  us  in  bridging  these  gaps  in  our  knowledge. 

The  problem  of  "understanding"— to  the  point  of  predictability— the  large-scale  circulation  of  the 
atmosphere  is  compounded  by  the  many  degrees  of  freedom  which  the  atmosphere  has  in  executing  the 
seemingly  simple  task  of  transferring  heat  and  angular  momentum  between  equator  and  pole,  thereby 
maintaining  a  climatic  balance. 

As  an  example,  (F2.15)  shows  the  energy  transformation  from  eddy  to  zonal  kinetic  energy  as  a 
function  of  wave  number.  It  is  quite  obvious  from  these  data,  that  during  the  same  months  of  different 

years,  the  energetics  of  the  atmosphere  may  follow  drastically  different  cycles.  The  relatively  "simple" 
pattern  of  energy  transfers  between  zonal  and  eddy  modes  (subscripts  Z  and  E)  and  between  available 
potential  (A)  and  kinetic  energy  (K)  given  in  (F2.16)  as  originally  designed  by  Lorenze  (1955)  and  Muench 
(1965)  does  not  suffice  to  describe  the  comphcated  working  of  the  general  circulation.  Even  in  this 

"simple"  pattern  of  (F2.16)  it  is  difficult  to  supply  reliable  numerical  values  from  the  existing  radiosonde 
networks  of  the  northern  hemisphere  for  all  boxes.  For  the  southern  hemisphere  such  numerical  estimates, 
at  the  present,  appear  to  be  a  hopeless  task.  Wooldridge  and  Reiter  (1970)  have  shown,  as  have  a  number 
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Figure  2.18  The  breakdown  of  the  v^  component  of  specific  kinetic  energy  into  baroclinic.  barotropic, 
transient,  standing,  eddy,  and  mean  meridional  components  according  to  (2:17).  The  terms  are  plotted 
for  January  1964  by  latitude  and  for  the  geographic  sectors  indicated  in  Table  2.2. 
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of  other  authors  (see,  e.g.,  Reiter,  1969a),  that  the  circulation  of  the  southern  hemisphere  behaves  quite 
differently  from  the  circulation  of  the  northern  hemispere  during  equivalent  seasons.  We  cannot  simply 
apply  our  findings  from  the  northern  hemisphere  on  a  global  basis. 

The  energy  cycle  shown  schematically  in  (F2.16)  may  be  subdivided  by  introducing  a  more 

sophisticated  multivariate  treatment  of  energy.  Wiin-Nielsen  (1962)  suggested  a  division  of  kinetic  energy 
into  a  barotropic  contribution  from  vertically  averaged  mean  winds,  and  a  baroclinic  contribution  that 

contains  the  effects  of  vertical  wind  shears  measured  by  the  local  departures  of  winds  from  the  layer-mean 
wind  (for  details  see  Reiter,  1969,  also  Reiter  and  Glasser,  1969;  Reiter,  1971). 

Equation  (2:17)  gives  a  breakdown  of  kinetic  energy  in  pressure,  longitude,  and  time  coordinates: 

total  kinetic  energy  of  U:  component,  averaged  over  p,  X,  and  t        [u^j]  /-_  ̂   j\ 

r    12 
1  barotropic,  standing,  mean  meridional  "^  i      (P'  ̂'  0 

2  baroclinic,  standing,  mean  meridional  H'-i''(p)J     (X,  t)J  (p) 

3  barotropic,  standing,  meridional  eddy  ^  [^^"i^  ̂^^  ̂  ̂̂^  ̂  '  ^'^  ̂̂ ^ 

4  baroclinic,  standing,  meridional  eddy  ^  ̂̂^^^^  (P'  ̂)^    (^)^  (?>  ̂) 

5  barotropic,  transient,  mean  meridional  +l(lUiJ  (p^  X)  )    (t)J  (t) 

6  baroclinic,  transient,  mean  meridional  ''"  ICl^iJ  (p)J  (X))    (ty  (p,  t) 

7  barotropic,  transient,  meridional  eddy  +  [([u-]  /  0^  ̂j,   ̂ \]  q  ̂\ 

8  baroclinic,  transient,  meridional  eddy.  +  [(u-)^  r     }.*)](     \  t\ 
(2:17) 

Brackets  indicate  averages  with  respect  to  the  coordinates  given  by  the  parenthesized  subscripts.  Parentheses 
symbolize  departures  from  the  average  formed  along  the  coordinate  give  by  the  subsctripts  (Reiter,  1 969a, 
b).  According  to  this  table,  we  may  identify  8  different  contributions  towards  the  total  kinetic  energy, 

each  carrying  a  specific  meaning.  Figures(2.17)and(2.18]show  a  breakdown  of  u^  and  v^  for  January,  1964 
into  these  eight  terms,  for  9  latitude  bands  for  the  5  longitude  sectors  defined  in  Table(2.2) 

Table  2.2  Longitudinal  Sectors  Used  in  (F2.17)  and  (2.18) 

North  America                                                         NA  130°W-  60°W 
Atlantic  Ocean                                                         AO  80°W-10°W 

Europe                                                                      E  5°E-  75°E 
Asia                                                                          A  75°E-145°E 
Pacific  Ocean                                                           PC  145°E-145°W 

As  if  (2:17)  were  not  complicated  enough,  we  may  expand  each  term  that  contains  departures  from  a  time 
average  in  frequency  space  by  spectrum  analysis,  considering  that 

tW  (t)  ]  (t)  =  /  [("i)'  (t)  ]  (t)  S(0  df    .  (2: 18) 

A  similar  expansion  could  be  worked  out  in  wave-number  space  for  terms  tliat  contain  departure  from  a 
longitudinal  average.  Vinnichenko  (1970)  suggested  that 

S(k)=%S(0  (2:19) 
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where  C  is  the  group  velocity  of  large-scale  waves  or  eddies  whose  phase  velocities  depend  on  wave  length 
or  eddy  size. 

Figure  (2: 15)  indicated  that  the  behavior  of  the  general  circulation  in  the  wave-number  domain 
may  alter  drastically  from  year  to  year  wdthin  the  same  month  and  the  same  season.  By  virtue  of  (2:19)  we 
have  to  suspect  the  same  variations  for  frequency  space.  We  are  far  from  an  understanding  of  why  this  is 
so. 

Figure'(2. 16)  indicates  rather  inadequately  the  various  paths  of  energy  transformation  in  the  atmos- 
phere. If  we  could  ever  predict,  from  a  set  of  initial  conditions,  the  path  that  the  atmosphere  is 

about  to  adopt  in  its  energy  transfer  and  transformations  for  a  coming  month  or  a  coming  season,  we 

would  have  advanced  long-range  forecasting  by  a  significant  step. 

2.5  Conclusions 

The  foregoing  discussion  hardly  presents  a  complete  shopping  list  of  current  problems  in 
meteorology,  let  along  those  in  atmospheric  science.  One  could  easily  fill  a  book  with  questions  that  are 
begging  for  answers.  Instead  of  providing  a  lengthy  catalog  of  possible  Ph.D.  dissertations,  I  have  attempted 
to  focus  attention  on  a  relatively  coherent  problem  that  permeates  a  wide  area  of  concern  in  present 
meteorology;  i.e.,  the  lack  of  understanding  of  the  interactions  between  different  scales  of  motion.  It  is 
this  lack  of  knowledge  that  curtails  the  success  of  even  the  most  sophisticated  forecasting  and  numerical 
modelling  schemes  of  atmospheric  circulation  patterns  on  every  scale  which  have  been  designed  to  date. 
This  also  hinders  to  a  considerable  extent  the  reliability  with  which  we  can  estimate  the  impact  of  planned 
and  inadvertant  weather  modification  on  local  and  global  scales. 

It  is  quite  clear  to  me  that  a  good  number  of  questions  raised  in  the  foregoing  chapter  cannot  be 
dealt  wdth  easily.  The  study  of  scales  of  atmospheric  motion  and  their  interaction  calls  for  sophisticated 
measurements  and  data  analysis  techniques.  One  might  justifiedly  state,  that  the  problem  of  atmospheric 

science,  even  more  fundamental  than  the  set  of  problems  outlined  on  the  preceding  pages,  is  to  cope  wdth 
the  demand  for  more  adequate  data  on  our  environment. 

If  we  look  at  the  bulk  of  data  presently  available  to  the  meteorological  researcher,  we  realize 
immediately  that  solutions  to  the  challenging  problems  that  lie  ahead  are  bogged  down  by  pedestrian 
approaches.  Our  techniques  of  collecting,  assimilating,  massaging,  and  comparing  data  have  not  progressed 

much  since  the  "horse-and-buggy"  days  of  atmospheric  science.  It  is  true  that  technology  has  provided  us 
with  sophisticated  tools,  from  satellites  to  ground-based  remote  sensors.  High-speed  computers  are  available 
to  digest  information  almost  as  rapidly  as  it  can  be  generated.  The  breakdown  occurs  when  one  comes  to 

the  point  where  the  human  mind  has  to  "make  sense"  of  the  avalanche  of  factual  information  that  pours 
in  from  sensors  and  computers.  We  have  progressed  very  little  in  designing  a  digestive  apparatus  that  would 

help  to  assemble  information  beyond  the  present  computer  output  stage,  and  that  would  make  the  multi- 
tude of  information  bits  more  palatable  to  the  human  mind.  Weather  display,  for  instance,  still  uses  the 

wall-paper  approach  of  charts  and  graphs,  similar  to  those  used  forty  years  ago.  The  fact  that  these  graphs 
are  generated  by  a  computer  rather  than  by  a  technician  with  a  green  eye-shade  alters  little  of  the 
obsolescence  of  the  approach. 

If  we  aim  to  accomplish  certain  of  the  goals  hinted  at  in  the  preceding  pages  we  will  have  to  take 
much  bolder  steps  in  the  direction  of  data  assembly  and  display  techniques.  Electronic  technology  should 

not  be  called  upon  only  to  deliver  milUons  of  information  bits'  from  a  satellite.  It  should  also  help  us  to 
make  immediate  use  of  all  of  this  information  and  prevent  its  storage  in  acres  of  gray  filing  cabinets 

marked  "For  Future  Reference." 
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List  of  Symbols 

CAS  Committee  on  Atmospheric  Science 

S(k)  Spectrum  function  in  wave-number  space 
a  universal  constant 

e  rate  of  energy  dissipation 
K  wave  number 

V  coefficient  of  kinematic  viscosity 

Uj  velocity  component  along  coordinate  Xj 

Xj  coordinate 
t  time 

i  coordinate  counting  index 

j  coordinate  counting  index 
k  coordinate  counting  index 

p  density 

p  pressure 

D-j   =  9u;/9xj  +  3uj/9xj  Deformation  tensor 
=  1/2  Dj^jj  =  9ui^/8xj(^  velocity  divergence 

g  acceleration  of  gravity 

5:j  kronecker  delta,  =1  for  j=i,  =0  for  j=?4 

e^jj^  Alternating  tensor 
+  1  for  all  different  indices  and  even  permutations; 

—  1  for  all  different  indices  and  odd  permutations; 
0  if  at  least  two  indices  are  equal. 

J2-  component  of  earth's  rotational  velocity  along 
coordinate  X; 

A  mean  value  of  A 

T  time  interval  of  averaging 
T  time  increment  of  data  sampling 

A'  departure  of  A  from  A 

T'  departure  from  mean  temperature 
T  mean  temperature 
CAT  clear  air  turbulence 

Cj:  turbulent  kinetic  energy 

Rj^T  non-linear  interaction  term 
kQ  wave  number  characteristic  of  the  spectral  gap 
K  eddy  viscosity  coefficient 

a      =  \/fp2K 

Ug  geostrophic  wind 
C  mixing  length 
S(f)  spectrum  function  in  frequency  space 

c„  group  velocity 
A  available  potential  energy 
K  kinetic  energy 

Primes  symbolize  departure  from  a  mean  value. 
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Equations  describing  the  whole  of  atmospheric  dynamics  are  presented,  and  various  equilibrium 
and  linearized  perturbation  approximations  to  these  equations,  describing  certain  aspects  of  the 
dynamics,  are  developed  in  turn.  Some  of  the  more  common  instabilities  resulting  in  energy 
transfer  among  motions  of  different  scales  are  then  described.  The  place  of  the  atmospheric 
boundary  layer  in  atmospheric  dynamics  is  discussed  qualitatively.  The  advantages  of  remote 
sensing  techniques  in  studies  of  atmospheric  dynamics  are  stressed. 

3.0        Introduction 

Nature  has  seen  fit  for  the  earth's  atmosphere  to  move  in  a  rather  subtle  and  intricate  way, 
developing  a  variety  of  circulation  systems  and  motions  on  all  spatial  and  temporal  scales.  On  the  largest  of 

these  scales— the  so-called  planetary  and  synoptic  scales— this  atmosphere  develops  more  or  less  zonally 
symmetric,  gross  circulations  such  as  the  Hadley  cells,  spanning  many  degrees  of  latitude  and  persisting 
throughout  the  year,  seasonally  varying  wind  systems  such  as  the  monsoons,  and  cyclonic  and  anticyclonic 

circulations  occurring  on  spatial  scales  the  order  of  thousands  of  kilometers  and  persisting  for  many  days. 
On  the  intermediate  or  mesoscale,  there  occur  jet  streams,  squall  lines,  cumulus  convection  and  other 
processes  tens  of  kilometers  in  spatial  extent  and  enduring  for  several  hours.  And  at  the  large  wavenumber 
and  wavefrequency  or  microscale  end  of  the  spectrum  are  individual  turbulent  eddies  as  small  as  a 
millimeter  in  dimension  and  persisting  without  significant  deformation  only  for  fractions  of  a  second.  The 
quantitative  study  of  all  these  motions,  their  separate  characteristics,  their  interactions  with  one  another, 
and  their  ultimate  effects,  is  the  subject  of  atmospheric  dynamics. 

The  present  chapter  presents  a  thumbnail  sketch  of  this  subject.  We  begin  by  writing  the 
conservation  equations  for  atmospheric  momentum,  energy,  and  mass,  which  together  with  the  equation  of 
state  model  the  whole  of  this  dynamics  (refer  to  3.1).  The  very  generality  of  these  equations  greatly  limits 
their  practical  utility,  and  we  therefore  treat  a  number  of  the  more  common  approximations  and 

idealizations  used  in  application  to  specific  meteorological  problems.  In  the  main,  the  idealizations  that  we 

shall  consider  fall  naturally  into  one  of  two  classes.  The  first  are  the  so-called  quasi-equilibrium 
approximations  (to  be  discussed  in  3.2),  describing  large-scale  motions  driven  more  or  less  directly  by 
differential  heating  of  the  atmosphere  and  the  resulting  pressure  gradients,  while  the  second  are  the 

so-called  perturbation  approximations  (to  be  discussed  in  3.3),  used  to  describe  synoptic,  meso-,  and 
micro-scale  departures  of  small  amplitude  from  the  quasi-equilibrium  states.  Discussion  of  a  few  other 
important  meteorological  approximations,  used  in  both  the  quasi-equilibrium  and  perturbation  applica- 

tions (e.g.,  incompressibility,  adiabaticity)  is  deferred  until  3.4.  The  stabiUty  of  the  "equilibrium"  states 
relative  to  the  perturbations  is  of  great  interest  from  the  meteorological  standpoint,  since  instabilities  of  the 

larger-scale  motions  implement  energy  exchanges  between  these  motions  and  motions  on  smaller  scales:  this 

topic  is  treated  rather  briefly  in  3.5.  The  atmosphere  and  its  motion  over  the  earth's  surface  also  provide  to 
the  fluid  dynamicist  a  wide  variety  of  boundary-layer  fluid-flow  problems  unique  in  their  scope  and 
complexity,  which  we  consider  qualitatively  later  in  3.6.  The  chapter  concludes  with  a  short  discussion  of 
the  importance  of  remote  sensing  to  future  studies  of  atmospheric  dynamics  (3.7). 

Unfortunately,  it  is  generally  true  that  condensed  treatments  of  broad  subjects  must  omit  more 
material  than  they  can  include,  and  this  chapter  is  no  exception.  In  particular,  we  give  short  shrift  to  the 

major  role  of  radiative  transfer  and  water  vapor  phase  transformations  in  energizing  the  atmosphere's 
dynamics.  The  reader  interested  in  these  particular  topics  is  referred  to  the  standard  meteorological  texts 
such  as  Haltiner  and  Martin  (1957)  and  Hess  (1959),  as  well  as  to  more  advanced  and  specialized  books  by 
Kondratyev  (1969)  and  Dufour  and  Defay  (1963)  and  the  references  therein. 

♦Lecturer,  Department  of  Astro-Geophysics,  University  of  Colorado;  Fellow,  Cooperative  Institute  for  Research  in  the 
Environmental  Sciences  (CIRES),  a  joint  institute  of  the  University  of  Colorado  and  NOAA. 
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3.1        The  Equations  of  Motion 

We  take  as  our  starting  point  the  equations  governing  motion  witliin  the  earth's  atmosphere,  which 
we  write  in  the  vector  form 

p-^  +p(u-V)u  +2pnxu  =  ~  Vp+Pg+M[V^u  + V(V-u)/3]  (3:1) 

^^   +  (u-  V)e  =  -  p|^''  -  P(u' V)p-'  +  ̂  +  -V-CK^VT)  +  J  (3:2) 

|f  +  V(pu)  =  0  (3:3) 
ot       ~     ~ 

p  =  pRT  (3:4) 

in  a  coordinate  system  rotating  with  the  earth.  Here  p  is  the  density,  u^  is  the  velocity,  ̂ 2  is  the  earth's 
angular  rotation  vector,  p  is  the  pressure,  g  is  the  acceleration  of  gravity,  /u  is  the  coefficient  of  viscosity,  e 

is  the  internal  energy  per  unit  mass,  <I>  is  the  rate  of  dissipation  of  mechanical  energy  per  unit  mass  due  to  shear 

viscosity,  Kj  is  the  thermal  conductivity,  J  is  the  rate  of  heat  input  per  unit  mass  from  the  radiative  processes 

and  water  phase  transformations,  R  is  the  specific  gas  constant  for  the  earth's  atmosphere,  and  T  is  the 
temperature. 

The  first  three  of  these  equations  govern  conservation  of  momentum,  internal  and  other  forms  of 
energy,  and  mass  respectively;  because  they  express  time  derivatives  of  the  system  variables  in  terms  of  the 
values  of  those  variables  at  a  given  instant,  they  can  be  used  to  predict  future  states  of  the  system  and  are 

therefore  referred  to  as  prognostic.  The  last  equation,  (3:4),  is  an  equation  of  state;  it  is  diagnostic,  in  that 

it  contains  no  time  derivatives.  These  equations,  and  the  auxiliary  equations  relating  e,  <I>,  and  J  to  the 
fundamental  variables  p,  p,  T,  and  u,  are  derived  and  presented  in  a  variety  of  vector  and  tensor  forms  in  any 
of  the  standard  texts  on  fluid  mechanics  and  meteorology  (e.g..  Landau  and  Lifshitz,  1959;  Batchelor,  1967; 
Haltiner  and  Martin,  1957;  Hess,  1959). 

Two  features  of  these  equations  require  immediate  comment.  First,  they  are  nonlinear;  they  contain 
terms  of  higher  than  first  order  in  the  dependent  variables.  These  nonlinearities  play  a  major  role  in 
coupling  motions  on  various  spatial  and  temporal  scales,  and  complicate  both  the  actual  dynamics  and  its 
mathematical  description.  Second,  each  of  the  equations  contains  a  great  many  terms,  each  in  turn  resulting 

from  a  different  physical  process.  In  (3:1),  for  example,  the  p  3u/3t  and  p(u*V)u  terms  represent  inertial 
forces  acting  on  the  air  parcels  of  interest.  In  addition,  the  air  parcels  experience,  in  general, 

pressure-gradient  forces  (- Vp),  buoyancy  forces  (pg),  and  frictional  forces  (p[V^u  +  V(V-u)/3).  It  is 
important  to  note  that  many  terms  in  (3:1)  and  (3:2)  depend  in  different  ways  upon  spatial  an^  temporal 
derivatives  of  the  velocity,  pressure  and  density  fields.  This  means  that  the  character  of  any  particular  type 
of  atmospheric  motion  is  strongly  influenced  by  its  spatial  and  temporal  scales.  For  example,  oscillatory 

motions  with  periods  much  shorter  than  a  day  are  relatively  uninfluenced  by  the  earth's  rotation,  since  the 
inertial  term  in  (3:1)  is  much  larger  than  the  Coriolis  term;  the  parcel  motion  is  then  very  nearly  in  the 
direction  of  the  other  forces  acting  on  it.  For  oscillatory  motions  of  large  spatial  extent  and  periods  of  a 
day  or  more,  this  is  no  longer  true;  the  Coriolis  force  now  dominates,  and  parcel  motion  tends  to  be  at 
right  angles  to  the  impressed  forces.  This  feature  of  the  fluid  dynamical  equations  has  led  to  the  practice  of 
nondimensionalizing  them,  so  that  dimensionless  parameters  appear  in  front  of  each  of  the  terms,  giving 
some  indication  of  the  relative  importance  of  each  term  depending  upon  the  scaling  of  the  particular 

problem. 
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Even  in  the  ratlier  general  form  given  above,  the  equations  of  motion  have  been  somewhat 
simpHfied.  In  the  momentum  conservation  equation  (3:1),  for  example,  a  centripetal  force  term  resulting 
from  the  rotation  of  the  coordinate  axes  has  been  incorporated  in  the  pg  term,  following  standard 
meteorological  practice.  It  is  assumed  that  the  coefficient  of  viscosity  is  constant,  in  addition,  bulk 
viscosity  is  ignored.  In  (3:4)  it  is  assumed  that  the  atmosphere  behaves  as  a  single,  ideal  gas;  in  fact,  the 
details  of  atmospheric  composition,  possibility  of  energy  exchange  among  the  different  gaseous  species, 
etc.,  are  consistently  ignored  throughout  this  system  of  equations. 

Nevertheless,  despite  these  idealizations,  this  system,  when  used  in  conjunction  with  the  appropriate 
equations  of  radiative  transfer  and  the  equations  describing  the  energy  changes  associated  with  changes  in 
state  of  atmospheric  water  (these  are  needed  to  specify  J)  and  the  necessary  boundary  and  initial 
conditions,  is  competent  to  describe  atmospheric  motions  on  all  the  spatial  and  temporal  scales  of  interest 
to  us. 

Indeed,  that  is  our  problem,  since  if  we  wish  to  describe  the  dynamics  of  even  a  single 

cumulonimbus,  for  example,  we  find  that  solution  of  the  equations  in  their  fullest  generality  requires  more 
initial  information  than  we  can  provide,  and  the  equations,  even  if  solved,  would  provide  us  more 
information  than  we  could  assimilate  (e.g.,  the  location,  dimensions,  lifetimes,  and  intensity  of  every 
turbulent  eddy  within  the  cloud  as  well  as  the  macroscopic  behavior  of  the  cloud  as  a  whole).  The  history 

of  atmospheric  dynamics  has  thus  been  a  search  for  methods  of  further  simplifying  these  equations  and  the 
boundary  and  initial  conditions  (e.g.,  by  parameterizing  the  micrometeorological  processes)  in  ways 
drastically  reducing  the  amount  of  input  required  and  output  obtained  while  minimizing  the  inevitable 
distortion  of  the  essential  character  of  the  problems  at  hand. 

As  implied  above,  the  useful  simplifications  of  (3:1)  through  (3:4)  differ  from  application  to 

application.  For  example,  in  surface-layer  studies,  the  rotation  of  the  earth  is  often  ignored,  while  viscous 
forces,  local  surface  irregularities,  etc.,  play  an  essential  role;  in  synoptic  meteorology,  on  the  other  hand, 

the  earth's  rotation  is  fundamental,  with  viscous  effects  on  occasion  almost  entirely  negligible.  It  is 
instructive  to  quickly  examine  in  sequence  some  of  the  approximations  more  commonly  used. 

Broadly  speaking,  we  find  that  the  approximations  fall  into  two  classes.  The  first  are  those 

approximations  which  describe  quasi-steady  or  "equilibrium"  motions  of  one  sort  or  another.  The  desired 
simplification  is  achieved  by  ignoring  the  partial  derivative  d/dt  or  the  prognostic  character  of  the 
equations.  These  approximations  are  considered  next  in  3.2.  The  second  are  those  approximations  that 
assume  the  motions  of  interest  represent  perturbations  from  a  known  equilibrium  state.  Here  a 

simplification  is  achieved  by  writing  the  dependent  variables,  uj  say,  in  the  form 

"i  =  "io  +  "i'  (3:5) 

where  the  zero  subscript  denotes  the  equilibrium,  unperturbed,  or  average  value  of  Uj,  and  the  prime 
superscript  denotes  the  departure  from  the  equilibrium  value.  The  departure  is  then  either  assumed  small, 
so  that  terms  of  second  and  higher  order  in  the  primed  quantities  are  neglected  and  tiie  nonlinearities  in 

(3:1)  through  (3:3)  are  eliminated,  or  use  is  made  of  the  fact  that  the  average  of  u',  =  0.  These 
approximations  may  apply  to  synoptic,  meso-,  and  micro-scale  perturbations,  and  are  considered  in  3.3. 

3.2        Quasi-Equilibrium  Approximations  to  the  Equations  of  Motion 

3.2.1     Tlie  Hydrostatic  Approximation 

The  first  approximation  we  shall  consider  is  one  of  the  best  (and  most  universal)  in  all  of 
meteorology;  it  often  applies  to  the  perturbation  motions  as  well  as  those  of  the  equilibrium  type.  Consider 
the  vertical  component  of  the  vector  equation  (3:1).  There  are  very  few  cases  in  which  the  vertical 
acceleration  of  even  small  volumes  of  the  atmosphere  is  at  all  comparable  to  the  acceleration  of  gravity, 

which  is  '^^  10  m/s^  (convection  is  an  important  exception).  In  addition,  even  if  we  assume  a  wind  speed  u 
of  the  order  of  100  m/s,  an  extremely  large  value,  we  find  that  the  Coriolis  acceleration  2nxu  is  at  most  'v 

1.5x10"^  m/s^,  so  that  it  is  also  negligible.  Similar  order-of-magnitude  estimates  show  that  the  viscous  term 
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of  this  equation  is  small  compared  to  the  gravitational  term.  Thus  the  large  gravitational  term  of  (3:1)  can 
only  be  balanced  by  a  correspondingly  large  vertical  pressure  gradient  of  average  pressure,  i.e.,  we  must 
have  the  so-called  hydrostatic  equation 

3p    • 

i  =-/'g  ■  (3:6) 

When  combined  with  (3:4)  and  integrated,  the  hydrostatic  equation  yields 

p(h)  =  p„  exp  (-/S  dz/H);  p(h)  =  Pq (r)  "''^  ̂  ~^^  '^^/"^  (3:7) 

where  H=RT/g  is  the  atmospheric  scale  height  ('v  8  km  in  the  earth's  troposphere)  and  the  zero  subscripts 
refer  to  surface  values;  pressure  and  density  therefore  decrease  roughly  exponentially  with  increasing  height 
(see  Chapter  1).  It  is  essential  to  note  that  (3:6)  does  not  imply  that  vertical  motions  do  not  occur;  rather 
it  imphes  that  vertical  motions  are  dictated  by  the  small  departures  from  this  approximation. 

3.2.2    The  Geostrophic  Wind  and  the  Thermal  Wind  Equation 

Turning  now  to  the  horizontal  components  of  (3:1),  we  very  often  find  situations  in  synoptic  or 

global  meteorology  in  which  the  inertial  terms  and  viscous  terms  of  these  equations  are  small  compared  to 
the  pressure  gradient  terms  (produced,  for  example,  by  a  difference  in  temperature  between  two  air 
masses).  In  this  event,  the  pressure  gradient  will  accelerate  the  air,  and  the  Coriolis  force  (which  acts  at 
right  angles  to  the  velocity)  will  increasingly  deflect  it,  until  such  time  as  the  two  forces  are  in  equOibrium 

and  the  eastward  or  x-directed  velocity  component  u  and  the  northward  or  y-directed  velocity  component 
V  are  given  by 

fu=-i^,  (3:8) 
P  9y 

fv=i^  (3:9) 

p  ax 

where  f  =  2^2  sin  (p  is  the  so-called  Coriolis  parameter,  and  0  is  the  latitude.  It  is  an  essential  (and  unique) 
characteristic  of  this  type  of  motion  that  when  equilibrium  is  achieved,  the  steady -state  wind  is  parallel  to 
the  isobars.  At  temperate  and  high  latitudes,  the  wind  motion  is  often  geostrophic  or  nearly  so;  at  low 
latitudes,  where  f  is  small,  this  type  of  balance  is  not  seen. 

Equations  (3:8)  and  (3:9)  can  be  combined  in  various  ways  with  the  hydrostatic  equation  (3:6)  to 
yield  equations  expressing  wind  variations  with  height  in  terms  of  horizontal  temperature  gradients;  one 

finds,  for  example,  that  the  zonal  wind  u  varies  with  height  z  according  to  the  so-called  thermal  wind 
equafion 

'(-)-■- 
dz  \T/  f 

g_  3T 

T'    ay 

(3:10) 

(often  the  variation  of  T  with  z  is  ignored  in  comparison  with  the  variation  of  u).  This  equation  is  often 
used  in  upper  atmospheric  work  to  derive  horizontal  temperature  gradients  from  vertical  wind  profiles  (e.g., 
Murgatroyd,  1965). 
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3.2.3     Gradient  Flow 

A  geostrophic  flow  must,  by  definition,  have  zero  curvature;  when  the  actual  flow  is  sufficiently 

curved  centripetal  accelerations  become  important,  and  (3:8)  and  (3:9)  must  be  replaced  by  more  general 
forms  which  now  include  an  inertial  term: 

(3:11) 

(3:12) 

These  are  the  equations  describing  the  so-called  gradient  wind.  In  practice,  it  generally  turns  out  to  be 
difficult  to  detect  the  difference  between  the  gradient  and  geostrophic  winds  on  weather  maps  except  when 
the  wind  speeds  are  quite  high. 

3.2.4  Cyclostrophic  Flow 

In  mesoscale  and  microscale  meteorological  systems  having  very  high  rotational  velocities  and  nearly 
circular  symmetry,  such  as  hurricane  centers,  tornadoes,  water  spouts,  and  dust  devils,  the  centripetal 

accelerations  may  become  so  large  that  Coriolis  forces  are  negligible,  so  that  the  rotational  velocity,  wg,  say, 
is  then  given  to  good  approximation  by  the  equation 

vl        1    3p -=-—       ,  (3:13) r       p     3r 

where  r  is  the  radius  from  the  center  of  the  disturbance. 

3.2.5  The  Effect  of  Friction  on  the  Geostrophic  Wind 

Near  the  earth's  surface,  frictional  forces  become  large,  and  the  winds  can  no  longer  remain 
geostrophic.  For  many  purposes,  the  frictional  forces  can  be  assumed  proportional  to  the  wind  speed,  with 
constant  of  proportionality  k,  say;  then  the  equations  of  motion  become 

1    3p  (3:14) 
0  =  fv  -  ku   , 

p    3x 

0  =  -fu-  kv         ,  (3:15) 

P  9y 

k  1    dp  f  1    3p  (3:16) 

k^  +f^    7  3x  k^Tf2    p    3y      ' 

f         1   3p  k         1   3p  (3:17) 

and  we  find  u  = 

V  =  + 
k^  +  f^   p    3x        k^  +  f^   p   3y 

replacing  (3:8)  and  (3:9).  Thus  the  component  of  motion  parallel  to  the  isobars  is  reduced  from  its 

geostrophic  Value  (k  =  0),  and  a  steady  component  perpendicular  to  the  isobars  from  high  to  low  pressure 
is  introduced. 
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To  obtain  the  height  profile  of  the  wind  in  this  lowest  kilometer  or  so  of  the  air,  the  frictional 

forces  must  be  assumed  proportional  not  to  the  wind  speed  but  to  its  second  derivative  with  height. 
Equations  (3:14)  and  (3:15)  are  then  replaced  by 

0=  - —  +  pfv  +  pK  — -  (3:18) 

ap  a^u 0  =     pfu  +  pK   

dy        ̂   ̂      32^  (3:19) 

where  pK  is  a  so-called  eddy  exchange  coefficient,  usually  assumed  independent  of  height;  integration  of 
these  equations  with  respect  to  height  then  yields  the  wind  profile  known  as  the  Ekman  spiral  (see  Chapter 

6).  It  might  be  noted  in  passing  that  the  terms  pK  3^u/9z^  and  pK  3^v/3z^  have  the  same  form  as  the 
contribution  one  would  obtain  from  the  viscous  term  of  (3:1)  by  assuming  an  incompressible  flow  (  V*u  = 
0)  and  variations  in  the  vertical  that  are  much  more  rapid  than  in  the  horizontal.  However,  the  eddy 
exchange  coefficient  K  arises  from  the  macroscopic  velocity  fluctuations  associated  with  turbulence,  and  is 

many  orders  of  magnitude  greater  than  the  coefficient  of  molecular  viscosity  p  =  ju/Po-  ̂ ^  actual  fact  the 
Ekman  spiral  is  not  often  seen  in  nature,  in  part  because  the  coefficient  K  is  rarely  constant  with  height 

(see,  for  example,  Lettau  and  Dabberdt,  1970),  and  in  part  because  wind  profiles  of  the  Ekman  type 
appear  to  be  unstable  (Brown,  1970). 

3.2.6    Inertial  Oscillations 

In  closing  this  section,  we  consider  motions  in  which  pressure  and  frictional  forces  are  negligible, 

yielding  an  approximate  equilibrium  between  inertial  and  Coriolis  forces: 

^  =  fv  (3-20) 

dt 

^  =  -  fu  (3-20 

dt These  equations  integrate  immediately  to 

u  =  fy  +  ci  (3:22) 

and  v=-fx  +  C2  (3:23) 

where  Cj  and  C2  are  constant  of  integration.  Because  the  Coriolis  force  acts  at  right  angles  to  the  particle 

velocity  and  can  do  no  work  on  it,  u^  +  v^  =  c^,  a  constant,  and  this  together  with  (3:22)  and  (3:23) 
yields 

(-rJ'(-T)"=F  • 
which  is  the  equation  of  a  circle  of  radius  c/f.  In  such  circumstances,  the  air  parcels  execute  so-called 
inertial  oscillations,  with  period  of  n/D,sin(p  or  half  a  pendulum  day  (the  time  required  for  a  Foucault 

pendulum  to  execute  a  complete  revolution).  Inertial  oscillations  are  rarely  observed  in  the  earth's 
atmosphere,  mainly  because  the  assumptions  which  lead  to  their  derivation  (e.g.,  neglect  of  viscous  effects) 
are  rarely  satisfied  and  because  oscillations  of  this  type  radiate  their  energy  away  from  the  site;  nevertheless 

they  may  account  for  phenomena  such  as  the  presence  at  times  of  a  low-level  nocturnal  jet  over  the 
midwestern  United  States  (Blackadar,  1957). 
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3.3        Small- Amplitude  Perturbation  Approximations  to  the  Equations  of  Motion 

3.3.1     Rossby  Waves 

The  first  perturbation  motion  we  shall  consider  owes  its  existence  to  the  variation  of  the  Coriolis 

parameter  with  latitude,  and  is  of  great  importance  in  synoptic  meteorology.  If  we  take  the  curl  of  (3:1) 

and  assume  a  purely  horizontal,  non-divergent,  frictionless  flow  and  an  autobarotropic  atmosphere  (p  a 
time-independent  function  of  p  only),  then  we  find,  as  shown  in  meteorological  texts,  that 

a?        3f        9f        af 
     +    U       +    V       +    V       =    0  ,  /'^•T'J'i 

at  9x  ay  ay  '  C3.25) 

where  f  =  dv/ax  -    3u/ay.  If  we  further  assume  that  u  and  v  are  functions  of  x,  the  eastward-directed 
coordinate  axis,  only,  we  then  have 

a^v         a^v 
   +  u  -—  +  i3v  =  0  (3:26) 

axat        ax^ 

_  af 

where  /3  =  —  =   2ficos0/Rg  (Rg  the  radius  of  the  earth) 

Specializing   to   wave   solutions   propagating   west-east   with   a   constant   speed   c,   assuming   a   constant 
unperturbed  eastward  flow  U^,  and  linearizing,  we  finally  obtain 

(3:27) 

(3:28) 

a^v 

ax^ 

Uo-'^ 

V  = 

0     , 

x^  = 

4n^ 

(Uo 

-c) 

The  original  analysis  is  due  to  Rossby  (1939);  it  has  proved  extremely  successful  in  the  study  of  long  waves 

(X  '\^  3000  km)  in  the  temperate-latitude  westerlies. 

3.3.2  The  Atmospheric  Tides 

Like  the  ocean,  the  earth's  atmosphere  exhibits  tidal  oscillations,  which  are  discussed  in  more  detail 
in  Chapter  5  (Sections  5.9  through  5.11).  The  earth's  rotation  and  sphericity  are  essential  to  their 

description.  These  motions  play  a  major  role  in  the  dynamics  of  the  earth's  upper  atmosphere,  but  in  the 
troposphere,  they  are  barely  detectable,  being  revealed  in  tempera te4atitude  pressure  data  only  after 
averaging  over  many  days.  Solar  and  lunar  gravitational  forcing  plays  some  role  in  their  generation,  but  the 
predominant  forcing  is  thermal.  Lindzen  and  Chapman  (1970)  give  a  rather  complete  discussion  of  these 
motions. 

3.3.3  Atmospheric  Gravity  Waves  and  Acoustic  Waves 

Atmospheric  gravity  waves,  the  subject  of  Chapters  5  and  7  and  of  incidental  mention  in  several 

others,  are  not  discussed  extensively  here.  Suffice  it  to  say  their  greatest  importance  may  lie  in  meso-  and 
micro-scale  dynamics;  their  wavelengths  may  be  as  small  as  a  few  hundred  meters  and  the  wave  periods 

may  be  as  short  as  a  few  minutes.  The  wave  phase  velocities  range  from  just  below  the  so-called  "speed  of 
sound"  C,  'v  340  m/s  in  the  troposphere,  to  arbitrarily  small  values.  For  the  large-scale  waves,  the 
hydrostatic  approximation  is  still  valid,  but  for  waves  of  the  shortest  periods  this  equation  must  be 
replaced  by  the  more  general  form 

aw 

P-^=   -  VP  +  PJi  (3:29) 

where  w  is  the  vertical  velocity  (see  Chapter  5).  The  earth's  rotation  and  sphericity  play  a  negligible  role  in 
their  description. 
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Acoustic  waves  have  periods  even  shorter  than  the  atmospheric  gravity  waves,  and  phase  velocities 
equal  to  C;  atmospheric  compressibility  plays  a  major  role  in  these  motions  (see  Section  3.4).  These 
properties  of  acoustic  waves  prohibit  their  effective  coupling  with  other  atmospheric  motions,  and  they  do 
not  appear  to  play  a  major  dynamical  role.  They  are  generated,  however,  in  association  with  certain 
atmospheric  events  (such  as  severe  weather,  for  example),  and  their  ability  to  propagate  undistorted  for 

long  distances  from  their  sources  makes  them  interesting  as  remote  indicators  of  these  events  (Chapter  21). 

3.3.4    Turbulence 

The  theory  of  atmospheric  turbulence  is  considered  in  detail  in  Chapter  4  of  this  volume,  in  books 
(e.g.,  Lumley  and  Panofsky,  1964),  as  well  as  in  countless  journal  articles.  It  is  mentioned  here  merely  to 
emphasize  that  the  standard  method  of  treatment  is  to  consider  the  turbulent  velocity,  temperature, 
density,  and  pressure  fluctuations  to  be  perturbations  on  the  mean  background  flow.  Here,  however, 
because  of  the  nonlinear  character  of  turbulence,  the  mathematical  description  must  retain  terms  of  higher 
than  first  order  in  the  perturbation  quantities.  To  render  the  problem  tractable,  additional  simplifications 
are  introduced,  for  example,  considerable  use  of  averaging  in  time  and  space,  assumptions  of  homogeneity 
and  stationarity,  and  a  variety  of  closure  assumptions.  Thus,  for  example,  we  may  define  a  time  average  of 
the  wind  over  a  time  interval  T  centered  at  t  as 

_      1     t+^T 

expressing  the  instantaneous  wind  as 

iu=^+^'    ,sothatu'=0       .  (3:31) 

Writing  expansions  analogous  to  (3:31)  for  the  other  dependent  variables,  we  may  then  obtain  new  forms 
of  the  equations  of  motion.  We  find,  for  example,  assuming  that  the  motion  is  incompressible  (see  Section 
3.4),  that  the  equation  of  motion  for  the  mean  velocity  il  is 

(3:32) 
_3u       __         ___  __  _pi        ■       A                ^          

p^  +  p(u  •  V  )u  +  2pJ2xu  =    -  Vp  +  /=«  +  mV^u  +  r-(-/Ou'u')  +  ̂ (-pvV)  +  ̂-pw'u')     , 

where  u'  =  (u',  v',  w').  This  expression  differs  from  (3:1)  by  the  addition  of  the  second-order  perturbation 
terms  8/3x(-pu'u'),  9/9y(-pv''u')  and  3/9z(-pw'u')  which  are  the  so-called  Reynolds  or  eddy  stresses  and 
represent  forces  experienced  by  the  mean  flow  as  the  result  of  the  turbulence  present.  The  effects  of  these 
terms  are  often  approximated  by  using  an  effective  eddy  viscosity  as  done  in  Section  3.2.5.  Similar 

second-order  terms  appear  in  the  mean  energy  conservation  equation  (Chapters  1  and  5). 

3.4        Other  Approximations  to  the  Equations  of  Motion 

Thus  far  in  our  discussion  we  have  confined  our  attention  to  approximations  to  the  equation  of 
momentum  conservation  (3:1).  There  are,  however,  important  approximations  that  can  also  be  made  to  the 
equations  of  energy  and  mass  conservation,  and  we  now  consider  these. 

The  most  important  approximation  which  is  usually  made  to  (3:2),  the  equation  of  energy 
conservation, is  that  the  motion  under  consideration  is  adiabatic,  i.e.,  that  parcel  motion  occurs  without  the 
introduction  or  removal  of  heat  from  the  parcel.  In  this  case  (3:2)  simplifies  to 

|^Mu-V)p=  ̂ [^^(ii'Dpl    .  (3:33) 
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(compare    5:3),  or  equivalently,  as  shown  in  meteorological  texts,  to 

e^T{^^f'P=    const  (3:34) 
=  y/ioooV 

where  c  is  the  specific  heat  at  constant  pressure  for  dry  air,  p  is  the  pressure  in  mb,  and  6  is  the  so-called 
potential  temperature.  This  approximation  is  often  vahd  in  description  of  the  perturbation  motions,  since 
these  are  of  such  short  duration  that  heat  exchange  through  radiative  transfer  or  by  conduction  across  the 

parcel  boundaries  of  interest  is  negligible.  It  is  very  often  used  in  atmospheric  gravity  wave  studies,  for 
example  (see  Chapter  5). 

In  the  mass  conservation  equation  (3:3),  it  can  often  be  assumed  without  appreciable  error  that  the 
motion  is  incompressible,  i.e.,  that 

l-}i=^  (3:35) 

This  approximation  is  standard  in  treatment  of  all  the  equilibrium  motions,  and  it  applies  to  certain  of  the 
perturbation  motions  to  good  approximation  as  well.  In  fact,  it  is  generally  regarded  as  sufficiently  accurate 

to  permit  its  use  in  reduction  of  certain  remote  sensing  data.  For  example  in  the  two-Doppler  radar 
technique  for  measuring  convective  motions,  it  is  used  to  supply  the  third  velocity  component  (see  Chapter 
13,  13:53  ).  It  does  not,  however,  apply  to  all  perturbation  motions;  in  particular,  it  applies  to  gravity 

waves  (see  5:29  ,  for  example)  only  in  certain  limits,  such  as  the  so-called  Boussinesq  approximation,  in 
which  the  atmosphere  is  assumed  incompressible  except  for  the  buoyancy  term  in  the  equation  of  motion. 

In  closing  this  last  section  on  approximations  to  the  equations  of  motion,  we  might  note  that 
nowhere  have  we  discussed  the  approximations  and  exact  forms  of  the  equations  used  in  numerical 

modeling  of  the  earth's  atmospheric  circulation.  The  need  in  such  modehng  to  minimize  the  importance  of 
small  numerical  errors,  and  to  reduce  computation  time,  whUe  simultaneously  including  all  physical 
processes  of  importance,  has  led  to  a  search  for  alternative  forms  of  the  basic  equations  couched  in  terms 
of  different  variables.  For  a  discussion  of  these  points,  as  well  as  a  more  general  treatment  of  the  subjects 
of  atmospheric  circulation,  the  reader  is  referred  to  the  texts  by  Thompson  (1959),  Lorenz  (1967),  and 
Palmen  and  Newton  (1969)  and  the  references  therein. 

3.5        Atmospheric  Stability 

Of  great  importance  in  meteorology  is  the  subject  of  the  stability  of  the  atmospheric  state  of 
motion  relative  to  the  small  perturbations  in  that  state.  If  the  atmospheric  state  under  consideration  is 
stable,  then  this  state  will  continue  to  prevail  until  the  external  forcing  agents  driving  the  motion 
themselves  change.  If  the  atmospheric  state  under  consideration  is  unstable  with  respect  to  small 

perturbations  of  a  given  type,  then  the  naturally  occurring  infinitesimal  fluctuations  of  this  type  will  grow 
exponentially,  at  least  initially,  until  nonlinear  or  dissipative  effects  take  over,  and  so  the  state  of  the 
system  will  be  changed.  In  the  new  state  of  motion  resulting  from  the  original  unstable  state,  some  of  the 
energy  and  momentum  of  the  original  flow  are  distributed  among  other  motions  having  different  spatial 
and  temporal  scales;  thus,  instability  provides  an  important  mechanism  for  energy  exchange  between 
motions.  If  the  new  state  is  itself  unstable  with  respect  to  some  other  perturbations,  then  that  state  too 
will  change,  and  so  forth;  if  the  succeeding  states  continue  to  be  unstable,  we  approach  a  turbulent 
condition. 

A  number  of  methods  are  available  to  the  theorist  for  treating  atmospheric  stability  problems.  These 
include:  the  parcel  method,  which  estimates  the  forces  acting  on  a  parcel  displaced  from  its  initial  or 
equilibrium  position  in  an  attempt  to  determine  whether  the  parcel  accelerates  or  decelerates  relative  to 

this  position;  normal  mode  analysis,  in  which  the  frequencies  are  allowed  to  be  complex;  treatment  of  the 
initial  value  problem  using  Laplace  transforms;  and  numerical  solution  of  the  initial  value  problem.  In  what 
follows,  where  we  make  any  attempt  to  describe  the  instabilities  quantitatively  we  use  the  parcel  approach, 
not  because  it  is  the  best  or  the  most  general,  but  simply  because,  where  applicable,  it  is  the  most  intuitive. 
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3.5.1     Static  Stability  and  Instability 

Consider  the  atmosphere  to  be  at  rest,  and  consider  further  a  parcel  of  air  at  rest  in  this 
atmosphere.  We  now  subject  this  parcel  to  a  slow  vertical  displacement,  say  upwards  for  the  sake  of 
defmiteness,  during  which  the  parcel  expands  as  a  result  of  the  ambient  atmospheric  stratification  (see 
Section  3.2.1),  but  in  such  a  way  that  the  parcel  pressure  and  the  pressure  external  to  it  remain  equal.  In 
its  new  position,  the  parcel  is  no  longer  in  equilibrium;  it  accelerates,  with  its  acceleration  given  by 

where  p'  is  the  parcel  density.  It  has  been  assumed  here  that  p'  -  p,  where  p'  is  the  parcel  pressure,  and  p is  the  pressure  of  the  environment.  Here,  and  in  what  follows,  the  primed  quantities  refer  to  the 
environment.  From  (3:6)  and  (3:4)  it  follows  that 

^^=g(-^^  (3:37) 

If  we  assume  that  the  parcel  motion  is  adiabatic,  its  temperature  change  with  height  vwll  be  -g/cp  and  if 

we  define  dw/dt  =  d^  z/dt^ ,  where  z  is  the  parcel  displacement,  then  we  can  write 

d^z  _  _  /    1    9T  g  \  ,  =  _„d(ln9)^      ̂   (3.33) 

dt^        ̂   \  T  az        CpT^  dz 

where  the  last  equality  follows  from  (3:34)  and  (3:4).  When  d(lne)/dz  >0,  i.e.,  when  the  temperature  lapse 

rate  (defined  to  be  the  negative  of  the  temperature  gradient)  is  less  than  the  dry  adiabatic  lapse  rate  g/c 

(a=  l°C/100m),  the  atmosphere  is  statically  stable.  Equation  (3:38)  then  describes  an  oscillatory  parcel 

motion,  with  oscillation  fiequency  equal  to  the  Brunt-Vaisala  frequency  (see  Chapters  5  and  7).  When 

d(ln5)/d  =  <0,  the  atmosphere  is  convectively  unstable;  parcel  acceleration  is  exponential.  When  d(ln9)/dz  -  0, 

we  have  a  state  of  neutral  stability.  All  three  states  are  observed  in  the  earth's  atmosphere. 
For  example,  in  the  atmospheric  boundary  layer  at  night,  the  ground  radiates  its  heat  into  space,  the 

lowermost  layers  of  the  earth's  atmosphere  rapidly  cool  by  conduction  to  the  earth,  and  d(ln(?)/dz  >0. 

During  the  day,  solar  insolation  rapidly  heats  the  earth's  surface,  the  air  near  the  surface  also  heats  up 
rapidly,  and  d(ln0)/dz<O.  At  intermediate  times,  a  state  of  neutral  stability  is  achieved  (for  more 

discussion,  see  Chapter  6).  We  see  therefore,  that  the  adiabatic  lapse  rate  is  an  important  dividing  line  in 

meteorology.  Where  the  temperature  lapse  rate  exceeds  the  adiabatic  value,  we  have  convection  (there  are 
modifications  to  this  picture  when  we  consider  a  moist  atmosphere  in  which  changes  of  phase  occur,  but 

space  does  not  permit  their  consideration  here;  see  any  meteorological  text).  Where  the  temperature  lapse 
rate  falls  below  this  value,  convection  is  inhibited.  Convection,  of  course,  is  an  important  type  of 
atmospheric  motion,  since  it  may  dominate  in  tlie  daytime  boundary  layer  and  since  it  is  responsible  for 
cumulus  cloud  formation. 

We  note  parenthetically  that  for  extreme  temperature  gradients,  i.e.,  for  3T/3z  =  -g/R  ==  3.4°C/100  m 
or  less,  the  atmospheric  density  is  actually  constant  or  increasing  with  height.  Such  a  condition  obviously  leads 
to  overturning  and  instability,  but  these  conditions  are  almost  never  achieved,  except  possibly  in  layers 
immediately  adjacent  to  the  ground. 

3.5.2     Dynamic  Stability  and  Instability 

Study  of  static  stability  is  not  very  satisfying,  since  if  the  atmospiiere  is  statically  unstable,  it  will 
be  set  into  motion,  and  we  must  then  determine  whether  it  is  dynamically  unstable.  It  turns  out,  for 
example,  that  viscosity  and  thermal  conduction  inhibit  the  convective  instability  described  in  the  previous 
subsection.  This  more  general  dynamical  problem  has  been  treated  for  the  case  of  a  fluid  confined  between 

two  horizontal  plates  separated  by  a  distance  h  (the  problem  of  "Benard  convection")  and  it  is  found  that 
free  convection  occurs  when  (e.g.,  Lin,  1955) 
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Ra  =  --^ —  >  1708,  (3:39) 

where  Ra  is  the  so-called  Rayleigh  number,  F  is  the  temperature  gradient,  a  is  the  coefficient  of  expansion, 
K  is  the  thermal  diffusivity,  and  v  is  the  viscosity. 

Another  important  type  of  dynamical  instability  arises  in  shear  flows  in  stably  stratified  fluids. 
Correct  application  of  the  parcel  argument  in  this  case  appears  to  be  a  bit  subtle,  but  an  appropriate 
formulation  appears  to  have  been  given  recently  by  Hines  (1971).  His  analysis  in  its  most  general  form 
applies  to  tilted  shear  flows,  which  he  finds  to  be  inherently  unstable  (and  this  finding  should  certainly 
inspire  more  research  on  this  source  of  atmospheric  instability)  but  we  shall  confine  our  attention  here  to 
the  more  limited  case  of  a  vertical  shear  in  a  horizontal  flow.  We  thus  consider  the  initial  interchange  of 

two  parcels  of  air  in  a  shear  flow  separated  by  a  distance  5  along  the  z-axis.  The  first  parcel  is  taken  to 

have  unit  volume,  and  the  second  volume  (P1/P2)  ''''  where  7  is  the  ratio  of  specific  heats  and  p,  and  p2 
are  the  respective  pressures  at  the  first  and  second  locations.  These  two  parcels  can  then  be  interchanged 
without  disturbing  the  surrounding  medium.  Hines  finds  that  the  net  increase  in  gravitational  potential 
energy  resulting  from  the  interchange  is 

G=  pg  [d(lne)/dz]  6^  •  (3:40) 

In  a  statically  stable  atmosphere,  G  is  positive,  so  that  the  virtual  interchange  will  be  energetically  possible 
only  if  an  amount  of  kinetic  energy  greater  than  G  is  available  for  conversion.  Hines  calculates  the 
maximum  amount  of  kinetic  energy  available  from  the  interchange  to  be 

Kf=P 6^4  (3:41) 

which  together  with  (3:40)  implies  that  the  atmosphere  will  by  dynamically  stable  unless 

„.    _     d(lne)/dz    ̂   w 

Ri   =  g    ),      '  .2    ̂   /^     '  (3:42) 
(du/dz)  ^        ' 

where  Ri  is  the  so-called  Richardson's  number  of  the  flow.  More  general  analyses  (Miles,  1961;  Howard, 
1961;  Chimonas,  1970)  show  that  condition  (3:42)  is  indeed  a  necessary  condition  for  instability  to  occur. 
Note  that  Ri  is  a  ratio  between  the  stabilizing  influence  of  the  thermal  stratification  and  the  destabilizing 
influence  of  wind  shear;  when  Ri<0,  the  atmosphere  is  statically  unstable  (see  the  previous  subsection). 

The  Kelvin-Helmholtz  waves  generated  by  such  dynamically  unstable  flows  have  been  studied  observa- 
tionally  and  theoretically  for  a  great  many  years  (e.g.,  Haurwitz,  1941;  Reiter,  1963),  and  they  are 
mentioned  in  other  chapters  throughout  this  volume. 

So  far  we  have  treated  the  stability  of  the  atmosphere  with  respect  to  vertical  displacements.  We 
now  wish  to  consider  the  stability  of  motions  relative  to  displacements  in  the  horizontal  as  well  as  the 
vertical.  One  such  instability  of  particular  importance  in  synoptic  meteorology  is  the  baroclinic  instability. 
Space  does  not  permit  a  full  description  of  it  here,  but  a  very  clear  treatment  may  be  found  in  Pettersen 

(1956).  The  instability  arises  because  the  state  of  the  temperate-latitude  troposphere  is  markedly  baroclinic, 
that  is  to  say,  the  surfaces  of  constant  pressure  and  constant  density  are  not  parallel.  The  potential  energy 
of  such  a  region  decreases  if  the  colder  air  sinks  and  the  warmer  air  rises.  The  internal  energy  decreases  as 

well,  and  thus  energy  is  available  for  the  growth  of  disturbances.  Parcel  arguments  show  that  this  energy  is 
not  readily  available  for  Rossby  waves  of  very  short  or  very  long  wavelengths,  but  that  it  is  available  to 

perturbations  in  an  intermediate  band  of  wavelengths  ('v  2400  km.  for  vertical  shears  7x  10"''s"',  mean 
lapse  rate  '\/ 6.5°C/km  and  latitude  'v^45°).  Comparison  of  the  wavelengths  observed  at  temperate  latitudes 
with  those  predicted  support  the  notion  that  baroclinic  instability  is  responsible  for  the  growth  of 

disturbances  in  the  temperate-latitude  westerlies. 
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Another  instabihty  of  interest  is  the  so-called  barotropic  instability,  which  arises  from  certain 
vorticity  distributions  in,  for  example,  the  zonal  westerly  wind  patterns  seen  at  temperate  latitudes.  In 

particular,  if  the  vorticity  vanishes  at  a  point  of  maximum  shear  in  the  background  flow,  waves  moving 
with  velocities  less  than  the  background  wind  at  this  point  but  greater  than  the  minimum  westerly  wind 
velocity  may  be  amplified  (see  Kuo,  1949). 

In  closing  this  section,  we  might  mention  the  inertial  instabilities  which  arise  in  a  rotating  fluid  mass 

when  the  velocity  distribution  is  such  that  kinetic  energy  of  the  rotation  is  available  to  kinetic  energy  of 
the  perturbations.  Parcel  arguments  show  that  this  occurs  if  the  absolute  angular  momentum  of  the 
rotation  decreases  outward  from  the  rotational  axis,  i.e., 

37 r,^  +  2a;a  <  0     ,  (3.43) 

where  cj  is  the  absolute  angular  rotational  velocity  and  r  is  the  radial  distance  from  the  rotational  axis.  In 

applying  this  criterion  to  motions  in  the  earth's  atmosphere,  we  usually  find  that  synoptic  motions  at  high 
and  temperate  latitudes  are  stable  in  this  respect,  but  at  low  latitudes,  systems  having  a  high  rotational 
velocity,  such  as  hurricanes,  may  not  be. 

3.6       The  Boundary  Layer 

No  discussion  of  atmospheric  dynamics  would  be  complete  without  some  consideration  of  the  role 

played  by  the  atmospheric  boundary  layer.  As  its  name  imphes,  this  is  the  region  of  the  earth's  atmosphere 
in  direct  contact  with  the  surface  of  the  earth  and  the  oceans.  It  is  such  an  interesting  region,  both  by 
virtue  of  the  diversity  of  the  physical  processes  internal  to  it  and  by  its  immediacy  to  man  and  his 
activities  that  it  receives  considerable  attention  throughout  this  volume;  Chapter  6  describes  it  in  detail  and 
Chapter  7  is  even  devoted  solely  to  atmospheric  gravity  wave  propagation  in  it.  For  this  reason,  we  shall 
not  attempt  to  give  a  complete  description  of  its  structure  and  dynamics  here,  but  confine  ourselves  to  a 
few  general  remarks.  We  begin  by  commenting  on  the  fundamental  differences  between  the  atmospheric 
boundary  layer  and  boundary  layers  normally  encountered  by  the  fluid  dynamicist.  First,  the  boundary, 

the  boundary  layer,  and  the  fluid  flow  above  it  are  geophysical  in  size  and  character;  this  increase  in  the 

scale  of  the  problem  results  in  stratification  of  the  fluid  by  virtue  of  the  earth's  gravitational  field,  and  in 
unique  motions  of  the  fluid  around  mesoscale  obstacles  such  as  mountains  (and  cities),  again  influenced  by 

the  earth's  gravity  and  rotation  (see,  e.g.,  the  papers  contained  in  Reiter  and  Rasmussen,  1967).  Second, 
the  boundary  is  an  active  boundary,  not  a  passive  one.  In  most  fluid  dynamical  problems,  it  suffices  merely 
to  consider  the  viscous  drag  exerted  by  the  boundaries  on  the  flow  of  interest;  the  flow  itself  is  usually 

considered  to  have  some  external  origin  (this  is  accomplished  in  airfoil  problems  merely  by  changing 

reference  frames,  for  example).  In  the  atmospheric  case,  however,  the  earth's  boundary  acts  as  a  potent 
driving  force  for  the  fluid  flow  itself.  In  part  it  accomplishes  this  by  converting  shortwave  solar  radiation, 

to  which  the  atmosphere  is  rather  transparent,  to  long-wave  radiation  to  which  the  atmosphere  is  rather 
opaque;  in  this  way  it  becomes  the  immediate  source  of  the  radiative  energy  whicli  the  atmosphere  absorbs. 

In  addition,  the  earth's  boundary  is  largely  liquid;  in  consequence  it  supplies  a  great  deal  of  energy  to  the 
atmosphere  in  the  form  of  water  vapor,  with  its  associated  latent  lieat  of  condensation  available  for  driving 

convective  motions,  hurricanes,  etc.  Finally,  the  liquid  nature  of  the  boundary  also  implies  a  more 

complicated  air-boundary  interaction,  since  over  the  water  the  atmosphere  in  motion  drives  wind  waves  as 
well  as  ocean  currents,  with  important  implications  for  air-earth  momentum  and  energy  exchange. 

Because  the  atmospheric  boundary  layer  is  unique  in  so  many  respects,  the  great  body  of 

boundary-layer  knowledge  gained  from  the  aeronautical  and  laboratory  applications  cannot  be  merely 
carried  over  to  serve  in  this  new  application.  The  underlying  philosophy  of  most  approaches  to 

boundary-layer  problems,  however,  can  be  so  applied.  Specifically,  this  consists  in  the  use  of  similarity 
theory-isolating  those  dimensionless  quantities  or  ratios  needed  to  completely  specify  the  boundary  layer 
structure  apart  from  some  scaling  factors. 

Though  but  one  region  of  the  atmosphere,  the  boundary  layer  exhibits  a  considerable  vertical 

structure.  The  lowermost  layer  lies  essentially  within  or  just  above  the  roughness  elements  composing  the 
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surface.  Here  the  turbulent  momentum  flux  of  the  higher  levels  is  converted  to  viscous  stress  (resulting 

from  molecular  viscosity)  over  aerodynamically  sinooth  surfaces  and  to  pressure  forces  over  aerodyna- 
micalJy  rough  terrain.  Turbulent  fluxes  of  other  quantities  such  as  heat  and  water  vapor  give  way  to 
molecular  diffusion.  Only  the  inertia  and  molecular  viscous  terms  are  retained  in  the  equations  of  motion 

for  this  layer.  Above  this  interfacial  layer  lies  the  constant-flux  layer,  in  which  fluxes  of  momentum,  heat, 
and  water  vapor,  while  turbulent,  do  not  vary  appreciably  with  height.  This  layer  typically  extends  a  few 

tens  of  meters  above  the  earth's  surface.  Above  the  constant  flux  layer  lies  the  so-called  planetary 
boundary  layer,  which  is  the  layer  of  transition  between  the  constant  flux  layer  and  the  free  atmosphere 
(see  Section  3.2.5).  The  height  of  this  layer  is  somewhat  variable  (and  indeed,  somewhat  arbitrary),  but  for 
practical  purposes  it  may  be  assumed  to  be  the  order  of  1  km.  In  addition  to  this  rather  gross  structure, 
the  boundary  layer  exhibits  an  infinite  variety  of  intricate  substructure  and  microdynamics  such  as  wave 
motions,  turbulence,  and  secondary  flows  of  other  kinds  which  are  rather  transitory.  While  there  is 
considerable  interest  in  the  microscale  dynamics  per  se,  there  is  also  widespread  interest  in  learning  how  to 
parametrize  its  dynamical  effects  in  ways  suitable  for  use  in  general  circulation  models. 

3.7  Remote  Sensing  in  Studies  of  Atmospheric  Dynamics 

We  close  this  chaper  with  a  few  comments  on  the  role  of  remote  sensing  in  future  studies  of 
atmospheric  dynamics.  To  begin  with,  the  major  advantage  of  remote  sensing  over  in  situ  measurements 
from  the  standpoint  of  the  synoptic  meteorologist  is  the  possibility  of  obtaining  data  from  inaccessible 

atmospheric  regions  (e.g.,  at  great  altitudes,  over  the  oceans,  and  the  earth's  poles).  Both  present  and 
contemplated  numerical  models  of  this  dynamics  require  initial  input  data  in  the  form  of  height  profiles  of 

wind,  temperature,  and  humidity  at  points  the  order  of  100  km  apart  over  the  earth's  entire  surface; 
remote  sensing  appears  to  provide  the  only  means  by  which  data  acquisition  on  this  scale  is  economically 
feasible.  Secondly,  remote  sensors  typically  acquire  continuous  spatial  and  temporal  data  on  the  parameters 

they  measure.  Such  data  (witness  the  acoustic-sounder  and  FM-CW  radar  data  shown  elsewhere  in  this 
volume,  for  instance)  not  only  provide  the  extensive  coverage  required  for  operational  purposes,  such  as 
thunderstorm  and  tornado  tracking,  but  also  provide  the  theorist  with  unique  insights  and  inspiration  in  his 
task.  To  achieve  the  same  coverage  using  in  situ  instruments  would  require  extensive  and  intricate 

three-dimensional  networks  of  these  instruments  as  well  as  sophisticated  data  processing  systems.  In  fact, 

remote  sensing  devices  have  already  shown  that  to  achieve  the  necessary  coverage  in  some  micrometeoro- 
logical  applications,  the  in  situ  instruments  would  have  to  be  so  densely  packed  as  to  destroy  the  very 

boundary-layer  flow  they  were  attempting  to  study.  By  contrast,  remote  sensing  instruments  do  not 
significantly  perturb  the  medium. 

Finally,  the  remote  sensing  instruments  readily  provide  volume  and  temporal  averages  often  more 

meaningful  than  the  point  values  obtained  by  conventional  sensors. 
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List  of  Symbols 

List  of  Symbols 

C  the  speed  of  sound 

c  Rossby-wave  phase  velocity 

Ci ,  C2  constants  of  integration 

Cp  specific  heat  of  dry  air  at  constant  pressure 

e  internal  energy  per  unit  mass 

f  the  Coriolis  parameter,  =  2f2  sin  0 

G  net  increase  in  gravitational  potential 
energy  resulting  from  a  virtual  parcel 
interchange 

g  the  acceleration  of  gravity 

H  the  atmospheric  scale  height 

h  height 

J  rate  of  heat  input  per  unit  mass  from 
radiative  processes,  water  phase 
transformations 

K  eddy  diffusivity  (pKis  an  eddy  exchange 
coefficient) 

Kg  maxunum  amount  of  kinetic  energy 
available  from  a  parcel  interchange Kt 

thermal  conductivity 

k frictional  coefficient 

P pressure 

R specific  gas  constant 
atmosphere 

Ra 

Rayleigh  number 
Ri 

Richardson's  number 
Re 

radius  of  the  earth 

r a  radial  coordinate 

T temperature 

t  time 

Uq  an  unperturbed  zonal  flow  upon  which  a 
Rossby  wave  is  superposed 

u  a  vector  velocity 

u  the  zonal  wind  component,  directed 

parallel  to  the  x-axis 

a 

P 

r 

T 

r 

0 

K 

X 

p 

CiJ„ 
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a  general  dependent  variable  (a  zero 
subscription  on  such  a  variable  indicates 
an  unperturbed  equilibrium,  average  or 
surface  value,  while  a  prime  superscript 

denotes  a  departure  from  such  an 
equilibrium  value.  A  superbar  indicates 
a  time  average). 

the  meridional  wind  component,  directed 

parallel  to  the  y-axis 

the  vertical  wind  component,  directed 

parallel  to  the  z-axis 

the  eastward-directed  axis  of  a  right- 
handed  coordinate  system 

the  northward-directed  axis  of  a  right- 
handed  coordinate  system 

the  vertically-directed  axis  of  a  right- 
handed  coordinate  system;  height, 

sometimes  used  as  a  dummy  variable 

expansion  coefficient 
3f/ay 

ai/az 

ratio  of  specific  heats 

9v/9x  -  8u/3y 

potential  temperature;  as  a  subscript, 

denoting  an  angular  coordinate 

thermal  diffusivity 

wavelength 

coefficient  of  viscosity 

hIp  (molecular  viscosity) density 

rate  of  dissipation  of  mechanical  energy  per 
unit  mass  due  to  shear  viscosity 

latitude 

earth's  angular  rotational  velocity 

absolute  angular  rotational  velocity 





Chapter  4.  ATMOSPHERIC  TURBULENCE 

William  C.  Meecham 
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The  equations  governing  fluid  motion  are  briefly  derived  and  discussed.  After  some  simplification,  for 
atmospheric  turbulence  problems,  the  equations  are  averaged.  Some  background  information  and 
definitions  for  turbulent  fluid  mechanical  properties  are  presented.  Step  by  step  the  consequences  of 
statistical  stationarity,  homogeneity,  and  isotropy  are  examined.  Experimental  data  for  correlation 
functions  and  spectra  are  presented.  A  new  modified  discussion  of  the  cascade  theory  of  turbulence  is 
given  and  its  consequences  analyzed.  The  relationship  between  the  Taylor  microscale  and  the  viscous 
dissipation  length  is  discussed  and  reasons  for  the  difference  between  the  two  analyzed.  After 

presentation  of  atmospheric  thermal  effects  and  earth  surface  roughness  effects,  semi-empirical  formulas 
for  the  determination  of  structure  constants  for  atmospheric  temperature  fluctuations  are  presented  in 
tabular  form. 

4.0        Introduction 

Turbulent  phenomena  comprise  one  of  the  great  unsolved  areas  of  science  and  engineering.  The 
equations  governing  fluid  motions  are  well  known  and  have  been  known  for  many  years.  One  might  wonder,  in 
such  a  circumstance,  why  turbulent  phenomena  are  not  by  now  completely  understood.  The  reason  that  this  is 
so,  as  will  be  seen  in  succeeding  sections,  is  that  the  governing  equations  are  strongly  nonlinear.  As  a 
consequence,  the  great  body  of  mathematics  developed  chiefly  for  linear  differential  equations  is  not  useful. 
Fluid  dynamicists  have  dealt  with  these  difficulties  chiefly  by  specializing  flows  to  idealized  situations 

involving  boundary  layers,  wakes,  etc.,  and  by  approximating  turbulent  behavior  with  not  always  satisfactory 
empirical  laws  and  rules.  If  one  attempts  to  solve  the  equations  of  motion  for  turbulent  fluids,  one  finds 
extremely  complicated  solutions  (functions  of  position  and  of  time)  corresponding  to  the  observed 
complexities  of  turbulent  flow.  Indeed  the  solutions,  either  as  calculated  when  this  is  possible  (rarely),  or  the 
experimentally  observed  field  variables  are  so  complicated  that  it  is  not  likely  that  detailed  information 

concerning  them  would  be  useful  even  if  it  were  available.  The  approach  to  these  difficulties  has  been  largely 
one  of  taking  statistical  averages  of  the  physical  quantities  of  interest.  These  averaged  quantities  have  a  much 

simpler  dependence  upon  the  position  coordinates  and  upon  the  time  than  do  the  individual  fiuctuating 
members  from  which  the  averages  are  constructed.  This  is  the  procedure  followed  in  this  chapter  as  will  be 
seen  below. 

Upon  considering  possible  atmospheric  turbulence  effects,  one  is  all  but  overwhelmed  by  the 
tremendous  variability  of  the  large  number  of  pertinent  variables,  not  to  mention  the  great  complexity  of  the 

equations  governing  the  processes.  For  those  characteristics  of  the  atmosphere  having  the  greatest  influence  on 

propagating  radiation  one  has  to  consider  the  large  scale  effects  of  the  variation  of  weather  and  of  geographic 
location  (for  example,  latitude  and  proximity  to  mountains,  lakes,  deserts  and  the  like).  Short  term  variations 
can  be  caused  by  winds  and  gusts,  solar  heating  (as  modified  by  clouds);  they  are  affected  by  the  character  of 
the  surface  (local  roughness  effects).  The  list  of  variables  could  be  greatly  extended. 

Often  we  need  only  certain  of  the  characteristics  of  these  fluctuating  quantities.  But  even  our  limited 
requirement  presents  great  difficulties  of  definition,  interpretation,  and  prediction. 

In  4.1  we  sketch  the  derivation  of  the  equations  governing  fluid  motion  and  discuss  those  equations. 
After  some  simplifications  suited  to  the  atmospheric  turbulence  problems  at  hand  we  write  various  field 
quantities  in  terms  of  their  averages  and  their  fluctuations  from  those  averages.  The  field  quantities  written  in 

these  terms  are  then  substituted  in  the  equations  governing  fluid  flow  and  the  resulting  equations  are  in  turn 
averaged.  The  results  of  this  process  appear  in  (4: 19)  and  (4:20).  In  4.2  some  background  information  on  fluid 
mechanical  properties  is  presented.  In  particular  the  variations  of  the  index  of  refraction  with  the  field 
variables  is  discussed  (the  index  is  of  particular  importance  for  optical  propagation  in  the  atmosphere).  Then 
the  cross  correlations  of  fluid  velocity,  of  temperature,  and  of  velocity  with  temperature  are  presented.  The 

time  average  for  obtaining  these  correlations  is  defined.  We  then  discuss  stcp-by-stcp  the  consequences  of 
statistical  stationarity,  statistical  homogeneity,  and  statistical  isotropy.  Furthermore  the  consequences  are 
discussed  assuming,  as  one  often  can,  that  tiic  fluid  flow  is  essentially  incompressible.  In  the  same  section 



4-2  Atmospheric  Turbulence 

experimental  data  for  correlation  functions  are  presented.  Finally  the  structure  functions  involving  velocity 
and  temperature  fluctuations  are  defined.  Then  in  4.2.3  the  energy  spectra  are  defined  and  discussed  and  some 
experimental  results  presented.  In  4.2.4  a  new,  modified  discussion  of  the  cascade  theory  of  turbulence  is 

presented  and  its  consequences  analyzed  for  their  bearing  upon  correlation  functions  and  energy  spectra. 

Experimental  data  supporting  the  so  called  five -thirds  law  for  the  velocity  energy  spectrum  are  presented.  The 
relationship  between  the  Taylor  micro-scale  and  the  viscous  dissipation  length  is  discussed  and  reasons  for  the 

difference  between  the  two  analyzed.  In  4.3  we  examine  the  effects  of  "real"  atmospheric  boundary  layers.  In 

particular  the  effect  of  the  earth's  surface-roughness  is  examined  largely  through  the  use  of  empirical  and 
order  of  magnitude  relations.  Some  data  are  presented  for  the  effects  of  various  rough  surfaces.  In  4.3.2 
temperature  effects  in  the  atmospheric  boundary  layer  are  examined  and  the  customary  physical  quantities  for 

such  boundary  layers,  i.e.,  the  Richardson's  number  and  the  Obhukov  length  are  defined.  A  table  is  given  for 
the  available  empirical  formulas  for  the  determination  of  structure  constants  for  temperature  fluctuations. 
The  reasoning  in  support  of  such  relations  is  discussed. 

4.1        Governing  Equations 

The  equations  of  fluid  mechanics  which  are  relevant  to  our  atmospheric  problems  are  those  involving 
the  motion  of  viscous,  compressible,  Newtonian  fluid  (this  last  referring  to  a  fluid  in  which  the  viscous  stress  is 

proportional  to  the  rate  of  shear  strain)  in  a  uniform  gravitational  field  and  non-rotating  system  (Coriolis  force 
effects  can  be  treated  separately).  They  are  given  in  standard  references  (e.g.,  Landau  and  Lifshitz,  1959).  It 

should  be  remarked  at  the  outset  that  the  equations,  though  initially  quite  complicated,  can  usually  be 
considerably  simplified  for  atmospheric  turbulence  problems.  A  brief  discussion  of  the  derivation  of  the 

equations  will  be  helpful.  In  deriving  the  equations  a  useful  concept  is  that  of  the  substantial  derivative. 
Consider  a  small  element  of  mass  within  the  fluid  at  some  position  at  a  given  initial  time.  The  time  rate  of 

change  of  some  property  of  that  element  of  mass,  following  it  as  it  flows,  can  be  obtained  by  differentiation. 

Suppose  that  the  property  is  given  the  name  F.  The  rate  of  change  of  that  property  following  the  flow  (the 
substantial  derivative  or  convected  derivative)  is  found  to  bef 

2p4^„.f,  (4:1) 
Here  u*  (with  components  Uj*)  is  the  local  value  of  the  fluid  velocity.  We  adopt  the  notation  which  will  be 
convenient   here:    F,j  =  9F/8xj,  where  Xj  are  the  Cartesian  coordinates  of  position  with  X3  vertical;  the 
coordinates  will  sometimes  be  designated  x,  y,  z.  Further,  we  adopt  the  summation  convention;  that  is,  we 
should  sum  from  1  to  3  over  subscripts  which  are  repeated  within  a  single  term.tt 

We  can  make  use  of  the  substantial  or  convective  derivative  given  in  (4:1)  to  obtain  the  governing 
equations.  First  of  all,  consider  the  equation  of  continuity.  The  quantity  of  mass  of  a  given  element  of  fluid 

must  be  conserved  as  the  element  flows:  its  substantial  derivative  must  vanish.  Let  F  =  p*6V,  where  6V  is  a 
small  volume  of  fluid  at  a  given  instant  and  p*  is  its  density.  Then,  since  the  mass  must  be  conserved,  we  know 

^  (p*6V)  =  0  .  (4:2) 

By  simple  manipulation,  one  can  show  that, 

(3V)->  g  (6V)  =  u*i  .  (4:3) 

t  In  terms  of  derivatives  this  is  (DF/Dt)  =  aF/at  +  Uj*  aF/axj.  It  is  worth  commenting  here  that  we  use  the  equations  in  their 
Eulerian  form,  that  is  where  the  derivatives  are  taken  in  a  fixed  frame  of  reference.  The  Lagrangian  form  has  derivatives  taken 

in  a  frame  moving  locally  with  the  fluid  (again  "following  the  How",  i.e.,  for  the  time  derivative  just  D/Dt).  The  difference  is 
most  marked  In  a  time  integration;  the  Lagrangian  equations  would  be  integrated  along  flow  lines,  a  conceptually  complicated 
procedure. 

tt  An  alternative  discussion  is:  With  F  =  F(x,y,z,t)  then  AF  equals  the  change  in  F  due  to  change  in  time  at  a  fixed  point  in 
the  fluid  plus  the  change  in  F  which  would  occur  for  F  not  a  function  of  time,  but  varying  with  position.  This  equals  AF  = 
At(aF/3t)  +  Ax(al79x)  +  Ay(aF/ay)  +  Az(aF/az),  which  implies  (4:1). 
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Substituting  in  (4:2),  we  have  for  tlie  equation  of  continuityf 

^MP*ur),i  =  0.  (4:4) 

Consider  Newton's  Law,  /  =  (d/dt)mV.  Again  using  (4:1)  for  the  time  rate  of  change  of  a  quantity 
following  the  flow,  where  now  for  F  we  use  the  i^h  component  of  the  momentum  given  by  p*5  Vuj  ,  we  have 
the  relation 

5^^(p*u*5V)  =  Gi,  (4:5) 

where  Gj  represents  the  force  per  unit  volume  exerted  upon  the  element  of  fluidtt.  For  our  purposes  there  are 
three  forces  acting  within  the  fluid:  the  force  due  to  pressure  changes  within  the  fluid,  the  force  due  to  viscous 
stress  within  the  fluid,  and  the  force  of  gravity. 

The  mathematical  derivation  of  expressions  for  the  three  forces  can  be  found  in,  for  example, 
Landau  and  Lifshitz  (1959).  The  pressure  force  per  unit  volume  is  the  negative  of  the  pressure  gradient  (there 
is  no  such  pressure  force  in  a  constant  pressure  field).  The  viscous  force  per  volume,  allowing  for  variable 
viscosity  at  this  stage,  is  the  divergence  of  the  viscous  stress.  The  Newtonian  viscous  stress,  details  aside,  is  the 

most  general  symmetric  tensor  of  second-rank  which  one  can  form  from  first-order  derivatives  of  the  velocity. 

The  gravitational  force  per  unit  volume  is  in  the  negative  X3— direction  and  of  magnitude  p*g.  We  substitute 
the  three  forces  for  the  right-hand  side  of  (4:5).  In  the  left-hand  side  make  use  of  the  continuity  equation 

given  in  (4.4).  One  finds  for  the  Navier-Stokes  equations  governing  fluid  flow+tt 

■  "iVj*)  "   '(P*  +  3  ̂"jtjf  ik  +  ̂ fu  +  "k,i) 

^  -at 

-  P*g63i  •  (4:6) 
k 

Here  g  is  the  acceleration  due  to  gravity,  assumed  constant.  The  /i  is  the  fluid  viscosity  and  p*  is  the  fluid 
pressure.  The  Sy  is  Kronecker's  Delta;  it  is  unity  if  the  subscripts  are  equal,  and  otherwise  zero. 

Consider  now  the  entropy  of  the  moving  fluid.  The  entropy  changes  in  general  during  the  fluid  motion. 
One  obtains  for  the  equation  governing  time  rate  of  change  of  the  entropy  following  the  fluid  flow  (Landau 
and  Lifshitz,  1959) 

p*T*(DS/Dt)  =  u*j  [-  I^Um^Sij  +  m(u*j  +  uj-j)]  +  (kT*,i),i  .  (4:7) 

Here  T*  is  the  temperature,  S  is  the  entropy  per  mass,  and  k  is  the  thermal  conductivity.  The  entropy  changes 
for  two  reasons.  The  action  of  the  viscous  stresses  generates  heat  which  can  be  shown  to  lead  to  the  first  term 

on  the  right  side.  Further  there  is  heat  conduction  which  also  changes  the  entropy;  the  net  conduction  is  the 
divergence  of  the  thermal  heat  fiux  giving  the  second  term. 

The  equation  of  state  for  the  atmosphere  is  to  an  excellent  approximation  tliat  for  an  ideal  gas, 

p*  =  Rp*T*  (4:8) 

where  R  is  the  gas  constant  per  mass,  which,  for  an  ideal  gas,  leads  to  the  relation 

R  =  cp-    Cy.  (4:9) 

where  Cp  and  Cy  are  the  specific  heats  of  air  per  unit  mass  at  constant  pressure  and  constant  volume.  (We  shall 

neglect  at  this  stage  effects  of  variable  moisture  content). 

   .    dp*     3(p*Ui*)  _  _ 
I  In  terms  of  derivatives  this  equation  is  — -  +  — —   U- 

tt  The  forces  on  a  given  fluid  element  give  the  time  rate  of  change  of  the  momentum  of  that  lluid  element:  we  need  the 

substantial  derivative  of  the  momentum  for  a  proper  statement  of  Newton's  law. 

ttt  In  the  notation  of  vector  analysis,  this  is      */?"*,      ,      n   .  2  3         du*        3  * 

with  k  the  unit  vector  m  the  X,     direction.      "'iT *"     '   V"*)  =  -  Vp*  -  yV     (^-V   •  "•)  +  y^  M  ̂   +  ̂ ^/iVUfc  -  P*gk 
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We  now  define  certain  distributions  TqCxb),  PqCxs)  and  PqCxs),  for  convenience.  It  will  be  seen 

that  the  introduction  of  the  quantities  leads  to  equations  governing  the  remaining  thermodynamic  variable 

variation  which  are  not  exphcitly  dependent  on  g.  These  quantities  are  the  variable  distributions  which  lead  to  a 
neutrally  stable  atmosphere:  such  an  atmosphere  at  rest  is  neutrally  stable  to  small  displacements.  These 

characteristics  are  discussed  in  detail  in  4.3.2.  For  now  we  take  them  to  be  defined  quantities  which  are 

convenient  in  the  discussion.  Their  governing  equations  are 

To4  =  -^^3r  =  -Vg^3i,  (4:10) 
the  second  equation  following  from  the  thermodynamic  relation  (4:9)  and  where  7  =  Cp/cy  and 

-— Po,i  =  g^3i  (4:11) 

'^o 

and 

Po  =  RPoTo-  (4:12) 

Consider  now  the  dependence  of  density  changes  upon  pressure  and  temperature.  There  ate  pressure 

fluctuations  in  the  atmospheric  boundary  layer  (caused  by  velocity  fluctuations)  of  order(]0~*)  ̂ u  where  a^ 
is  the  RMS  (gust)  velocity  fluctuation,  say  3  meters  per  second.  Temperature  fluctuations  there  are  of  order 

onedegreeKelvin.  Hence;  in  cgs,  (CTp/p) 'v(-ix  10-^)x  (3  X  10^)'(10*) 'vl  X  10"";  (aj/T) 'v  |  X  10"^  . 
where  the  over  bars  indicate  time  averages,  discussed  below.  Consequently  from  (4:8)  for  the  small  relative 
fluctuations  which  we  have,  we  can  neglect  the  effect  of  pressure  fluctuations  on  the  density  fluctuations. 

As  discussed  in  connection  with  (4:10),  the  introduction  of  p^,  Tg  and  p^  (independent  of  Xi ,  X2  and 

to)  leads  to  equations  for  p*-po,  T*-Tq  and  p*-?q  which  are  independent  of  g.  Now  the  difficult 
nonlinear  character  of  the  equations  makes  simplification  essential.  This  is  usually  accomplished  by  asking  for 
less  information.  Instead  of  searching  for  the  complicated  functions  representing  the  pressure  etc.,  we  ask 

rather  for  their  (much  simpler)  averages.  We  are  lead  to  define  the  foUowing  variables: 

P*  =  Po  +  P  +  P 

T*  =  To  +  T  +  T  ("^-^^^ 

P*  =  Po  -  Po(T  +  T)/To 

and 

u*  =  u  +  u  ,  (4:14) 

Here  in  the  third  equation,  we  make  use  of  the  equation  of  state  and  have  supposed  that  the  relative  deviation 

of  the  temperature  from  the  stable  temperature  Tq  is  small.  The  overbar  indicates  time  averaged  quantities. 

Note  here  p*  =  Po  +  P  etc.,  i.e.,  p  is  the  difference  between  the  average  pressure  and  the  time— independent 

(neutrally  stable)  Pq.  Instantaneous  fluctuations  are  given  by  p,  T,  and  u.  Note  that  the  quantities  p,  T,  and  u 

are  fluctuations  (in  keeping  with  fluid  mechanics  usage)  not  the  total  pressure  etc.  The  time  average  of  such 
fluctuations  by  definition  vanishes.  We  suppose,  in  this  discussion,  that  fluctuating  quantities  of  chief  interest 
to  us  are  such  that  their  statistical  characteristics  do  not  change  over  moderate  time.  The  process  is  then  said 
to  be  statistically  stationary.  It  is,  of  course,  true  that  over  periods  of  an  hour  or  so  average  characteristics  of 
atmospheric  turbulence  can  and  often  do  change  significantly.  However,  it  is  usually  sufficient  to  average  over 
time  somewhat  shorter  than  this;  over  such  shorter  times  we  suppose  that  the  process  is,  as  stated,  stationary. 

Of  course  the  averaging  time  must  be  large  compared  with  characteristic  time  of  the  fluctuations.  Finally  we 
also  suppose  that  the  relative  deviation  of  the  pressure  from  the  stable  atmospheric  pressure  is  small. 
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Taking  the  ratio  of  (4:1 1)  to  (4:12),  we  find  (dp^/cixj)  =  -  p^g/RTo.  Thus  a  characteristic  length  for 

the  atmosphere  (the  so-caUed  scale  height  of  the  atmosphere)  is  seen  to  be 

RT 

H  =  -f  =  CoV7g  (4:15) 

where  Cq  is  the  speed  of  sound  for  the  temperature  Tq.  The  H  is  the  vertical  distance  over  which  the  pressure 

changes  by  a  fractional  amount.  For  phenomena  with  characteristic  lengths  considerably  less  than  H,  we  find 
that  the  equation  of  continuity  (4:4)  reduces  to  a  simple  incompressibility  condition,  which  in  conjunction 
with  the  defining  equation  for  the  velocity  (4:14)  leads  to 

uy  =  u,i  =  0.  (4:16) 

One  readily  obtains  the  thermodynamic  relation  for  entropy  changes  (Lumley  and  Panofsky,  1964), 

dS  =  -^  dT*  -  R^.  (4:17) 

If  now  we  consider  changes  in  entropy  following  the  flow,  we  have  the  relation 

DS  ̂   ̂DT*    _R  Dp;^  .4.jg. 
Dt       r*Dt       p*    Dt    ' 

where  (4:18)  is  to  be  substituted  for  the  entropy  change  in  (4:7).  In  that  equation  we  can  ordinarily  neglect 
viscous  heat  production  in  the  energy  balance,  thus  neglecting  the  first  term  on  the  right  side  of  (4:7).  Further, 
in  atmospheric  problems  we  can  usually  neglect  changes  in  the  viscosity  and  thermal  conductivity,  at  least  at 
the  scale  lengths  of  interest  in  this  discussion.  Using  the  various  approximations  and  definitions,  we 
substitute  in  (4:6)  and  (4:7).  In  discussions  in  this  report,  we  shall  primarily  be  interested  in  average  quantities 
and  accordingly  we  average  the  result  of  the  substitutions  in  (4:6)  and  (4:7),  recalling  that  the  averages  of  the 

fluctuation  quantities  p,  T,  and  u  all  vanish.  One  finds 

|i.ngUj  =  -(niaj),j-.^p,i  +  «Iij*iT6i,  (4:19) 

Here  it  is  convenient  to  define  the  kinematic  viscosity  v  =  iiIPq.  The  first  term  on  the  right  side  of  (4:19) 
represents  an  effective  force  per  unit  mass  caused  by  the  divergence  of  the  fluctuating  momentum  flux.  The 
first  term  on  the  right  side  of  (4:20)  gives  the  effective  heat  flux  caused  by  convective  effects.  These  quantities 
are  particularly  important  in  the  discussion  which  follows. 

4.2        Background  Information  On  Fluid  Mechanical  And  Related  Properties 

4.2.1     Discussion  of  Index  of  Refraction 

When  we  are  particularly  interested  in  optical  frequency  propagation,  the  main  effect  of  the 
atmosphere  comes  from  changes  in  the  refractive  index.  The  refractive  index  depends  primarily  upon  the 
density  of  the  atmosphere.  We  find  in  standard  references  (Allen,  1964)  that 

An^n-  1  =  82.6  X  10-*p*/T*  (4:21) 

with  n  the  refractive  index,  p*  the  pressure  in  milli-bars  and  T*  the  temperature  in  degrees  Kelvin.  We 
represent  RMS  fluctuations  of  quantities  by  a  with  a  subscript  indicating  the  variable  involved  and  find 

[^n/(n  -  0] '  =  {o^irf  +  {ojlTf  (4:22) 
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valid  for  small  relative  fluctuations  and  neglecting  any  (slight)  statistical  dependence  of  the  pressure  on 
temperature  fluctuations.  In  discussion  following  (4: 1 2)  we  found  we  could  neglect  the  effect  of  pressure 
fluctuations  so. 

82.6  X  10"*  Ir^ =i  ■  (4:23) 

4.2.2    Simplifying  Statistical  Assumptions 

We  suppose,  as  discussed  earlier,  that  the  wind  velocity  is  given  by 

u  +  u (4:24) 

where  u  is  the  average  wind  speed  and  u  is  the  instantaneous  departure  from  that  average.  We  are  also 
interested  in  temperature  fluctuations.  We  have  defined  the  temperature  of  the  air  at  a  given  position  and  time 
to  be 

To+T+T  (4:25) 

where  Tq  +  T  is  the  temperature  average  over  a  time  —  as  discussed  above  —  which  is  shorter  than  the  time 
within  which  the  whole  statistical  structure  of  the  atmospheric  turbulence  changes,  and  large  compared  with 

the  time  in  which  the  short-term  temperature  fluctuations  occur.  The  quantity  T  is  the  instantaneous 
fluctuation,  as  defined  earlier. 

We  consider  the  cross  correlation  of  quantities  measured  at  two  different  positions.  It  is  convenient  in 

what  follows  to  define  the  three  Cartesian  components,  uj,  of  the  velocity  fluctuation  vector  u.  Consider  the 

cross  correlation  of  the  velocity  fluctuations  measured  at  two  points,  r'  andr" .  This  correlation  is  defined  by 
the  time  average,  represented  by  <  >  (we  use  this  and  overbar  interchangeably). 

Qij(r',r",t)  =  <(ui(r',t')uj(r",t'  +  t)>  =  ̂̂ .^^  ̂f\i(r',t')u^ir",t'  +  t)  dt'  .  (4:26) 

Our  assumption  that  the  process  is  statistically  stationary  means  that  the  correlation  is  approximately 

independent  of  which  segment,  T,  of  velocity  fluctuation  we  use  in  the  determination  of  the  average 
(correlation  function).  Other  cross  correlations  are  important  to  us;  the  cross  correlation  of  temperature 
fluctuations  is: 

S(r',t",t)  =  <r(r',t')T(r",t'  +  t)>  ,  (4:27) 

with  the  average  defined  as  the  time  average  in  a  way  analogous  to  that  in  (4:26).  The  often-important 
transport  of  the  temperature  fluctuations  within  the  turbulent  atmosphere  is  controlled  by  the  cross 
correlation  of  the  velocity  with  the  temperature,  defined  by 

Ti(r',r",t)  =  <T(r',t')ui(r",t'  +  t^  (4:28) 
The  quantities  (4:26)  and  (4:28)  were  discussed  in  connection  with  (4: 19)  and  (4:20).  The  time  average  is 

analogous  to  that  of  (4:26).  When  the  two  points  of  measurement,  r  and  r"  are  separated  by  a  distance 
considerably    greater    than    some    length    Lq,    the    fluctuations   become    statistically    independent  of  one 
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another  and  it  follows  that  the  correlations  given  in  (4:26)  -  (4:28)  go  to  zero  (this  is  so  because  by  the 
definitions  (4:24)  and  (4:25)  the  average  of  the  fluctuations  themselves  must  vanish).  This  distance  Lq  is 
called  the  correlation  length,  or  outer  scale.  It  is  of  great  importance  in  discussing  propagation  characteristics 
of  the  atmosphere  and  in  many  other  connections.  Similarly,  if  the  time  delay,  t,  between  the  measurements, 

even  though  the  two  points  are  closer  than  Lq,  exceeds  a  time  characteristics  of  the  turbulence  T^,  then  again 
the  fluctuating  quantities  become  statistically  independent  of  one  another  and  the  cross  correlations  given  in 

(4:26)  -  (4:28)  go  to  zero.  This  time,  Tq,  is  called  the  correlation  time  for  the  turbulent  process.  It  is 
typically  dependent  upon  the  quantities  already  defined.  In  most  turbulent  processes  when  measurements  are 
made  moving  with  the  mean  flow, 

To  =  ̂ -  (4:29) 

"u 

Thus  the  characteristic  time  (correlation  time)  for  the  turbulent  process  is  of  the  order  of  the  correlation 

length,  Lq  (often  called  the  "size"  of  the  large  eddies)  divided  by  the  velocity  fluctuation.  If  the  turbulence 
were  not  being  constantly  regenerated  by  the  wind  shear  forces  in  the  atmosphere,  the  whole  turbulent  process 

would  decay  after  several  such  times  Tq  leaving  no  fluctuations.  This  is  the  qualitative  behavior  of  turbulence 
observed  in  laboratory  wind  tunnel  experiments  where  the  turbulence  is  not  regenerated  within  the  wind 
tunnel.  The  discussion  here  deals  with  a  situation  where  there  is  no  mean  wind  (or  if  there  is,  as  suggested,  one 
must  move  with  the  mean  flow.)  If,  as  is  usual,  there  is  a  wind  and  our  measurement  point  is  fixed,  there  are 
time  fluctuations  caused  by  the  transport  of  the  fluid  past  the  measurement  point.  These  effects  are  discussed 
below. 

Often,  atmosphere  turbulence  shows  little  statistical  change  when  we  move  from  one  position  to 
another.  Such  behavior  is  called  statistical  homogeneity.  It  is,  of  course,  not  rigorously  true  in  any  application. 
In  the  atmosphere,  the  situation  is  complicated  by  the  fact  that  the  large  scale  characteristics  change  when  we 

move  vertically  a  distance  Lq,  the  scale  of  the  turbulence.  Nevertheless,  for  many  purposes,  the  assumption  of 
statistical  homogeneity  is  a  useful  approximation.  For  such  homogeneous  turbulence,  the  correlations 

(4:26)  —  (4:28)  reduce  to  functions  of  time  and  space  functions  of  the  displacement  vector 

r  =  r    -  r (4:30) 

between  the  two  points  at  which  measurements  are  made.  It  is  obvious  that  this  reduces  the  number  of 
independent  variables  in  the  problem.  In  the  remainder  of  this  section,  we  restrict  the  discussion  to  those 
properties  that  can  be  found,  at  least  approximately,  by  assuming  statistical  homogeneity. 

Often  the  average  quantities  defined  here,  in  particular  the  smaller-scale  characteristics,  are 
approximately  independent  of  the  orientation  of  the  displacement  factor  r.  The  idealization  that  the 
turbulence  has  this  property  is  called  statistical  isotropy.  This  is  a  further,  most  useful,  simplifying  assumption 
for  the  discussion  of  atmospheric  turbulence.  In  conjunction  with  the  previously  discussed  simplifying 

assumptions,  statistical  isotropy  leads  to  the  following  reductions  of  complexity  in  the  cross-correlations 
(4:26)  -  (4:28).  The  reader  is  referred  to  Batchelor  (1953)  for  a  more  extended  discussion  of  the  symmetry 
characteristics  presented  here: 

Qij  =  Q.(r,t)rirj  +  Q,(r,t)5ij  ;  (4:31) 

S  =  S,(r,t);  (4:32) 

T  =  T,(r.t)ri.  (4:33) 

The  coefficient  functions  Q, ,  Q2 ,  Si ,  and  T,  are  called  "scalar  generators"  and  depend  only  on  the  Iciigtii  of 
the  displacement  vector  r  and  on  the  time  delay  between  the  measurements.  The  simple  rule  for  forming  all 
such  statistically  isotropic  correlations  is  to  make  up  all  relevant  combinations  of  the  vector  components  tj  and 
of  the  Kronecker  delta  symbol  5jj,  as  seen  in  the -examples  here. 
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Often  in  atmospheric  turbulent  processes,  the  fluid  flow  is  essentially  incompressible  see  (4:34).  As 
a  result  of  this  incompressible  condition,  the  correlations  (4:26)  can  be  further  simplified 

Ui,  i  =  0 Qv 

2r      ar 

rjrj  + 0 

(o4f> 

(4:34) 

(4:35) 

(4:36) 

the  correlation,  S,  is  unchanged  by  the  incompressibility  assumption.  The  function,  Q,  is  a  longitudinal 
velocity  correlation:  it  is  the  velocity  correlation  wherein  one  measures  the  components  in  the  direction  of  the 

displacement  vector  r  (between  the  measurement  points).  Some  typical  measurements  of  the  function  Q(r,o) 
are  shown  in  (F4.1). 

The  measurements  shown  in  (F4.1)  were  made  in  a  wind  tunnel.  The  turbulence  is  generated  by  a 

square-mesh  grid  of  size  M.  The  mean  flow  speed  is  U.  The  Reynolds  number,  VM/v,  (where  u  is  the  ratio  of 
the  viscosity  to  the  density)  is  given  various  values  in  the  experiment  by  varying  the  flow  speed.  All 
measurements  are  made  at  a  given  distance  downstream.  As  is  seen  from  the  figure,  the  dimensionless  plot 

collapses  the  data  at  all  separations  except  the  smallest  ones.  The  longitudinal  correlation,  Q(r,o),  typically 
shows  very  large  curvature  at  the  origin,  where  the  measurements  depend  upon  the  value  of  the  viscosity.  The 

half-width  of  the  correlation  function  is  on  the  order  of  the  large  scale,  (here  the  mesh  size  M)  and  is  relatively 
independent  of  the  viscosity  —  or  the  Reynolds  number  -  and  thus  as  we  shall  see  later,  independent  of  what 
is  called  the  inner  scale. 

The  remarkable  fact  that  the  cross-correlation  of  the  temperature  and  velocity  fluctuation  vanishes 

under  these  assumptions,  as  seen  in  (4:36),  deserves  special  comment.  This  vanishing  of  the  cross-correlation 
would  occur  for  the  cross-correlation  of  any  scalar  with  the  velocity:  it  is  called  statistical  orthogonality.  The 
null  result  is  akin  to  the  vanishing,  say,  of  the  cross-correlation  of  the  sine  with  the  cosine  function.  In  a  way  it 

corresponds  to  the  two  fluctuating  quantities  being  "90°  out  of  phase"  with  one  another.  It  should  be 
emphasized  that  (4:36)  does  not  imply  that  the  temperature  and  velocity  fluctuations  are  statistically 

independent  of  one  another.  The  cross-correlation  of  the  temperature  fluctuation  with  the  square  of  the 
velocity  fluctuation,  for  instance,  would  not  vanish  in  general. 
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Figure  4.1    Adjusted  correlation  functions  at  different  Reynolds  numbers  (Stewart  and  Townsend.  1951). 
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The  above  discussion  is  based,  as  indicated,  upon  idealized  assumptions  concerning  the  symmetry  of 
the  turbulent  structure  involved  in  temperature  and  velocity  fluctuations.  First,  it  is  assumed  that  the 

turbulence  is  statistically  stationary.  Furthermore,  we  have  supposed  that  the  turbulent  process  is  statistically 
homogeneous  and  statistically  isotropic  as  well.  This  is  usually  found  to  be  the  case  for  the  smaller-scaled 
structure;  but  for  the  large  scales,  that  is,  for  the  large  eddies,  such  simplifying  assumptions  cannot  be  justified. 
Velocity  and  temperature  differences  are  approximately  homogeneous  and  isotropic  if  r  is  small  compared 

with  Lq.  Thus,  consider  "structure  functions"  for  these  fluctuating  quantities.  For  example,  define  a  structure 
function  for  the  velocity  fluctuation  as  in  (4:37).  (Structure  functions  are  usually  defined  for  simultaneous 
measurements.  When  time  is  a  variable,  it  will  be  implicit  in  what  follows.) 

Thus, 

Dij(r',r")  ̂   <[ui(r')^  Ui(r")]  [uj(r')-  Uj(r")j>  .  (4:37) 

For  |r"-r'|  =  jrl  «  Lq  this  correlation  is  often  assumed  to  be  statistically  homogeneous  and  isotropic,  that  is, 
to  depend  only  on'  r:  The  smaller  scale  structure  within  the  turbulence  is  of  more  universal  form  than  is  the 
large-scale.  For  such  small  scales,  we  can  write  Dj;  in  a  form  similar  to  (4:35)  (with  t  =  o  for  the  simultaneous 
measurements  under  discussion).  The  structure  function  notation  follows  Tatarskii  (1959).  Define  the 

longitudinal  structure  function,  Dj.^(r),  which  is  the  value  of  (4:37)  when  the  measurement  at  both  points  is  of 

the  component  of  the  velocity  fluctuation  in  the  direction  r;in  detail,  Djf(r)  =  Dj  i(rt). 
In  a  way  analogous  to  that  for  the  velocity  structure  function,  one  can  define  a  structure  function  for 

temperature  when  small-scale  effects  are  statistically  homogeneous  and  isotropic: 

DT(r)  =  <([T(r')  -  T(r'  +  r)]^  ̂  2S: (0)  -  2S, (r)  (4:38) 

with  the  function  Si  defined  in  (4:27)  and  (4:32)  for  simultaneous  measurements.  When  needed,  one  could 

similarly  define  the  cross  correlation  between  temperature  fluctuations  and  velocity  fluctuations. 
There  is  a  further  practical  consideration  which  should  be  mentioned  in  connection  with  the 

measurement  of  these  correlations.  Often  the  turbulence  is  being  transported  with  a  mean  velocity,  that  of  the 
prevailing  wind  at  the  altitude  in  question.  This  characteristic  can  be  utilized  to  simplify  the  measurement 

process.  Let  us  consider  a  simple  case.  Suppose  that  the  horizontal  wind  speed  in  the  x-direction  isu';  then  if 
we  measure  the  temperature  fluctuation,  T  ,  in  time  at  one  point  and  take  the  cross-correlation  of  this 
temperature  fluctuation  with  the  temperature  fluctuation  at  a  later  time,  t,  at  the  same  point  r,  we  obtain 

<T(r',t')T(r'  -  tut,  t'  +  t]>  ,  (4:39) 

with  T  the  unit  vector  in  the  wind  direction.  As  discussed  above,  the  characteristic  length  for  the  spatial 

dependence  is  Lq;  the  characteristic  time  for  the  time  dependence  is  I^qIo^.  It  follows  that  there  will  be 
significant  changes  in  the  correlation  due  to  the  influence  of  time  on  the  spatial  dependence  when  t  is  of  order 

Lq/u.  Similarly,  there  will  be  significant  changes  due  to  the  time  delay  in  the  time  dependence  when  t  is  of 

order  Lg/oy.  Since  Oy/u  is  typically  of  order  5  percent,  it  is  seen  that  the  time-dependence  effect  in  the  spatial 
variable  position  is  much  more  important  than  that  in  the  time  variable.  If  we  neglect  the  effect  of  the  time 
delay  in  the  time  variable,  we,  in  effect,  assume  that  the  turbulence  shows  no  time  dependence;  it  is  in  steady 

flow  merely  being  transported  with  the  speed  u.  This  is  called  the  Taylor  hypothesis  or  a  frozen-flow 
hypothesis.  As  we  see  from  this  discussion,  errors  incurred  through  the  use  of  such  a  hypothesis  amount 
typically  to  a  few  percent.  Corresponding  correlations  utilizing  structure  function  definitions  are  easily  devised 
by  making  measurements  at  two  space  points.  By  adjusting  the  time  delay  and  the  separation  of  (he  points  one 

may  obtain  space-time  correlations  in  situtations  like  that  described  here  where  there  is  a  mean  wind 
transporting  the  turbulence. 

Finally  it  is  interesting  to  note  that  in  most  turbulence  applications  the  fluctuating  quantities  (ui  U2U3; 
T,  p,  p  etc)  are  approximately  Gaussian.  This  behavior  leads  to  approximate  theoretical  formulations  from 
which  some  useful  results  can  be  obtained  (see  e.g.  Meecham  and  Jeng,  1968). 
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4.2.3     Energy  Spectra 

Consider  the  triple  Fourier  transform  of  the  velocity  correlation  function, 

*ij(k,t)  =  (27r)- 

//
/■
' 

■■Qijd.t)  dxdydz (4:40) 

where  r  =  (x,y,z).  The  wave  number  k  is  equal  to  In/X,  where  X  is  the  size  of  the  "eddy"  under  examination  in 
the  Fourier  transform.  The  turbulent  kinetic  energy  per  unit  mass  is  one  half  the  average  of  the  square  of  the 
velocity  fluctuation.  The  kinetic  energy  per  unit  mass  is  given  by 

K.E.  =  ̂  Qjj(O,0)  =j"°°E(k)  dk 

(4:41) 

where  we  employ  the  summation  convention  on  the  repeated  index  j  —  i.e.,  (4:41)  means 
(l/2)(Qii+Q2  2+Q3  3)-  From  (4:40)  the  energy  spectrum  function  E(k)  is  seen  to  be  related  to  the  Fourier 
transform  by 

E(k)  =  27rk2<I)ii(k,0) (4:42) 

We  have  supposed  here  that  the  turbulence  is  statistically  isotropic,  in  which  case  the  spectrum  function  E,  is 
dependent  only  on  the  magnitude  of  the  vector  k.  The  quantity  E(k)dk  is  seen  from  its  definition  to  give  the 

energy  contained  by  eddies  within  the  wave  number  range  between  k  and  k  +  dk. 
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Figure  4.2    Spectrum  function  at  different  distances,  x,  downstream  in  the  turbulence-generating  grid  in  wind 
tunnel  experiments  (Steward  and  Townsend,  1951 ). 
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Similarly,  we  can  define  the  energy  spectrum  for  the  turbulent  temperature  fluctuations  using  the 
autocorrelation  function  Si  defined  in  (4:32).  We  write  the  Fourier  transform  of  that  function 

*x(k)  =  -r°°e-ikxs,(x,0)  dx  .  (4:43) 

^Jo 

The  
mean  

square  
temperature  

fluctuation,  

which  
plays  

a  role  
here  

akin  
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energy  
above,  

can  
be  seen  

to 
be  given  

by 

Si  (0,0)  =1    4'x(k)  dk  =  a^  .  (4:44) 

•'o 

Again  here  we  have  the  physical  significance  that  in  the  mean  square  fluctuation  the  quantity  <l>'p(k)dk  gives 

the  "amount  of  the  fluctuation"  arising  from  eddies  with  wave  numbers  in  the  range  between  k  and  k  +  dk. 
(For  the  cross-correlation  defined  in  (4:28)  there  is  an  energy  spectrum  analogous  to  E  and  to  4>'p.)  It  can  be 
shown  that  these  energy  spectra  are  real,  positive  functions.  Results  of  wind  tunnel  measurements  of  the 

spectrum  function  E(k)  are  shown  in  (F4.2).  The  quantity  Xj  is  the  so-called  Taylor  microscale,  or  dissipation 
length.  It  is  defined  by  (Batchelor,  1953) 

Xj=  nSva^^lel'^  =  (7u 

-d^Q(r,0) 

dr^ 

-1/2 

(4:45) 

r^o 

with  e  the  time  rate  of  decay  (or  supply)  of  kinetic  energy  per  unit  mass.  The  length  Xj  is  seen  to  be 
proportional  to  the  radius  of  curvature  of  the  correlation  function  at  the  origin  (F4.1).  The  length  Xj,  though 
useful  in  data  treatment,  is  known  not  to  be  the  scale  at  which  dissipation  occurs  (F4.4  and  discussion  below 
in  this  connection).  We  return  to  this  point  in  the  next  section,  following  the  discussion  of  the  cascade  theory. 

In  atmospheric  turbulence  Xj  is  typically  measured  to  be  a  foot  or  two  (Jones  et  al.,  1969).  From  the 

Navier-Stokes  equations  governing  fluid  flow,  we  know  that  the  energy  dissipation  within  approximately 
incompressible  turbulent  fluid  flow  is  accounted  for  entirely  by  the  viscosity.  From  these  equations  it  can  be 
shown  that  the  energy  dissipation,  e,  is  given  by 

2u(    k2E(k)dk  .  (4:46) 

-'o 

It  follows  immediately  from  (4:40)  —  (4:42)  that  the  quantity  e  is  proportional  to  the  second  derivative  of  the 

longitudinal  correlation  function  at  the  origin:  Q"(0,0). 

4.2.4    The  Cascade  Theory  of  Turbulence 

There  is  a  simplifying  hypothesis  concerning  the  nature  of  the  energy  transfer  within  turbulence  which 

is  useful  in  connection  with  atmospheric  problems.  Some  years  ago  Kolmogorov  (1941)  proposed  the 
following  view  of  the  turbulent  energy  transfer  process  (F4.3).  A  quantity  of  power  per  mass,  e,  is  supplied  to 

the  turbulence,  usually  being  injected  in  the  largest  turbulence  scale,  of  order  LQ(through  the  non-linearity  of 
the  fluid  flow  process).  This  energy  is  passed,  again  because  of  the  non-linearity  of  the  equations  of  motion, 
down  to  those  .eddies  which  dissipate  the  energy.  (If  the  equations  were  linear,  there  would  be  no  energy 

transfer  between  different  size  eddies.)  The  dissipating  eddies  are  very  small,  with  size  of  order  8q,  the 

so-called  inner  scale.  These  eddies  dissipate  the  energy  as  heat.  Kolmogorov  makes  an  assumption  concerning 
the  way  in  which  the  non-linearities  of  the  fluid  flow  process  pass  energy  from  the  very  large  eddies  to  the  very 
small  ones:  One  might  reasonably  suppose  that  this  quantity  of  energy  per  second,  e,  is  passed  from  the  largest 
to  the  next  smaller  eddies;  and  in  turn  from  those  to  yet  smaller  eddies  and  so  on,  down  to  the  smallest 

(dissipation)  eddies,  of  size  Cq.  This  (assumed)  transfer  is  called  a  cascade.  There  is,  as  yet,  only  indirect 
experimental  evidence  that  this  is  the  mode  of  energy  transfer.  Nevertheless,  if  we  suppose  that  this  is  the 

process,  there  is  a  considerable  simplificafion  in  the  turbulence  description.  Suppose  that  we  want  to  find  the 

energy  spectrum  E(k).  The  parameters  in  the  problem  consist  of  e,  8q,  Lq,  and  ct^.  The  quantities  e,  Lq,  andOy 
are  known  to  be  connected  by  the  following  empirical  relation  (Batchelor,  1953) 

e'vA-p.  (4:47) 
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^QfCM 
€,  into  heat 

Figure  4.3    Sketch  of  the  hierarchy  of  eddies  for  energy  cascade. 

Figure  4.4    A  logrithmic  plot  of  the  spectrum  for  one  run.  The  straight  line  has  a  slope  of  -5/3;  k  is  in  cm   ' 
(Grant  etai,  1962). 
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If  one  believes  that  the  rate  of  loss  of  energy  from  the  large  eddies  is  independent  of  the  small-scale  viscosity 
dependent  effects  then  (4:47)  follows  by  dimensional  analysis.f  Put  another  way,  we  might  suppose  that  the 
transfer  of  energy  from  larger  to  smaller  eddies  is  accomplished  by  the  nonlinear  inertial  effects,  with  viscosity 
playing  a  role  only  in  the  energy  dissipation  (into  heat)  by  the  smallest  eddies.  Thus  we  can  eliminate  one  of 

tlie  parameters  appearing  in  (4:47)  let  that  one  be  Oy.  If  we  examine  the  energy  spectrum  in  the  intermediate 
range 

Cq  «  27rk-'  «  Lq  (4:48) 

we  may  reasonably  suppose  that  the  function  E(k)  is  independent  of  Cq  (the  inner  scale)  and  Lq  (the  outer 
scale).  Of  course,  in  order  that  (4:48)  be  possible,  it  is  necessary  that  Lq  be  extremely  large  compared  with  Cq. 

Allowing  an  order  of  magnitude  for  the  range  of  variation  of  27rk"'  we  see  from  (4:48)  that  we  need 

with  -^  =  Re'^'"  >  10^ 

"^o 

n     T 

(4:49) 

using  the  size  of  Cq  given  in  (4:51)  below.  Such  large  Reynolds's  numbers  are  indeed  attained  in 
lower-atmospheric  turbulence.  Using  dimensional  analysis,  it  immediately  follows  from  the  above  reasoning 
that  the  energy  spectrum  is  given  by 

^o  *-o 

where  here  and  below  the  a^  are  dimensionless  constants  of  order  unity. 

Before  discussing  this  energy  spectrum  function,  consider  the  inner  scale,  Cq.  Kolmogorov  suggested 
(as  seems  plausible  from  the  nature  of  the  physical  process)  that  the  inner  scale  is  independent  of  the  outer 

scale,  Lq,  and  thus  depends  only  upon  e  and  upon  the  kinematic  viscosity,  v.  In  such  a  case  one  obtains  from 
the  use  of  dimensional  analysis  the  following  result  for  the  inner  scale: 

^0  =  a2('^Ve)"V  (4:51) 

In  the  atmosphere,  9.q  is  typically  of  order  of  millimeters  (Monson  et  al.,  1969).  Similarly  the  average  velocity 
change  associated  with  the  dissipation  is  found  by  dimensional  analysis, 

^1 — ^^1/2  1/4 

(Al?)       'v(w)  (4:52) 

The  results  of  some  important  measurements  of  E(k)  by  Grant  et  al.  (1962),  are  shown  in  (F4.4). 
These  experiments  were  performed  in  British  Columbia  in  a  tidal  channel  near  Vancouver.  The  results  are 

plotted  log-log,  to  bring  out  the  proposed  algebraic  dependence  of  the  energy  spectrum  function  upon  the 
wave  number  see  (4:50).  It  is  seen  that  the  spectrum  in  these  experiments  had  the  suggested  form  over  eight 
octaves  of  k.  The  quantity,  e,  was  obtained  by  integration  as  in  (4:46).  The  energy  spectrum,  E(k),  was 
measured  directly,  in  effect  using  its  definition.  It  is  noted  that  these  experiments  show  that  the  inner  scale, 

the  scale  at  which  dissipation  occurs,  is  of  order  Cq,  as  defined  in  (4:51).  It  is  approximately  at  Cq  ̂'^'i'  '^^ 
spectrum  shows  an  abrupt  reduction,  not  at  the  Taylor  dissipation  length  Aj.  The  reason  that  this  is  so  can  be 
seen  in  the  following  way  (we  adopt  the  view  that  the  cascade  description  of  the  turbulent  process  is  valid). 

The  dissipafion  may  be  supposed  to  consist  of  velocity  jumps  Au^  '  (4:52)  with  a  volume  average  of  order 
(ve)  ,  where  the  characteristic  distance  in  which  the  jump  occurs  is  of  order  (I'^/e)  (4:51).  These  dissipation 
regions  are  assumed  to  occupy  a  fraction  a  of  the  volume  of  the  turbulence;  of  course,  a  would  be  near  unity 

f  Dimen.sional  analysis  is  of  particular  importance  in  fluid  mechanics.  Such  analysis  is  performed  as  follows:  Suppose  we  have 
parameters  and  variables,  of  importance  in  a  particular  problem,  called  x,,  x,,...,Xn.  Form  all  possible  independent 
dimensionless  quantities  from  them,  called  x, .  X,,  ■■  ■  ,  Xm-  Then  any  physical  law  for  the  problem  can  be  written  in  the  form 
"  (x,  ■  Xt  •  .  ■  ,  Xm)  -  0  where  II  is  some  function.  For  example,  consider  the  period  of  a  simple  pendulum.  We  may 
reasonably  suppose  that  the  important  parameters  arc  L,  the  length  of  the  penduluin;  M.  its  mass  and  g.  We  have  only  one 
possible  dimensionless  variable  grVL.  Then  solving  II{gTVL)=0  for  t  we  have  t  =  aVlTg  where  a  is  dimensionless.  Constants 
like  a  are  usually  of  order  unity  (between  0.1  and  10)  for  reasons  known  only  to  God.  For  this  problem  a  =  2Tr  of  course. 
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if  the  dissipation  regions  completely  fill  the  volume.  From  this  model  of  the  dissipation  process  we  can 
estimate  the  Taylor  microscale  from  (4:45).  We  obtain  using  the  Kolmogorov  estimates 

e 
At  "^  o. 

o 

(Au^) 

(4:53) 

or. 

At 

C7   ̂  iye)""-  (4:54) 

Use  (4:47)  in  (4:54)  to  obtain  the  result  for  the  ratio  of  the  Taylor  dissipation  length  to  the  Kolmogorov 
dissipation  length: 

% 

Y  -^  (Re')"'  ■  (4:55) 

*o 

Evidently  this  ratio  is  typically  quite  large  in  atmospheric  work,  where  the  fluctuation  Reynolds  number  may 

be  very  large  indeed.  From  the  Kolmogorov  cascade  theory  we  obtained  an  estimate  for (Au^)  ̂   which  is  the 
characteristic  size  of  the  small-scale  velocity  fluctuations  associated  with  the  viscous  dissipation  process.  The 
dissipation  could  be  spread  somewhat  uniformly  throughout  the  turbulent  flow.  Recent  work  deahng  with  the 
interimittancy  of  turbulent  flow  suggests  that  in  fact  the  dissipation  may  occur  in  sUp  regions.  In  such  a  case 

the  individual  velocity  changes,  when  they  occur,  are  larger  than  the  average  represented  by(Au^)  .  It  is  of 
interest  to  see  how  the  average  quantity  is  related  to  the  typical  velocity  jump  involved  in  the  dissipation 
process.  Call  the  typical  velocity  jump  Au;  then  utilizing  the  definition  that  the  dissipation  occurs  within  a 
fraction  a  of  the  total  turbulent  volume,  we  see 

^u^a-\vey"^  .  (4:56) 

If  one  adopts  the  customary  view  that  the  turbulence  is  quite  intermittent,  one  may  expect  to  find  small 
values  of  a,  and  consequently,  to  find  that  the  typical  velocity  jump,  Au,  involved  in  the  dissipation  process  is 
relatively  large,  but  relatively  infrequently  encountered.  Many  other  experiments,  both  in  the  ocean  and  in  the 

atmosphere,  have  verified  the  Kolmogorov  dependence  of  the  energy  spectrum  function. 
The  behavior  of  the  energy  spectrum  function  reflects  in  a  corresponding  simplification  of  the 

correlation  function  for  small  separations  of  the  measuring  points.  Using  dimensional  analysis,  one  obtains  a 
result 

Q(r,o)  =  au2  -  ̂ ^{exf^  .  (4:57) 

The  velocity  structure  funcfion  defined  earlier  takes  the  form 

Drr(r)  =  C(er)^'3 ,  C^  «  r  «  Lq  .  (4:58) 

Similarly  the  temperature-fluctuation  structure  function  within  the  same  range  of  r  is, 

I>^(r)  =  CT'(r)2'^Co«r«Lo.  (4:59) 

We  are  often  concerned  with  changes  in  the  index  of  refraction.  We  define  a  structure  function  for  such 
changes, 

Dn(r)  =  <fn(r')-n(r'  +  r)]^,  (4:59a) 

where  we  again  suppose  that  small  scale  effects  are  homogeneous  and  isotropic.  Then  employ  the  definition, 
(4:27),  the  resuU  in  (4:23),  the  Kolmogorov  form  for  the  temperature  structure  function  to  find, 

Dn(r)  =  C^'  x^'^ ,  Cq  «  r  «  L^  .  (4:60) 
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We  can  estimate  the  constants  in  (4:58)  -  (4:60)  as  follows.  It  is  reasonable  to  extrapolate  the 

Kolmogorov  forms  to  r  'v  Lg.  In  that  range,  the  structure  functions  are  on  the  order  of  the  mean  square 
fluctuations.  Hence  we  have  from  (4:58)  using  (4:47) 

Cvl  (4:61) 

and  similarly 

C^  ̂  a\  L^-''^  ■  Cn^  'v  a^^  h^'^'^  .  (4:62) 

Of  course  a^  and  aj  are  related  by  (4:23).  Putting  in  typical  values  for  the  physical  quantities  at  altitudes  in 
the  atmospheric  boundary  layer,  e.g.,  we  find 

Cn'  =8.7  X  lO-'^Cx,  ^^■^^'> 

with  temperature  measured  in  degrees  Centigrade. 
The  energy  spectra  can  also  be  obtained  using  the  reasoning  of  this  section.  For  shorter  wavelengths, 

but  not  so  short  that  we  are  in  the  viscous  range,  the  spectrum  (4:42)  can  be  written 

E(k)  =  b,e^'3k-=/3,^«  k«^,  (4:64) Lq  o 

recognizing  that  E  can  depend  only  on  e,  and  k  in  this  range.  Here  bjj  are  also  dimensionless  and  of  order 
unity.  Similarly,  the  temperature  energy  spectrum  can  be  written 

*T(k)  =  b2aT'Lo'''k"'"  (4:65) 

these  spectra  can  alternatively  be  obtained  by  (effectively)  taking  the  generalized  Fourier  transform  of  the 
correlations. 

4.3        Special  Characteristics  of  the  Real  Atmospheric  Boundary  Layer 

This  discussion  of  turbulence  has  certain  simplifying  implicit  idealizations.  The  real  atmosphere,  and  in 

particular,  the  atmospheric  boundary  layer  near  the  earth's  surface  shows  irregular  deviations  from  these 
idealizations  which  must  be  taken  into  account  in  the  discussion  of  temperature  and  velocity  fluctuations.  For 
example,  we  must  be  concerned  with  surface  roughness.  Such  rougluiess  can  vary  from  the  very  slight  effects 
of  sand  particles  at  the  surface  of  a  flat  desert  (and  small  ripples  on  the  surface  of  the  ocean,  say,  on  a  very 
quiet  day)  through  effects  due  to  surface  vegetation  (and  moderate  ocean  surface  waves)  all  the  way  up  to  the 

large-scale  "surface  roughness"  of  large  buildings,  hills  and  mountains.  Additionally,  we  must  be  concerned 
with  the  effect  of  temperature  gradients  in  the  atmospheric  layers  of  interest  to  us.  We  shall,  in  the  present 

section,  give  a  brief  summary  discussion  of  these  real-atmosphere  boundary  layer  effects.  For  details  the  reader 
should  see,  e.g.,  Priestley,  (1959). 

4.3.1     Surface  Roughness  Effects 

Consider  first  the  effect  of  surface  roughness,  assuming  a  neutral  atmosphere  (one  in  which  air 
displaced  vertically  retains  the  same  density  as  its  surroundings).  We  take  the  temperature  effects  into  account 
below.  If  one  examines  the  turbulent  boundary  layer  over  an  extremely  flat  surface  (e.g.,  a  machined  plate),  it 
is  found  that  there  is  a  region  very  close  to  the  plate  in  which  the  fiow  is  strongly  dependent  on  tlie  fluid 
kinematic  viscosity,  y.  This  region  is  called  the  laminar  sublayer.  The  thickness  of  this  layer  is  typically  less 
than  a  centimeter.  Furthermore,  if  one  examines  fiow  over  a  surface  with  smooth  proturberances,  it  is  found 
that  the  fluid  fiow  very  close  to  such  objects  is  likewise  dependent  on  the  kinematic  viscosity,  but  again  the 
characteristic  lengths  for  such  sublayers  are  extremely  small.  We  shall  not  be  interested  here  in  these  viscous 

sublayers.  As  one  moves  some  distance  away  from  a  real  surface,  it  is  found  that  an  important  length  in  the 

discussion  is  Zq,  the  "roughness  length,"  typically  of  order  (though  somewhat  smaller  than)  the  root  mean 
square  displacement  of  the  surface  from  its  average  plane;  or  more  simply,  z^  is  of  order  one-tciilli  the 
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dimension  of  the  typical  projection  on  the  surface  in  question.  In  addition  to  this  length,  there  is  another 
important  parameter  with  dimension  of  velocity.  In  this  connection,  it  is  customary  to  characterize  the 

dynamic  effect  of  the  rough  surface  on  the  flow  through  the  use  of  a  "friction  velocity,"  usually  given  the 
symbol  u^.  This  friction  velpcity  is,  in  turn,  defined  in  terms  of  the  average  surface  stress,  t,  through  the 
relation 

(S) 

(4:66) 

U:^  is  typically  between  0.05u  and  0.5u  for  most  real  surfaces,  the  lower  values  corresponding  to  very  smooth 
surfaces  (snow,  desert)  and  the  upper  values  to  surfaces  with  obstructions  like  trees  and  houses.  The  velocity 
fluctuation  near  the  rough  surface  is  of  order  u,^. 

From  experiments,  one  finds  a  logarithmic  dependence  of  the  mean  velocity  on  the  distance  from  the 
average  plane  of  the  rough  surface  (out  of  the  viscous  sublayer) 

u*         z 

u  =  —  In  — 
(4:67) 

where  k^,  the  so-called  Karman  constant,  is  approximately  0.4.  The  quantity  Zq  can  be  obtained 
experimentally,  and  is  found  to  be,  as  suggested  above,  of  order  (but  somewhat  smaller  than)  the  average 

height  of  surface  roughness.  Typical  values  for  Zq  obtained  experimentally  for  the  indicated  types  of  surfaces 
are  given  in  (T4.1);  Vj  is  the  wind  speed. 

TABLE  4.1    Roughness  Parameters  of  Various  Surfaces 

Type  of  Surface 

zo 

(cm.) 

Smooth  mud  flats 0.001 

Smoth  snow  on  short  grass 0.005 
Desert  (Pakistan) 0.03 

Snow  surface,  natural  prairie 0.10 

Mown  grass: 
1.5  cm. 0.2 
3.0  cm. 

0.7 

.  ̂         (v2  =  2msec-' 
4.5  cm.<          .    o           -1 

\U2  =  6-8  m  sec 

2.4 

1.7 

1^2  =  1.5  m  sec"' 

9.0 

Long  grass,  60-70  cm.Kt'a  =  1.5  m  sec"' 
6.1 

li'2  =  6.2  m  sec"' 

3.7 

As  discussed  in  the  preceding  review  of  turbulence  theory,  a  quantity  of  great  interest  to  us  is  the  outer 
scale  (sometimes  called  the  scale  of  the  energy  containing  eddies)  given  the  symbol  Lq.  For  height,  z,  above 
the  surface,  considerably  greater  than  the  roughness  length,  Zq,  we  can  often  assert  that  the  only  length  scale 
perfinent  to  the  discussion  is  the  quantity,  z,  itself.  (We  rule  out  the  kinematic  viscosity  i^  and  Zq  as 
pertinent  parameters  for  such  heights.)  It  is,  in  fact,  found  experimentally  that  the  outer  scale  is  of  order 

the  height  above  the  surface  in  the  circumstances  described  here  (though  there  is  some  contrary  evidence 
perhaps  ascribable  to  gross  topographic  characteristics.) 

There  is  another  length  which  at  much  greater  altitude  becomes  important;  it  is  the  scale-height  of  the 
atmosphere  found  in  (4: 1 5)  to  be 

H  =  RTo/g. 
(4:68) 

This  scale  height  is  approximately  10  km.  The  temperature  fluctuation  effects  of  greatest  interest  to  us  in  this 
report  usually  occur  at  heights  considerably  less  than  this  scale  height. 
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4.3.2     Temperature  Effects  in  the  Atmospheric  Boundary  Layer 

In  this  section,  we  discuss  the  effects  of  temperature  gradients  on  the  atmospheric  boundary  layer.  A 
qualitative  discussion  may  be  helpful  first.  Evidently,  if  the  temperature  of  the  air  near  the  surface  of  the  earth 
is  considerably  lower  than  the  temperature  in  regions  just  above  the  surface  of  the  earth,  one  may  expect  that 
the  temperature  gradient  has  a  stabihzing  effect.  On  the  other  hand,  if  the  average  temperature  of  the 
atmosphere  decreases  as  we  increase  height  above  the  surface  of  the  earth,  and  if  it  decreases  sufficiently 

rapidly,  we  can  expect  the  air  layer  to  be  unstable  —  that  is,  we  expect  the  hotter  air  near  the  surface  of  the 
earth  to  rise.  As  it  rises,  it  would  see  ambient  temperatures  progressively  lower  than  the  temperature  of  the 
parcel  of  air  in  question,  thus  causing,  one  may  assume,  extensive  thermal  instability  and  mixing.  There  is,  as 
weU,  the  complicating  effect  of  adiabatic  temperature  changes.  Suppose  the  atmosphere  has  a  negative 

temperature  gradient,  and  we  consider  a  parcel  of  air  beginning  near  the  earth's  surface  at  the  higher 
temperature.  As  it  rises  the  ambient  pressure  reduces  and,  of  course,  so  also  does  the  pressure  of  the  parcel  of 
air.  This  pressure  reduction  causes  an  adiabatic  reduction  in  temperature. 

Consider  the  value  of  the  density  of  the  parcel  of  air  after  it  rises,  compared  with  the  ambient 
density  of  the  surrounding  atmosphere.  If  the  density  of  the  rising  air  is  less  than  the  ambient  density,  the 
atmospheric  boundary  layer  will  be  unstable,  and  conversely.  If  the  density  of  the  rising  parcel  of  air  just 
equals  that  of  the  ambient  density,  the  atmosphere  is  said  to  be  neutrally  stable.  In  this  section,  we  discuss 
these  simple  thermal  effects  and  then  consider  the  effect  of  wind  shear.  Evidently  if  the  temperature  reduces 
less  rapidly  than  the  critical  value  of  the  temperature  gradient,  the  temperature  gradient  has  a  stabihzing  effect 

on  the  atmosphere.  If  there  is  a  wind  shear  present,  as  is  typically  the  case,  we  must  balance  the  de-stabilizing 
effects  of  the  wind  shear  against  the  stabilizing  thermal  gradient.  In  the  remainder  of  the  section  we  put  these 

quaUtative  ideas  in  quatitative  form,  insofar  as  is  possible  with  the  present  state  of  knowledge. 
Begin  the  quantitative  discussion  by  considering  the  behavior  of  the  atmosphere  without  wind  shear. 

We  have  the  ideal  gas  law  relating  the  thermodynamic  quantities  of  interest 

p*  =  p*RT*.  (4:69) 

In  this  discussion,  we  shall  neglect  fluctuations  in  the  functions  p*,  p*,  T*,  or  (with  the  same  effect)  consider 
a  time-steady  flow. 

In  addition,  we  have  the  hydrostatic  pressure  relationship  between  the  pressure  and  density 

dp*  =  -p*gdz  (4:70) 

where  dp*  is  the  change  in  the  ambient  pressure  within  the  atmosphere  in  the  distance  dz  (here  z  is  the  vertical 
height  above  the  earth's  surface).  Combining  these  equations,  we  obtain  for  the  relative  change  in  pressure 
within  the  height,  dz, 

dp*  _      g  dz 

jr-      Rp-  (4:71) 

These  equations  could  be  integrated  to  obtain  the  atmospheric  pressure  as  a  function  of  the  (as  yet  arbitrary) 
temperature,  function  of  z.  From  (4:69)  and  (4:71)  we  obtain  for  the  relative  change  in  the  ambient  density 
within  a  height  dz 

(dP*amb/P*)  =  -(gdz/RT*)  -  dT*/T*.  (4:72) 

Consider  a  parcel  of  air  rising  a  distance,  dz,  sufficiently  rapidly  so  that  the  thermodynamic  process  is 
adiabatic;  its  pressure  is  assumed  to  be  always  the  ambient  value  of  the  pressure  at  its  altitude.  The  relative 
adiabatic  change  in  density  of  such  a  parcel  of  air  is 

(dpad/p*) =  dp*/7P*.  (4:73) 

For  a  neutrally  stable  atmosphere,  dpjjjj  =  dpaj^,5.  From  (4:71)  and  (4:73)  we  obtain  the  result 

d£  ̂   dT         <  0,  unstable  (4:74) 
dz  ~  dz  >  0,  stable 
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where 

with  7  the  ratio  of  the  specific  heat  at  constant  pressure  to  the  specific  heat  at  constant  volume.  For  the 

atmosphere  we  find  7  =  1.4.  The  quanfity  F  is  thus  about  0.0 1°C  per  meter. 
Consider  now  the  atmosphere  with  a  wind  shear,  du/dz.  It  is  conventional  to  form  a  dimensionless 

number  from  the  quantity  given  in  (4:74)  and  this  wind  shear:  the  Richardson's  number  which  is, 

Ri^lMdz^  (4:76) 

d  (du/dz)2  " Evidently,  if  the  Richardson's  number  is  negative,  one  may  suppose  that  the  atmosphere  is  unstable,  for  it 
must  be  thermally  unstable  from  (4:74)  and  the  wind  shear  merely  decreases  its  instabiUty.  If  the  Richardson's 
number  is  large  and  positive  one  may  assume  that  the  atmosphere  is  stable,  for  it  is  thermally  stable  and  the 

wind  shear  is  relatively  small.  Furthermore,  if  the  Richardson's  number  is  small  and  positive,  one  may  assume 
that  the  atmosphere  is  unstable  due  to  the  relatively  large  wind  shear.  The  dimensionless  number  (4:76)  is  by 
no  means  uniquely  determined.  As  a  result,  a  number  of  other  dimensionless  quantities  have  been  used  in  the 
literature.  The  chief  difficulty  arises  with  the  precise  way  in  which  one  might  introduce  the  wind  shear.  The 
discussion  is  sometimes  presented  in  an  energy  form,  (Priestley,  1959).  That  is,  one  might  hope  to  form  a 

dimensionless  number  from  the  ratio  of  the  "rate  of  consumption  of  energy  by  the  buoyancy  forces  to  the 
rate  of  its  production  by  wind  shear."  It  is  perfectly  possible  to  write  down  quantitatively  the  former  rate. 
However,  the  rate  of  production  by  wind  shear  cannot  be  simply  described,  though  of  course  it  does  depend  in 
some  way  upon  the  wind  shear  itself. 

In  connection  with  the  Richardson's  number,  a  scaling  length  for  the  height  z  (Priestley,  1959)  has 
recently  become  increasingly  popular.  This  length,  the  Obhukov  length,  is  given  by 

L  =  -u'^CppT/(kKgH)  (4:77) 

where  Cp  is  the  specific  heat  per  mass  at  constant  pressure  and  H  the  sensible  heat  flux  given  by 

H  =  Cpp<ju3>  (4:78) 

where  TU3  is  the  average  of  the  product  of  the  temperature  fluctuation  and  the  z  component  of  the  velocity 
fluctuation.  In  the  notation  of  (4:28)  it  is  T3(z,z,o). 

Except  for  extremely  small  temperature  gradients,  one  may  usually  neglect  F  so  that  0  *  T.  If  we 
suppose  the  typical  temperature  fluctuation  near  the  ground  is  of  order  a  defined  quantity  T:^,  (4:78)  may  be 
written 

H  =  CppT^u*  .  (4:79) 

In  the  lower  atmosphere,  CpP  *«  1.25  milliwatt-sec/cm^— °C;  temperature  fluctuations  are  typically  of  order  a 
fraction  of  a  degree  Centigrade;  u^  ~  0.1  u;  hence,  for  10  m/sec  mean  wind,  we  find  H  is  approximately  20-30 

milliwatt/cm^  under  unstable  conditions.  In  stable  conditions  (for  instance  on  a  windless  night)  H  is  —2  to  —3 
mWcm-^  (Webb,  1969). 

Because  of  the  extreme  variability  of  these  quantities,  it  is  difficult  to  give  rules  for  their  "typical" 

behavior.  Webb  (1969)  and  others  propose  the  relations  for  oj  given  in  (T4.2)  in  °C.  Here  H  has  units  of 
mW/cm^  and  z  is  in  cm.  The  entries  for  oj  are  obtained  as  follows:  First  T*  has  been  defined  to  be  of  order 

aj.  The  average  temperature  profile  is  found  experimentally  to  be  best  fitted  by  z"'  '^  .  As  one  might  expect, 
oj  is  found  to  be  proportional  to  this  average  in  Region  2,  giving  that  entry  in  (T4.2)  when  we  use  the 
appropriate  scaling  length  (the  Obhukov  length),  L.  To  find  the  values  for  the  spectra,  first  we  have  from 
(4:44) 

2      r~ 
Of  =  as  I      ̂j(^)  dk 

'K 

(4:80) 
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Table  4.2    Atmospheric  Temperature  Fluctuation  Characteristics 

4-19 

Conditions Region 
Temperature 

Standard  Deviation Structure  Constant 

Temperatures,  assuming 

Turbulence-Energy-Cascade 

Unstable  (e.g., 

day  with  wind 

In  layer  near  the 
ground  usually 
less  than  a  meter; 

called  Region  1 

(7-r  =  3T, 

C^=10a,oTiz-^'
^ 

*X  =  a4  Tiz-^"k-'
'^ 

z  greater  than  that 

layer's  thickness 
but  less  than  |L|; 

called  Region  2 

aj  =  0.9T.(z/|L|)"^ 

=  (1.5  X  10-')H'''z-"^ [from  (4:79)1 C^  =  a„niL|-^''z-^'^ 

or 

=  10-^anH'"^z-"=' 
*T  =  asTi|L|^"z-'"^k

-"' 

or 

=  a6X10-'|H/z|'"^k-5'' 

[using  (4:78)] 

Stable  (e.g., 

windless  night) 
(z/|L|)<l oj  =  3T, 

C^=10auT^*z-^'
^ 

<DT  =  a7T5,z-^'='k-5'
' Stable  and 

Unstable 
(z/|L|)>  1 a-p  exponentially  decreasing 

with  scale  of  order  |L| 

where  we  suppose  (^j   =  j3k  ̂'^   the  cascade  form  for  the  spectrum  (4:65).  The  needed  cut-off  is  of  order 
27r/LQ  with  Lq  the  outer  scale.  We  further  suppose,  as  discussed  earlier,  that 

L.  = 

o      agZ  . 

(4:81) 

Substituting  and  integrating  (4:80)  we  find  the  entries  shown  in  the  last  column  of  the  table.  Use  (4:81)  and 

the  relation  (4:62)  to  find  the  entries  for  Cj^ . 
A  note  on  the  management  of  the  universal  constants  arising  from  dimensional  analysis  may  be  of 

interest.  Quantities  like  aj^  are  ordinarly  said  to  be  of  "order  unity,"  i.e.,  0.1  <|ap(|  <  10.  Clearly  the  number 
10  is  not  itself  universal  (most  of  us  have  ten  fingers).  The  "universe's  number"  is  probably  something  other 
than  10.  In  the  author's  experience,  one  seems  to  arrive  at  universal  constants  nearer  to  one  if,  whenever 
possible,  numbers  are  adjusted  to  be  within  VlO  of  unity.  An  example  may  help.  Consider  Cj  in  region  1. 
Equation  (4:62)  may  be  written 

and  use  (4:81)  and  (T4.2) 

_2  2  -  -2/3 
Cx  =  314  0X^0 

^2  ^  -2/3„2      -2/3 Cj  =  9ai4a9      T,i,z 

(4:82) 

(4:83) 

The  proposal  is  this:  instead  of  bunching  9a ,4 ag  ̂'^  to  form  a  new  constant  of  order  unity,  write 

9a,4a,"'''  =  lOX  0.9X3,439"''' =  lOa.o  . 

(4:84) 

The  surmise  is  that  the  universal  constant  in  C^  is  of  order  10  rather  than  of  order  unity.  Experiments  would 
have  to  be  performed  to  check  the  surmise.  (It  of  course  depends  on  the  correctness  of  the  factor  3  in  (T4.2).) 
This  method  of  treating  the  constants  was  used  throughout  this  discussion. 

The  rel3tion  for  the  lower  atmosphere 

Cn  =  8.7  X  lO-'^Cj (4:85) 

is  useful  in  connection  with  Tabic  (4.2) 
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Chapter  5  ATMOSPHERIC  WAVES  IN  OUTLINE 
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Atmospheric  gravity  waves  are  defined,  and  their  properties  are  deduced  for  the  elementary  case 
of  plane  waves  in  an  idealized  atmosphere.  Various  complications  that  arise  in  the  real  atmosphere 
are  discussed  in  turn,  and  their  consequences  are  described  qualitatively. 

5.0  Introduction 

Atmospheric  gravity  waves  are  oscillations  of  the  atmosphere  whose  nature  is  strongly  affected  by  the 

action  of  gravity.  They  occur  with  a  wide  range  of  periods  and  wave-lengths,  which  is  not  amenable  to  precise 
specification  but  which  we  may  take  as  10  min  to  24  hours,  and  100  m  to  1000  km,  respectively,  in  order  to 
fix  ideas  temporarily.  In  a  sense,  they  include  a  part  of  the  family  of  tidal  oscillations  (of  period  24,  12,  8,  .  .  . 

hours)  though  the  term  'gravity  wave'  is  often  employed  in  a  more  restricted  sense  which  will  become 
apparent.  (See  Eckart,  1960;  Hines,  1960,  1963;  Tolstoy,  1963.) 

5.1  Governing  Equations  for  the  Elementary  Case 

The  elementary  properties  of  gravity  waves  can  be  established  best  by  considering  the  case  defined  by, 
(i)  the  equation  of  continuous  mass  conservation, 

—  +  pV«U  +  U.V  p  =  0,  (5:1) 

8t  ~       ^  ^       ' 
(ii)  the  force  equation, 

"[—  +  [U-  V]  Ul=-Vp  +  Pg  (5:2) 

in  which  pressure  gradients  and  gravity  are  the  only  operative  forces  causing  acceleration,  and 
(iii)  an  assumption  of  adiabaticity  in  the  oscillation: 

p   — Here  p,  U,  p  and  7  are  atmospheric  parameters,  the  density,  velocity,  pressure  and  specific-heat  ratio, 
respectively.  The  latter  is  taken  to  be  a  property  of  the  gas  only,  invariant  even  in  the  presence  of  the  waves 

(7  =  1.4  for  air).  The  others  are  taken  to  be  perturbed  (by  primed  amounts)  from  certain  'background'  values 

(subscripted  'zero'):  p  =  Pq  +  p',  U  =  J^q  +  U',  p  =  Pg  +  p',  and  for  the  present  we  shall  assume  that  the 
background  wind  velocity  Uq  vanishes.  We  may  substitute  these  forms  into  (5:1)  -  (5:3),  and  expand  all 
products  that  appear.  We  then  find  that  the  equations  contain  some  terms  with  no  perturbation  (i.e.,  primed) 

parameters,  some  terms  with  a  single  perturbation  parameter,  some  with  two,  and  some  with  three.  We  now 

'linearize'  the  equations  by  ignoring  all  terms  that  have  more  than  one  perturbation  parameter.  This  is  done  on 
the  grounds  that  the  perturbations  are  presumed  to  be  small,  and  products  of  perturbation  quantities 

negligible-an  assumption  that  can  be  justified  (or  not)  a  posteriori  in  application  to  any  particular  system  of 
waves.  The  result  is: 

9p'
 

—   +  po  V  •  U   +  U    •  Vpo  =0 
at  ~     ~  ^5.4) 

3U 

+   Vp'  -  p'g  =-Vpo  +  Pog Po    ~    .   .-'       ...-   ^.  (5:5) 
3t 
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—    +  U    •  Vpo      =  TPo     —  +  U'  •  VPo      . 
Vat      -         j  \dt     ~        / 

Po  I  ̂         ■    y         V  poi     ̂     /FO  I  - —    '   '-'       v/Jo  I    •  r5'6") 

We  shall  be  searching  for  wavelike  solutions  for  the  perturbation  quantities,  and  all  terms  on  the  left  of 
(5:5)  will,  therefore,  be  variable  with  time.  We  may  conceive  of  a  background  state,  which  contributes  the 
terms  on  the  right  of  (5:5),  which  does  not  vary  with  time  (or,  at  any  rate,  varies  on  a  much  longer  time  scale). 
The  equality  of  the  two  sides  of  (5:5)  can  then  be  obtained  continuously  as  time  varies,  only  if  each  side 
separately  vanishes.  Thus, 

Vpo=Pog  (5:7) 

for  example;  this  is  the  hydrostatic  relation  for  the  background  atmosphere.  We  will  further  simplify  our 
system  by  assuming  that  the  background  state  is  one  of  constant  temperature,  in  which  Po/Po  must  be  a 
constant;  say 

Po/Po=CVt  (-5.3) 

where  C  is  a  constant  which  will  turn  out  to  be  the  'speed  of  sound'  appropriate  to  the  background 
temperature.  If  we  now  choose  Cartesian  axes  (x,y,z)  such  that  the  z  axis  is  directed  upward,  opposite  to  g, 

(5:7)  and  (5:8)  combine  to  yield  
^ 

3po       dpo 
=    =  -Pog  =  -Po/(CVTg)  =  -Po/H  ,      . 

3z         dz  (5-9) 

where  H,  the  'scale  height  of  the  atmosphere',  is  defined  by  the  equation  itself,  and  is  seen  to  be  a  constant 
under  present  assumptions.  This  permits  immediate  integration  of  (5:9).  With  substitution  in  (5:8)  as  well,  we 
find 

Po  =  Pg  exp  -  (z/H)  ;  Po  =  Pg  exp  -  (z/H)  (5:10) 

where  pg  and  pg  are  certain  constant  ('ground-level')  values  of  po  and  Po  respectively. 

When  (5:7)  is  inserted  in  (5:5),  and  when  the  equations  in  (5:10)  are  employed  to  express  \/p    and  VPo 
in  (5:4)  and  (5:6),  the  set  (5:4)-  (5:6)  reduces  to 

3P'
 

— +Po  V  •U'-poU;/H  =  0, 
at  ~  ^  (5:11) 

3U'
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-h  Vp'
  

-  p'g
  
=

0

,

 

 

(5:
12)

 

at  ~ 
and 

(5:13) 

fj^  -  p.  ui/H)=.p,(^A., .„;/„) 
Po    I   

These  constitute  the  governing  equations  for  the  wave  system  in  present  circumstances,  though  their 

subsequent  reduction  makes  use  also  of  the  definition  (5:8)  for  C^  and  that  in  (5:9)  for  H.  (See  Eckart, 
1960;  Hines,  1960;  Tolstoy,  1963.) 
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5.2     Elementary  Plane-Wave  Solutions 

One  can  proceed  in  various  ways  to  search  for  solutions  to  (5: 11)  -  (5:13),  and  those  solutions  may  be 
of  various  forms  (corresponding  to  plane  waves,  cylindrical  waves,  etc.)  depending  on  the  purpose  at  hand.  For 
our  purposes,  it  is  best  to  discuss  plane  waves  that  propagate  in  a  direction  perpendicular  to  the  y  axis,  say,  for 

which  3/8y  =  Uy  =  0.  It  may  be  confirmed  that  the  following  are  solutions  of  the  type  sought: 

p 

p'
 

_u; 
_u; 

oR PoP 

X z 

=  A  exp 

i  (^cot-k^x-k^zj 

exp 

(5:14) 

where  A  is  an  arbitrary  amplitude  factor,  cj  is  an  arbitrary  (radian)  frequency,  k^  and  k^  are  the  horizontal 
and  vertical  components  of  some  wave  vector  jk  whose  direction  specifies  the  direction  of  phase  propagation, 

and  R,  P,  X  and  Z  are  certain  constants  which,  when  multiplied  into  the  right-hand  side  of  (5:14)  yield  the 

instantaneous  amplitude  of  the  partial  density  perturbation  (p'/Pq).  the  partial  pressure  perturbation  (p'/Pq), 
the  horizontal  wind  perturbation  U,^  and  the  vertical  wind  perturbation  U^,  respectively.  All  of  these 
perturbations  tend  to  increase  in  amplitude  with  increase  of  height,  or  equivalently  with  decrease  of  gas 

density,  as  the  factor  exp  (z/2H)  in  (5:14)  reveals.  The  rate  of  increase  offsets  the  density  decrease  in  such  a 
way  as  to  maintain  the  flux  of  wave  energy  independent  of  height  (provided  k^  contains  no  imaginary  part). 
The  amplitude  increase  is  of  little  consequence  in  tropospheric  applications  since  z  itself  does  not  vary  by  as 
much  as  2H  in  the  troposphere;  but  it  leads  to  great  enhancements  in  waves  that  propagate  up  to  heights  of  80 
km  or  more,  and  makes  such  waves  a  major  component  of  the  dynamical  system  there. 

The  use  of  complex  solutions  is,  of  course,  an  artificial  expedient:  the  physical  solutions  are  the  real 

parts  of  the  expressions  given  by  (5:14),  which  are  themselves  automatically  solutions  of  (5:11)  -  (5:13). 
These  are  solutions,  rather,  under  the  prescription 

where 

4H 

=  (7  -OgVc^ 

(5:16) 

and  under  the  further  prescriptions 

R  =  oj^k2  +  i(7  -l)gk^  -i7ga;V2C^    .  (5:17) 

P  =  7co'    [k^-i(l-7/2)g/C^]  ,  (5:18) 

X-a;k^CMk2-i(l-y/2)g/C^]  ,  (5:19) 

Z  =  co[co'  -k'^C^]    .  (5:20) 

All  of  these  derive  simply  from  insertion  of  (5:14)  in  (5:1 1)  -  (5:13),  except  that  the  definition  of  any  one  of 
(5 : 1 7)  -  (5 :  20)  is  an  arbitrary  choice. 

Examination  of  (5 : 1 5)  shows  that,  between  the  frequency  u)„  and  the  frequency 

i^^=ygl2C  (5:21) 
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(which  must  be  somewhat  greater),  one  cannot  have  both  k^  and  k^  real:  phases  cannot  be  propagated  in  any 
direction,  without  an  exponential  attenuation  occurring  in  some  other  direction.  At  frequencies  greatly 

exceeding  cj^,  (5:15)  approximates  to  the  simple  sound-wave  relation  k^  +  k^  =  co^ /C^ ,  and  the  waves  may  be 

termed  'acoustic';  cj^  is  the  acoustic  cut-off  frequency.  At  frequencies  below  gj„,  the  effects  of  gravity  are 
important  and  the  waves  may  be  termed  gravity  waves;  cOg  is  the  gravity-wave  cut-off  frequency. 

Important  approximations  arise  in  the  gravity-wave  case  when  Ik^l  »1/2H,  which  holds  formuch  of  the 

observed  spectrum  in  the  troposphere.  This  would  require  that  the  'vertical  wavelength'  X^  (=27rk2"' )  be  less 
than  10  km,  say.  Then 

f K-\—T-    K (5:22) 

R-i(7-l)gk^    ,  ^5.23) 

P-Tco'kz    ,  (5:24) 

X-c^k^k^C^    ,  (5-25) 

Z^^-'^^C'    •  (5:26) 

From  (5:22)  we  see  that  the  angle  of  ascent  of  the  phases,  a,  is  given  by 

/      2   _    ̂ 2\       1/2 

tan  a  =  kJk^  ̂   (  -^    )         •  (5:27) 

z'    X 

(/ ,2         ,2\
     1/: 

If,  further,  cj«cog,  then 

tan  a  —  ±co  /cj  =  ±tIt (5:28) 

where  r  is  the  wave  period  {=2ijIgj)  and  Tg  =  27r/a;o«r.  In  these  circumstances,  |  tan  a  |  is  large  and  the  phases 
propagate  nearly  vertically,  upwards  or  downwards;  phase  planes  are  nearly  horizontal;  spatial  variations  occur 
predominantly  in  the  vertical  direction,  and  only  to  a  lesser  extent  horizontally.  From  (5:25)  and  (5:26),  we 
see  that 

X/Z  =  -kz/kx  (5:29) 

which  implies  that  the  wind  vector  U   is  perpendicular  to  the  wave  vector   k:  the  winds  are  shearing  winds, 
nearly  horizontal,  and  reversing  in  direction  vertically  every  half  wavelength. 

There  is  abundant  evidence  to  the  effect  that  gravity  waves  occur  often  in  the  troposphere,  though 

usually  not  in  the  form  of  well-defined  isolated  systems  suitable  for  analysis.  For  this  reason,  and  because  of 
observational  difficulties  in  the  past,  gravity  waves  have  been  studied  in  detail  in  the  troposphere  only  rarely. 
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The  growth  of  amplitude  with  height  makes  for  easier  detection  in  the  upper  atmosphere,  given  suitable  means 

of  observation.  For  example,  wave-induced  winds  are  revealed  at  heights  of  80  km  and  above  through  the 
distortion  of  meteor  trails  and  rocket-released  vapor  trails.  The  characteristics  of  these  winds  are  in  accordance 
with  the  theoretical  expectations  described  by  the  foregoing  formulas,  insofar  as  the  latter  are  thought  to  be 

valid.  The  time  scale  of  the  winds  (corresponding  to  r)  is  long  in  comparison  with  To  (~5-10  min  at  the 

relevant  heights);  the  winds  vary  rapidly  in  the  vertical  with  equivalent  X2~l-30  km,  typically)  and  only  slowly 
in  the  horizontal,  and  they  are  primarily  horizontal.  Further,  the  exponential  growth  with  height  predicted  in 
(5:14)  is  observed  in  general,  with  departures  that  can  be  explained  by  complications  to  be  discussed.  The 
characteristics  of  many  moving  ionospheric  irregularities  are  similarly  in  accord  with  the  theoretical 

characteristics,  although  for  them  the  'movement'  of  the  irregularity  is  often  the  movement  of  the  phase 

surfaces  (with  horizontal  and  vertical  'trace'  speeds  cj/k^^  and  cj/k^  respectively)  rather  than  the  movement 
represented  by  the  wind  vector  U'. 

Because  of  the  anisotropy  introduced  by  gravity,  wave  energy  does  not  generally  move  in  the  same 

direction  as  do  the  phases.  Instead,  it  moves  with  the  group  velocity  whose  x  and  z  components  are  doj/dk^ 
and  da)/9k2,  respectively,  the  differentiations  being  performed  subject  to  (5:15)  being  maintained  intact. 
Whenever  |k2l»I/2H,  as  before,  the  direction  of  this  group  velocity  is  essentially  perpendicular  to  the 
direction  of  phase  propagation,  the  horizontal  components  of  the  two  being  in  the  same  direction,  but  the 
vertical  directions  being  opposed.  Thus,  waves  whose  energy  propagates  obliquely  upwards  are  subject  to  phase 
progression  obliquely  downward. 

One  may  expect  that  most  sources  of  observed  upper  atmospheric  gravity  waves  will  originate  in  the 

energy-bearing  regions  of  lower  levels.  Energy  would  then  be  propagating  upward  and  phases  downward,  in  the 
region  of  observation,  and  this  is  in  accord  with  the  general  run  of  observations  (See  Eckart,  1960;  Hines, 
1960;  Tolstoy,  1963.) 

5.3  Complications  of  Nonlinearity 

The  foregoing  simple  discussion  must  break  down  at  some  height  even  with  the  simplest  of  atmospheric 
characteristics  assumed,  for  the  exponential  growth  contained  in  (5:14)  must  ultimately  lead  to  amplitudes  of 

such  a  large  magnitude  as  to  invalidate  the  conversion  of  the  basic  equations,  (5:1)  -  (5:3),  into  the 
perturbation  equations,  (5:4)  -  (5:6).  The  nonlinear  terms  (in  primed  quantities)  can  no  longer  be  neglected, 

once  they  become  comparable  to  the  linear  terms:  e.g.,  when  U'.  Ap'  becomes  comparable  to  dp'/dt,  which  is 
when  U'.kj^oj  if  |k|»l/2H.  As  a  first  approximation,  one  migh*  guess  that  this  occurs,  say,  when  U^~cj/kj^. 
Observed  values  for  cj/k^  are  typically  10-100  m/s,  while  wind  speeds  U^  are  of  similar  amplitude  at  and 
immediately  above  meteor  levels,  so  nonlinear  effects  must  be  anticipated.  The  situation  is  not  quite  this 

serious,  because  of  the  previously  noted  tendency  for  U'  and  k  to  be  mutually  perpendicular  in  a  given  wave, 

so  that  U'.jk  tends  to  be  much  less  than  U  k.  When  more  than  one  wave  is  present,  however,  the 

perpendicularity  condition  no  longer  obtains:  the  U'  of  one  wave  need  not  be  nearly  perpendicular  to  thejc  of 
a  second  wave,  and  the  condition  for  nonlinear  effects  to  be  important  is  more  readily  met  by  the  wave 
system.  When  nonlinearities  are  important,  energy  transfer  from  one  wave  to  another,  the  formation  of  new 

waves  from  mutual  interactions  of  old  waves,  and  the  'breaking'  of  waves,  must  all  be  anticipated.  (See 
Einaudi,  1970;  Hines,  1960.) 

5.4  Complications  of  Instabilities 

Quite  apart  from  nonlinear  effects  in  the  wave  equations,  the  linear  'perturbation'  theory  gives  rise  to 

temperature  gradients  (with  fractional  variations  of  temperature  given  by  T'/T^  =  p'/Po  "  p'IPq)  which  must become  superadiabatic  at  some  levels  as  the  exponential  growth  works  its  effects.  The  atmosphere  becomes 
convectively  unstable  in  these  conditions,  and  turbulence  may  be  expected  to  develop.  This  turbulence  will  act 
to  diffuse  the  energy  and  momentum  from  its  organized  distribution  in  the  wave  system  to  a  disorganized 
distribution,  and  so  converts  wave  energy  first  into  turbulent  energy  and  then  into  heat.  The  situation  may  be 
more  serious,  in  fact,  for  turbulence  might  develop  even  without  the  vertical  temperature  gradient  becoming 

superadiabatic:  a  'slantwise'  superadiabicity  is  always  possible,  leading  always  to  the  possibility  of  instability, 
and  wind  shears  in  the  wave  system  provide  a  further  source  of  energy  for  driving  turbulence.  These  effects  act 
to  leech  energy  from  the  wave  systems  to  heights  of  100  km  or  so,  whereupon  molecular  effects  appear  to 

become  more  significant  as  a  dissipative  mechanism.  (See  Hines,  I960;  1971 ;  Hodges,  1967.) 
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5.5  Complications  of  Molecular  Dissipation 

Viscosity  and  thermal  conduction  are  inherent  properties  of  the  atmosphere,  and  their  importance 
increases  with  height  as  the  mean  free  path  increases.  At  some  height,  they  must  come  to  be  significant  in  the 
propagation  of  waves,  if  the  waves  have  not  already  been  removed  by  nonlinear  or  instability  (or  other) 

processes. 

Properly,  one  should  take  molecular  viscosity  into  account  by  adding  a  force  density  /i(V^U+V(V.U)/3) 
on  the  right-hand  side  of  (5:2)  and  also  a  corresponding  primed  quantity  on  the  right-hand  side  of  (5:12),  n 
being  the  molecular  viscosity.  Analytic  solutions  can  no  longer  be  obtained  if  one  does  this,  however,  for  the 

form  of  the  equation  is  now  altered;  whereas  other  terms  in  (5:12)  have  the  height  variation  exp(-z/2H),  this 
term  has  the  height  variation  exp  (+z/2H)  since  /i  is  virtually  height-independent.  No  adjustment  to  the  form  of 
solution  can  be  found  that  would  permit  accurate  analytic  corrections  of  a  simple  type.  An  elementary 

calculation,  which  is  supported  by  more  detailed  analyses,  does  however  permit  an  evaluation  to  be  made  of 
the  circumstances  under  which  viscosity  becomes  serious:  we  take  it  to  be  serious  when  the  simple  solution 
(5:14),  on  insertion  into  the  viscous  force  density  term,  yields  a  magnitude  for  that  term  that  is  comparable  to 

the  inertial  force  density.  This  yields  the  order-of-magnitude  result  (for  |k2;|»l/2H)  wPqU'— ̂ k^U',  or 

co/k^^nlpo=r]u  (5:30) 
where  Tjy[  is  the  molecular  kinematic  viscosity.  (If  the  atmosphere  is  turbulent,  the  eddy  viscosity  r/g  replaces 
i?M  in  this  criterion  for  important  alterations  to  the  wave  system.)  Equation  (5:30)  may  be  combined  with 
(5:15),  with  k2»l/2H  assumed,  to  show  that  the  largest  k^  that  is  consistent  with  (5:30)  is  to  be  found 

at  cj^  =cjo/3,  when  k|  =0.3  c^JVM-  (^^^  precise  numerical  factor  here  depends  upon  the  precise  conditions 

assumed  for  viscosity  becoming  "important".)  The  corresponding  vertical  wavelengths,  \2=  2n\/3ri^l u>g,  are 
of  the  order  1  km  at  a  height  of  100  km  and  increase  upward,  these  wavelengths  are  indeed  found  to  be 

'cut-off  wavelengths  in  the  spectrum  of  observed  zig-zag  profiles  of  the  wind  at  these  heights,  as  revealed  by 
rocket-released  vapor  trails;  the  height  separations  of  successive  "zigs"  or  "zags"  almost  invariably  exceed 

these  X^'s- 
Thermal  conduction  may  be  introduced  properly  only  by  rejecting  the  adiabatic  (5 : 3),  and  inserting  in 

its  place  the  perfect-gas  law  plus  an  equation  for  heat  transfer  (including,  in  principle  at  least,  a  term  that 
represents  heat  generation  from  viscous  losses).  Again,  no  analytic  solutions  are  available  in  these 
circumstances.  Because  of  the  intimate  relationship  between  thermal  conduction  and  viscosity,  however,  both 

being  a  consequence  of  molecular  transport  processes,  one  might  anticipate  that  thermal  conduction  would 
become  important  only  when  viscosity  becomes  important,  and  that  its  role  as  a  dissipative  mechanism  would 

be  quite  analogous.  These  suspicions  are  borne  out  by  detailed  analysis.  (See  Hines,  1960;  Midgley  and 
Liemohn,  1966;Pitteway  and  Hines,  1963.) 

5 .6  Complications  of  Temperature  Structure 

The  background  temperature  of  the  real  atmosphere  is  not  a  constant,  but  rather  varies  substantially  on 
a  scale  of  a  few  kilometers  in  the  vertical.  One  can  infer  the  qualitative  consequences  of  this  by  considering  an 

elementary  case  in  which  one  isothermal  half-space  is  superimposed  above  another,  of  different  termperature, 
there  being  a  wave  incident  upon  the  interface  from  below.  Certain  interfacial  conditions  must  be  met:  there 
must  be  no  pressure  discontinuity,  and  the  vertical  displacement  must  be  the  same  on  both  sides  of  the 
interface,  right  at  the  interface  itself  These  conditions  can  be  met  continuously  in  time  and  in  space  along  the 

interface  only  if  a  'transmitted'  wave  occurs  in  the  upper  half-space,  with  co  and  k,^  unchanged  from  the  values 
obtaining  in  the  incident  wave.  But  (5:15)  then  implies  that  k.^  must  be  different  in  the  upper  half-space  to 

make  up  for  the  differences  in  H  and  C:  the  transmitted  wave  is  'refracted',  to  propagate  at  some  appropriate 
new  inclination. 

Continuity  of  pressure  and  vertical  displacement  demand  more,  for  they  impose  two  conditions  on  the 
amplitudes  of  the  wave  systems.  These  conditions  cannot  be  met  simply  by  an  appropriate  change  of  A  in 

(5:14),  on  going  from  the  lower  half-space  to  the  upper,  for  that  provides  only  a  single  degree  of  freedom 

(namely,  the  ratio  of  the  two  A's).  Instead,  it  is  necessary  to  add  yet  another  wave,  a  'reflected'  wave, 
propagating  its  energy  away  from  the  interface  in  the  lower  half  space. 
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The  actual  temperature  profiles,  being  smoothly  varying,  give  rise  to  continuous  processes  of  refraction 
and  internal  reflection,  with  resultant  interference  effects  that  can  be  complex  but  must  be  treated  in  some 

detail  to  be  treated  at  all  adequately.  About  the  only  general  statement  that  can  be  made  is  this:  a  given 

temperature  structure  will  act  to  transmit  or  reflect  waves  with  various  cj's  and  k^'s  in  varying  degree,  and  so 
will  act  as  a  selective  filter  between  sources  in  one  region  of  the  atmosphere  and  effects  in  another. 

Beyond  this,  perhaps  the  simplest  general  point  to  be  made  is  that  the  k^  deduced  from  (5:15)  may  be 

real  for  some  heights  and  imaginary  for  others.  The  waves  are  'evanescent'  when  k^  is  imaginary,  and  there  is  a 
strong  tendency  for  the  vertical  flow  of  energy  to  be  inhibited  in  such  regions.  Whether  on  this  account  or  on 
others,  strong  reflection  may  occur  and  the  wave  energy  may  be  ducted  between  two  heights  of  strong 
reflection  (one  of  which  may  be  the  ground).  Some  energy  may,  nevertheless,  escape  above  the  duct  region, 
and  there  the  exponential  growth  with  height  could  render  its  effects  important  despite  its  intrinsic  weakness. 
This  ducting  effect  may  well  account  for  an  observed  characteristic  of  many  traveling  ionospheric 
disturbances,  their  maintenance  of  strength  over  long  distances  of  propagation:  the  main  reservoir  of  energy 

may  well  lie  in  a  duct  below  100-150  km,  and  may  be  maintained  with  little  loss  despite  the  small  leakage 
upward,  while  the  little  that  does  leak  upward  may  be  observed  in  the  ionosphere  and  may  appear  to  sustain 
no  loss  because  it  is  continually  being  replenished  from  below.  (See  Friedman,  1966;  Hines,  1960.) 

5 .7     Complications  of  Wind  Structure 

The  real  atmosphere  supports  background  winds,  which  have  been  ignored  so  far  in  the  present  analysis 

except  for  their  definition  as  Uq.  Examination  of  (5:1)  -  (5:3)  will  reveal  that  these  winds  would  alter  the 

perturbation  equations  (5:11)  -~(5: 13)  only  by  the  addition  of  a  (Uq.  V )  operation  in  conjunction  with  each 
a/9t  operation.  In  application  to  waves  of  the  form  (5:14),  this  would  result  in  each  appearance  of  an  gj  being 

replaced  by  the  appearance  of  an  'intrinsic  frequency': 

ci  =cj-Uo  •(k  +  iz/2H)  (5:31) 

upon  insertion  of  (5:14)  into  (5:11)  -  (5:13),  where  z  is  a  unit  vector  in  the  z  direction.  If,  as  is  usually 
assumed  and  as  is  indeed  the  case  in  practice,  the  vertical  component  of  Uq  may  be  taken  to  vanish,  (5:31) 

reduces  to  the  elementary  form  of  a  Doppler-shifted  frequency, 

CO  =  CO- Uo  •  k  =  co  -Uoxkx    •  (5:32) 

It  is  this  frequency  that  must  now  be  entered  into  formulas,  (5:15),  (5:17)  -  (5:20),  (5:22)  -  (5:28). 

As  in  the  case  of  temperature  structure,  wind  structure  imposes  refraction  and  reflection,  and  opens  the 

possibility  of  wave  ducts.  It  serves,  more  generally,  as  a  selective  filter  once  again.  The  filter  in  this  case  has  the 

further  interesting  property  of  being  anisotropic:  since  the  value  of  Z  specified  by  (5:31)  is  dependent  on  the 

component  of  U^  in  the  direction  of  wave  propagation,  the  filtering  effect  will  vary  with  that  direction.  In  this 

respect,  winds  add  a  dimension  to  the  filtering  effect  of  temperature  structure. 
From  (5:32)  it  will  be  apparent  thatco  reduces  to  zero  whenever  the  horizontal  trace  speed  co/k^  matches 

the  background  wind  speed  in  the  direction  of  propagation,  Uq^-  Any  level  at  which  this  occurs  in  the 

atmosphere  is  termed  a  'critical  level',  and  very  important  processes  occur  at  such  levels,  not  all  of  them 
understood.  It  seems  likely  that,  for  all  practical  purposes,  the  energy  of  a  wave  is  completely  destroyed  when 
it  reaches  such  a  level  if  the  atmosphere  at  that  level  is,  itself  sufficiently  stable;  the  wave  energy  is  converted 
to  heat  and  to  kinetic  energy  of  the  background  flow.  (See  Bretherton,  1966;  Hines  and  Reddy,  1967;  Pierce, 
1965.) 

5.8     Complications  of  Earth  Curvature  and  Rotation;  Tides 

The  analysis  to  this  point  has  taken  gravity  to  lie  in  a  single  Cartesian  direction,  tliereby  ignoring  the 

sphericity  of  the  earth,  and  has  made  no  provision  for  the  inclusion  of  Coriolis  and  centrifugal  forces 

associated  with  the  earth's  rotation.  We  now  consider  the  complications  introduced  by  these  factors  and  so  go 

beyond  the  topic  of  'gravity  waves'  as  defined  in  its  more  restrictive  sense  by  the  subject  matter  of  the 
proceding  sections.  More  specifically,  we  touch  upon  the  tidal  oscillations  of  the  atmosphere,  in  particular,  the 
tides  with  periods  12  hours  and  24  hours. 
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At  such  long  periods,  the  horizontal  component  of  the  Coriolis  force  density,  -2p]JxQ,  must  be  included 
on  the  right-hand  side  of  (5:2)  if  the  coordinate  system  is  taken  to  rotate  with  the  earth.  The  vertical 
component  of  this  force,  and  the  centrifugal  force,  are  both  ignored  in  tidal  theory;  and  indeed,  vertical 
accelerations  are  taken  to  vanish,  which  is  consistent  with  the  generally  small  value  of  co  that  characterizes 

tides  and  with  the  small  vertical  velocities  (relative  to  horizontal  velocities)  that  might  be  inferred  from  a 

simple  extrapolation  of  gravity-wave  theory  to  such  small  cj's. 

The  sphericity  of  the  earth  is  handled  conveniently  with  the  aid  of  spherical  coordinates,  r,  0,  0,  say,  but 
it  poses  a  further  problem  when  contrasted  with  the  circumstances  of  elementary  gravity  waves:  the  solutions 

must  be  compatible  with  the  periodicity  of  2-n  in  the  longitudinal  coordinate  <p,  and  they  must  be  continuous 
at  the  poles  9=0,  tt.  The  search  for  valid  solutions  then  becomes  a  problem  in  eigenfunctions  and  eigenvalues. 

The  eigenfunctions  contain  longitudinal  and  latitudinal  factors.  The  former  are  of  the  simple  form  exp 

(im0)  where  m=  1,2,  ...  corresponding  to  1 ,  2  .  .  .  wavelengths  round  the  equator,  and  so  to  tides  of  period 
24,  12  .  .  .  hours.  The  latter  are  known  as  Hough  functions,  which  we  may  denote  as  6^  ̂.  The  subscript  m  is 
identical  to  the  m  of  the  associated  longitudinal  function.  The  subscript  n  is  a  measure  of  the  degree  of 

complication  in  the  north-south  structure  of  the  particular  Hough  function;  for  m  —  2,  n-m  equals  the  number 
of  nodal  surfaces  that  lie  between  the  north  and  south  poles.  The  Hough  functions,  multiplied  by  their 

associated  exp  (im0)  functions,  are  intimately  related  to  spherical  haromonics  and  may  be  expanded  in  terms 

of  them.  For  each  eigenfunction  there  is  a  corresponding  eigenvalue,  denoted  hj^  j^  which  happens  to  have  the 

dimensions  of  a  length;  it  is  known  as  the  'depth  of  the  equivalent  ocean'. 

Given  a  certain  'm,n'  mode  of  horizontal  structure,  the  vertical  structure  of  the  tidal  oscillation  is 
associated  with  a  vertical  wave  number  k^  given  by 

1 ^     Hh 7-1  dH 
     +  — 

7  dr 
4H 

1 
(5:33) 

This  is  analogous  to  (5.15)  subject  to  certain  caveats:  the  w^C^  term  of  (5.15)  disappears  because,  with 
cj«co3,  it  is  much  smaller  in  magnitude  than  the  1/4H^  term;  similarly,  the  term  -k^  is  ignored  relative  to  the 
(aj|/oj^)k;^  term;  the  (7-I)  of  aj|,  as  defined  by  (5.16),  is  replaced  by  (7-!)  +  7  dH/dr,  which  serves  to  take some  account  of  height  variations  of  temperature;  and  the  parameter  h  now  plays  the  role  previously  played 
by  cj^/gkx  (or,  as  one  might  say,  the  horizontal  trace  speed  oj/k^  has  been  replaced  by  Vgh,  which  is  well known  as  the  speed  of  a  long  wave  in  an  ocean  of  depth  h).  (See  Hough,  1897,  1898;Siebert  1961- Wilkes 1949.) 

5.9     The  Semidiurnal  Tide 

The  semidiurnal  tide  consists  of  a  superposition  of  oscillations  of  the  '2,n'  type.  It  is  excited  primarily 
by  the  absorption  of  solar  radiation  by  ozone,  at  heights  of  25-55  km,  say.  The  latitudinal  distribution  of  the 

resultant  heating  most  nearly  resembles  the  ̂ 2  2  function,  and  it  leads  then  to  a  strong  component  of  the  '2,2' 
type.  For  this  component,  h2  2=7.9  km.  It  happens  that  the  k^  which  now  results  from  (5.33)  is  imaginary  in 

the  mesosphere,  at  heights  of  60-85  km  roughly,  and  the  energy  of  the  '2,2'  mode  is  strongly  reflected  there. 
Some  transmission  does  occur,  of  a  strength  sufficient  to  render  this  mode  an  important  one  at  meteor  heights 
and  above,  but  it  has  not  the  dominance  at  those  heights  that  it  enjoys  at  lower  levels. 

The  '2,4'  and  '2,6'  modes  are  excited  less  strongly,  but  the  h's  for  them  are  smaller  and  the  k^'s  nowhere 
become  imaginary.  Their  energy  reaches  meteor  heights  and  overlying  levels  without  suffering  serious 
reflection,  in  consequence,  and  they  themselves  are  relatively  important  in  observations  made  at  such  heights. 
(See  Butler  and  Small,  1963;  Hines,  1963,  1968.) 
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5.10  The  Diurnal  Tide 

The  diurnal  tide  consists  of  a  similar  superposition.  The  '1,1'  mode  behaves  in  quite  a  different  fashion 
from  the  '2,2'  mode,  however,  for  it  is  confined  primarily  to  latitudes  below  50°  and,  within  those  latitudes, contains  a  node  on  each  side  of  the  equator.  For  it,  hj  i=0.7  km  and  this  leads  to  vertical  wavelengths 
(=27r/k2)  of  about  25  km.  Thus  the  '1,1'  mode  reverses  in  sign,  both  in  latitude  and  in  height,  within 
dimensions  over  which  the  ozone  heating  remains  strong  and  of  a  single  sign;  it  is  excited  relatively 
inefficiently  in  consequence.  In  fact,  absorption  of  water  vapor  low  in  the  atmosphere,  over  a  height  range 
small  in  comparison  with  the  vertical  wavelength,  appears  to  be  the  dominant  mechanism  of  excitation  for  this 
mode. 

Despite  its  relatively  modest  means  of  excitation,  the  '1,1'  mode  is  free  to  propagate  through  the 
mesosphere  without  serious  reflection;  it  reaches  meteor  heights  in  considerable  strength,  giving  rise  to  winds 

of  the  order  40  m/s  in  its  low-latitude  belt,  and  then  rapidly  dissipating  itself  through  turbulent  and  molecular 
loss  processes. 

A  second  family  of  diurnal  tidal  modes  exists  for  which  h  is  intrinsically  negative;  it  is  generally  denoted 
by  means  of  negative  values  for  n.  These  modes  of  oscillation  are  of  a  different  category  from  those  so  far 

discussed,  being  not  of  the  general  'gravity  wave'  class.  By  virtue  of  their  negative  h's,  their  k2's  (which  are  still 
given  by  (5.33))  are  intrinsically  imaginary:  energy  deposited  at  some  altitude  in  their  excitation  tends  to 

remain  at  that  altitude,  without  suffering  dispersal  via  vertical  propagation.  The  '1,-1'  mode  extends  from  pole 
to  pole  without  a  node,  and  closely  matches  the  latitudinal  variation  of  the  ozone  heating  function.  It  is 

excited  strongly  in  consequence,  but  appears  strong  only  in  the  vicinity  of  the  ozone  layer.  Higher  order 

'negative'  modes  are  also  excited,  primarily  at  higher  latitudes  (thus  complementing  the  low-latitude  bias  of 
the  'positive'  modes);  but  again,  their  energy  remains  near  the  level  of  excitation.  The  negative  modes  are  of 
little  concern  at  meteor  heights,  but  local  sources  at  somewhat  greater  heights  may  make  them  relevant  there. 

Indeed,  there  is  some  evidence  that  the  '1,-1'  mode,  excited  near  heights  of  100-130  km,  may  be  the  dominant 
source  of  the  dynamo  winds  that  lead  to  diurnal  variations  of  ionospheric  current  systems  and  so  of  the 

ground-level  magnetic  variations  that  these  systems  produce.  The  '1,-1'  mode  is  also  excited  in  the  troposphere 
by  insolation  absorption  by  water  vapor  and  gives  rise  to  much  of  the  tidal  oscillation  that  is  observable  at 
ground  level.  (See  Mines,  1968;  Kato,  1966;  Lindzen,  1967.) 
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List  of  Symbols 

A wave  amplitude  factor;  a  constant Z constant  relating  A  to  the  wave-associated 

C 
"speed  of  sound"  (=[7Po/Po] '  '^) 

vertical  velocity  perturbation 

g acceleration  of  gravity  (when  used  as  a 
a 

tan-'  (k^/k^) 

subscript  on  p  and  p,  it  refers  to  ground T atmospheric  specific  heat  ratio 
level  values  of  these  quantities) 

^M 

molecular  kinetic  viscosity  (=/^/po) 
H atmospheric  scale  height e colatitude hm,n 

equivalent  depth  corresponding  to  0^  ̂ 

^m,n 

Hough  function;  the  m  is  identical  to 
k angular  wave  vector  (horizontal  and the  m  of  the  associated  longitudinal 

vertical  components  k    and  k^) function,  m-n  is  the  number  of  nodal 
surfaces  between  the  poles. P constant  relating  A  to  the  wave-associated 

pressure  perturbation \ vertical  wavelength  (=27r/k2) 

P 
pressure 

M molecular  viscosity 

R constant  relating  A  to  the  wave-associated P 

density 

density  perturbation T wave  period  {=2-n/(jo) 
r radial  coordinate,  origin  at  the  center  of h Brunt  period  (=27r/c«;g) 

the  earth 
0 longitude t time 
Q earth's  angular  rotation  vector U vector  wind  velocity 
~ 
CO angular  wave  frequency 

X constant  relating  A  to  the  wave-associated a acoustic  cutoff  frequency  (^g/2C) 
horizontal  velocity  perturbation 

'^g 

gravity-wave  cutoff  frequency 
X horizontal  coordinate,  taken  to  be (Hy-iy'hlC) 

in  the  direction  of  wave  propagation 

horizontal  coordinate,  taken  to  be 

propagation  to  the  direction  of  wave 

vertical  coordinate 

a  unit  vector  in  the  vertical  direction 

"intrinsic"  angular  wave  frequency 

(^cj-Uo-k) 

Throughout  the  text  a  zero  subscript  denotes  an 

unperturbed  or  "background"  value  of  the  subscripted 
quantity;  a  prime  superscript  denotes  a  wave-associated 
perturbation. 
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After  a  condensed  introduction  of  the  basic  equations  governing  the  boundary  layer  a 
description  is  given  of  the  flux  profile  relations  in  the  surface  layer,  the  structure  of  the  steady 

state  neutral  boundary  layer,  free  convection,  the  critical  Ri  number,  secondary  flows  such  as  rolls, 
plumes  and  dustdevils  and  the  effects  of  change  of  terrain. 

6.1        Introduction 

The  atmospheric  boundary  layer  may  be  defined  as  that  portion  of  the  atmosphere  where  the  direct 
effect  of  the  surface  is  noticeable.  In  most  cases,  particularly  those  where  the  momentum  and  heat 
exchange  at  the  surface  are  significant  this  definition  does  not  give  any  serious  problems.  When  we  have  a 

strong  wind,  significant  momentum  is  being  transferred  to  the  surface  and  a  well  developed  "wind  spiral" C2in 
be  identified  which  describes  the  transition  from  the  wind  near  the  surface  to  the  "geostrophic"  wind  at  a 
height  of  about  one  kilometer.  When  the  wind  is  geostrophic  a  balance  is  reached  between  the  pressure 
gradient  force  and  the  CorioHs  force.  Thus  as  soon  as  this  is  the  case  no  more  vertical  transport  of 
momentum  takes  place  and  therefore  we  are  at  a  level  beyond  which  the  effect  of  the  surface  is  negligible. 
Similarly  when  there  is  an  upward  heat  flux  at  the  surface  the  boundary  layer  is  well  defined.  In  this  case 
the  effect  of  the  wind  stress  or  momentum  flux  is  usually  secondary  to  the  effect  of  the  heat  flux.  The 

boundary  layer  is  now  defined  as  the  height  where  the  ''inversion'''  occurs.  The  warm  air  near  the  surface 
rises  to  a  height  where  the  ambient  ""potential  temperature''  is  the  same  or  higher  than  the  potential 
temperature  of  the  rising  air.  At  approximately  this  point  an  inversion  is  formed  which  nicely  defines  the 
top  of  the  boundary  layer.  These  two  cases  of  the  boundary  layer  will  be  discussed  in  detail  in  the 
following  sections. 

However,  the  boundary  layer  is  not  always  as  well  defined.  The  following  major  exceptions  to  our 
definition  may  be  noted. 

1.  The  equatorial  boundary  layer.  The  coriolis  force  is  negligible  and  no  equilibrium  with  the  pressure 
force  is  obtained.  It  is  unclear  what  the  height  of  the  boundary  layer  is  because  a  geostrophic  wind 

is  not  found.  Fortunately  in  many  cases  a  well  defined  inversion  layer  exists,  the  so-called  tropical 
inversion  which  in  itself  is  not  fully  understood  but  which  suitably  may  be  considered  the  top  of 
the  boundary  layer. 

2.  The  stable  boundary  layer.  When  the  heat  flux  is  downward  tlie  boundary  layer  is  stable  and  the 

turbulent  exchanges  are  suppressed  and  consequently  the  coupling  between  adjacent  layers  is 
weakened.  The  stable  boundary  layer  therefore  is  often  complex  including  inertial  waves,  gravity 
waves,  patches  of  turbulence,  etc.  The  coupling  with  the  surface  is  weak  and  it  is  very  difficult  to 
tell  where  its  influence  stops.  An  extreme  condition  of  this  kind  is  often  found  in  the  arctic  in 
wanter.  The  winds  may  be  very  light  and  the  temperature  may  not  vary  appreciably  from  the 
surface  up  to  well  into  the  stratosphere.  Not  only  the  boundary  layer  seems  to  have  disappeared  but 
the  entire  troposphere  as  well.  In  fact,  in  a  broader  more  indirect  sense  the  troposphere  like  the 
boundary  layer  reflects  the  effect  of  the  surface  on  the  atmosphere.  The  tropopause  may  be 

compared  with  the  inversion  layer  above  tlie  unstable  boundary  layer. 
3.  The  boundary  layer  is  also  poorly  defined  in  case  the  atmosphere  is  unstable  over  a  deep  layer  so 

that  convective  clouds  and  showers  develop.  In  this  case,  much  and  sometimes  all  of  the 
troposphere  seems  to  be  absorbed  by  tlie  boundary  layer.  However,  the  interaction  of  the 
atmosphere  with  the  surface  is  both  direct  and  indirect,  and  an  understanding  of  meso  scale 
convective  processes  and  cloud  dynamics  is  required.  In  this  case  the  boundary  layer  is  often 
defined  as  the  layer  extending  from  the  surface  to  tlie  base  of  the  clouds.  This  concept  is  quite 
useful  when  the  cloud  development  is  limited  and  no  precipitation  occurs. 

This  chapter  deals  mainly  with  what  we  know  of  the  boundary  layer.  Therefore  seemingly  an  out  of 
proportion   large   fraction   of  it   deals   witli  steady  state  horizontally  uniform  conditions.  Occasionally  a 
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reluctant  excursion  has  been  made  in  the  area  of  non-steady  state  or  non  horizontal  uniformity.  This  aspect 
of  boundary  layer  research  is  essentially  still  wide  open  and  although  some  observations  exist,  their 
interpretation  is  largely  speculative. 

6.2       Governing  Equations 

The  reading  of  this  section  can  best  be  started  with  6.2.3,  because  the  results  of  this  subsection  are 

used  in  6.2.1  and  6.2.2.  The  reasons  why  the  equations  of  motion  and  heat  conduction  equations  have 
been  mentioned  first  is  to  give  proper  emphasis  on  the  major  equations.  Subsection  6.2.3  may  be 
considered  an  appendix  to  6.2.1  and  6.2.2.  Furthermore  it  has  been  assumed  that  the  reader  is  familiar 
with  the  technique  of  splitting  the  variables  into  mean  and  fluctuating  quantities  and  consequently  taking 

averages  of  products  etc.,  see  e.g.,  (6: 1 7),  and  Chapter  4. 
The  following  discussion  is  not  fully  rigorous.  The  major  assumptions  are  discussed.  Terms  that  -re 

neglected  without  discussion  are  assumed  to  be  unimportant.  For  a  more  detailed  discussion  of  the  basic 
equation  see  Lumley  and  Panofsky  (1965). 

6.2.1     Equations  of  Motion 

Neglecting  the  viscous  terms  the  equations  of  motion  for  the  atmosphere  may  be  written  in  the 
form 

3puj  3  3p  ->    _>. 

^    +    a^(P"i"j)   =   -3^-2pfixv-6^3Pg  (^^j) 

In  the  boundary  layer  often  the  assumption  of  horizontal  uniformity  is  made,  and  after  taking  averages  the 
equations  (6:1)  may  be  written  in  component  form 

3PU    ̂    A   ̂ =   -9P   +fp-V  (6:2) 3t  az  3x 

a^X   +  i_p-^=-9p  _  fp-^  (6:3) 3t         3z  3y 

9P^  +  A  pw^   .  -  9P   _  pg  (6:4) 

3t         3z   ̂   3z       '^^ 

For  all  practical  purposes  the  terms  on  the  left  hand  side  of  equation  (6:4)  are  negligible  in  comparison  to 
those  on  the  right  hand  side.  The  hydrostatic  approximation 

-:^  =  p-g  (6:5) 

3z       ̂ ^
 

is  therefore  valid. 

The  second  term  on  the  left  hand  side  of  (6:2)  and  (6:3)  expresses  tlie  turbulent  vertical 
momentum  transport;  this  term  is  the  reason  this  set  of  equations  is  not  closed.  To  make  the  equations 

tractable  an  eddy  viscosity  K,^  in  analogy  with  molecular  kinematic  viscosity,  v,  is  introduced  so  that 

p  u-V  =  -p  K      |y  (6:6) 

'"  oz 
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If  puw  is  expanded  into  mean  and  turbulent  components,  and  after  using  pw  =  0,  (6: 17),  it  is  easy  to  show 
that 

puw  =  p  u'w' 
IS  a  very  good  approximation. 

By  maicing  reasonable  assumptions  about  the  functional  relationship  of  K^  with  heigjit  it  is  possible 
to  integrate  (6:6),  see  6.3.1  and  6.4.2^   

Furthermore  p'u'«pu  and  p'v  «pM.  Equations  (6:2)  and  (6:3)  may  therefore  be  simplified  to 

|^=-f(u-u)+AK^|l  (6:8) 9 1  6       dz       •"  dz 

where  3p/3x  =  -  f  Vg  and  3p/9y  =  f  u^;  Ug  and  Vg  are  the  components  of  the  geostropic  wind. 
Equations  (6:7)  and  (6:8)  may  be  combined  into  one  equation  by  introducing  the  variable, 

W  =  (u  +  iv)e^^^    , 

with  the  resuU 

where  Vg  =  i(pfX'(9p/9x  +  i  9p/9y).  Equation  (6:9)  is  the  diffusion  equation  with  a  source  term  P  (z,  t)  = 

if  Vge''S^  and  a  variable  diffusion  coefficient  Kj^(z,  t).  This  equation  has  a  general  solution  when  Kj^  = const,  which  has  been  discussed  by  Sobolev  (1964)  and  applied  by  Ching  and  Businger  (1968).  This 
equation  is  particularly  usefui  for  analytical  studies  of  the  boundary  layer. 

6.2.2     The  heat  conduction  (enthalpy)  equation 

The  first  law  of  thermodynamics  applied  to  a  parcel  of  air  in  the  atmosphere  leads  to  the  following 

expression  for  enthalpy  (CpT),  which  is  commonly  known  as  the  heat  conduction  equation 

.  .(CppTuj) 

where  R^  is  the  rate  of  radiative  absorption  per  unit  volume.  The  tenn  expressing  molecular  conduction 
has  been  neglected.  Again  if  we  assume  horizontal  uniformity  and  take  the  average  we  obtain 

The  term  w'T'  which  represents  tire  eddy  correlation  between  temperature  and  vertical  velocity  may  be 
simplified  by  the  introduction  of  an  eddy  heat  transfer  coefficient  K^  (eddy  diermal  diffusivity)  so  tliat 

>S7T^=-Kh|  (6:12) 
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The  eddy  enthalpy  flux  or  eddy  heat  flux  Fj^  is  defined  by  Fj^  =  CppwT,  therefore  also 

Fh=     -CppKh  3^/3z.  (6:13) 

Equation  (6:11)  may  be  integrated  over  the  height  hg  at  which  the  heat  flux  is  zero  which  results 

ho 

Fh(0)  

=  
/        

cpp  
|I  

dz  
+  F„(0)  

-  F„
(
h
o
)
 
 

(6: 
14) 0        ̂     °t 

This  equation  and  some  of  its  consequences  will  be  discussed  in  (6.5.2). 

6.2.3     Equation  of  continuity  and  equation  of  state 

These  two  equations  have  already  been  used  implicitly  in  various  forms  in  formulating  the  previous 

equations.  However,  for  handy  reference  we  shall  mention  them  here  explicitly. 
The  continuity  equation  which  expresses  the  conservation  of  mass  may  be  written  as 

^+  ̂   (pui)  =  0  (6:15a) 
9t         dXj 

or 

^i  =  -Ldp  (6:15b) 

9xj         p  dt 

The  right  hand  side  reflects  the  relative  change  in  density  of  a  parcel  of  air  following  the  flow, 
which  is  much  smaller  than  the  local  changes  in  velocity.  Therefore  a  good  approximation  is 

^i    =  0  (6:16) 

3xi 

This  is  the  continuity  equation  for  an  incompressible  flow.  It  may  be  used  in  conjunction  with 

(6:7),  (6:8),  (6:9),  (6:11),  and  (6:12)  but  should  be  avoided  in  manipulating  (6:2),  (6:3),  (6:4)  and  (6:10). 
If  we  assume  horizontal  uniformity  and  steady  state  and  average  (6:15a)  we  find 

^-  pw   =  0 oz 

in  addition,  since  w  =  0  for  z  =  0  we  must  have  pw  =  Oorw   =  --wp P 

(6:17) 

a  relation  that  has  been  used  to  go  from  equations  (6:2)  and  (6:3)  to  (6:7)  and  (6:8)  respectively,  and 
from  (6:10)  to  (6: 11). 

The  equation  of  state  for  an  ideal  gas  which  applies  to  die  atmosphere  is 

p  =  RpT  (6:18) 
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Because  pressure  fluctuations  are  relatively  much  smaller  than  temperature  and  density  fluctuations, 

^«^  and  I 

we  have  as  a  good  approximation  that 

i  =  -t P         T 

(6:19) 

a   very    useful    simple    relation.    Equations   (6:10)  and  (6:19)  are   often   referred   to  as  the   Boussinesq 

approximation. 

6.2.4     The  Turbulent  Energy  Equation 

A  basic  problem  in  the  study  of  turbulence  is  the  generation  and  dissipation  of  turbulent  kinetic 
energy.  An  expression  for  the  kinetic  energy  balance  may  be  obtained  by  averaging  each  component  of 
(6:1)  and  then  subtracting  these  average  equations  from  (6:1).  The  result  is  that  expressions  are  found  for 

the  turbulent  components  of  the  velocity  (u',  v',  w').  Scalar  multiplication  of  each  of  these  equations  by 
the  corresponding  turbulent  components  of  velocity  and  averaging  yields  three  equations  for  the  three 
components  of  kinetic  turbulent  energy.  Summing  these  last  three  equations  results  in  the  turbulent  kinetic 
energy  equation.  For  details  of  this  equation  the  reader  is  referred  to  chapter  4.  In  this  chapter  we  are 
primarily  interested  in  investigating  the  case  of  quasi  steady  state  and  horizontal  uniformity.  The  equation 
then  simplifies  to 

-   --UW    3^  +  |wT    --w(e+p/p)-6  (6:20) 

The  first  term  on  the  right  hand  side  represents  the  shear  production  of  turbulence;  it  expresses  a 
transfer  from  the  kinetic  energy  of  the  mean  flow  to  turbulent  flow.  The  second  term  expresses  the  rate  of 
work  done  by  the  buoyant  forces.  This  term  is  positive  in  the  unstable  boundary  layer  (upward  heat  flux) 
and  negative  in  the  stable  boundary  layer.  The  tliird  term  is  a  combination  of  divergence  of  turbulent 
kinetic  energy  and  rate  of  work  done  by  the  pressure  fluctuations.  This  term  does  not  generate  or  destroy 
turbulent  kinetic  energy  but  redistributes  it.  The  integral  of  this  term  over  the  entire  boundary  layer 
vanishes.  The  last  term  represents  the  viscous  dissipation  in  short  hand  notation. 

Although  this  equation  is  simply  derived  from  the  equations  of  motion  it  provides  valuable  physical 
insight  and  will  be  referred  to  in  following  sections. 

6.3       The  Neutral  Atmospheric  Boundary  Layer 

Altliough  the  neutral  boundary  layer  is  a  rather  special  case  which  rarely  occurs  in  reality  and  in 

itself  is  rather  uninteresting,  we  believe  that  its  structure  is  better  understood  than  the  non-neutral  cases 
and  therefore  justifies  a  detailed  discussion  seemingly  out  of  proportion  with  its  importance. 

6.3.1     Structure  of  the  Surface-layer 

The  surface  layer  is  usually  defined  as  the  lowest  part  of  the  boundary  layer  where  the  fluxes  may 
be  considered  independent  of  height.  This  is  approximately  the  case  in  the  lowest  10  to  20  m.  In  this  layer 

the  interaction  with  tlie  surface  is  very  strong  and  adjustment  to  the  surface  conditions  is  relatively  rapid. 
A  quasi  steady  state  may  therefore  often  be  assumed. 

The  momentum  which  is  transferred  down  througli  the  layer  to  the  surface  exerts  a  drag  force  per 

unit  area  on  the  surface  which  is  called  the  surface  stress  r.  According  to  Newton's  Third  Law  we  have 

pu-V=-r  (6:21) 
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It  is  customary  to  introduce  the  friction  velocity  u*  =  (r/py  '^   as  a  convenient  scaling  velocity. 
Equation  (6:6)  may  now  be  written  for  the  surface  layer  in  the  form 

Km  g  =  "*'  (6:22) 

where  u*  is  independent  of  height.  In  order  to  obtain  the  wind  profile  from  this  equation  it  is  necessary  to 

make  an  assumption  about  K^.  This  can  be  done  by  developing  Prandtl's  mixing  length  model  (1932)  or 
by  simple  dimensional  analysis.  IC^  has  the  dimensions  of  a  velocity  times  a  length.  The  natural  choice  of  a 
velocity  scale  is  u*  and  of  a  length  scale  is  the  height  z.f  We  therefore  assume 

Kj„  «>  u*  z 
or  (6:23) 

Kjj^  =  k  u*  z 

where  k  is  a  constant  of  proportionality,  the  von  Karman  constant.  Equation  (6:23)  combined  with  (6:22) 

yields  _ 9u   ̂   u* 

8z        kz 

This  expression  indicates  an  infinite  shear  at  the  surface  z  =  0  which,  of  course,  is  unrealistic.  In  order  to 
keep  the  shear  finite  a  surface  roughness  Zq  is  introduced  such  that 

9u   _       u* 

8z        k(z+Zo^ 

Integration  yields 

(6:24) 

U  1      n      Z+Z„ 

u*  =  K  '"  T-;  (6:25) 

which  is  the  well-known  logarithmic  wind  profile. 

There  is  considerable  experimental  evidence  that  verifies  this  profile.  Therefore  although  the 

assumptions  leading  to  it  are  somewhat  vague  they  are  justified  a  posteriori  by  the  observations. 

The  constants  k,  the  von  Karman  constant,  and  z^  are  not  given  by  theory  but  have  to  be 

determined  by  experiment.  Their  precise  physical  meaning  is  not  fully  understood. 

The  von  Karman  constant,  k,  was  derived  theoretically  by  Hamel  (1943)  but  close  examination  of 

this  "theory"  left  the  scientific  community  unconvinced.  The  numerical  value  of  this  constant  is  also  still 

in  doubt.  Wind  tunnel  experiments  suggest  that  k  =  0.4.  Experiments  in  the  atmosphere  show  a  rather  large 

scatter.  So  far,  the  best  experiments  carried  out  by  the  Boundary  Layer  Branch  of  the  AFCRL  in  Kansas 

yielded  k  =  0.35  (Businger  et  al.,  1971)  which  is  in  agreement  with  an  extrapolation  by  Tennekes  (1968)  of 

wind  tunnel  data  to  very  large  Reynolds  numbers.  More  careful  experimental  work  is  needed  to  settle  this 
matter. 

The  roughness  length  z^,  is  indeed  related  to  the  structure  of  the  surface,  but  in  a  rather  complex 

way.  It  may  be  useful  to  think  of  this  length  as  the  size  of  the  smallest  turbulent  eddies,  because  it  is 

tThe  similarity  argument  leading  to  equation  (6:23)  can  be  used  (actually  by-passing  (6:22))  directly  on 

3u/az.  By  stating  au/dz  =  f(u#,z)  the  obvious  combination  which  is  dimensionally  correct  is  9u/az  «  u*/z 
and  this  leads  similarly  to  (6:24). 
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assumed  that  the  flow  is  turbulent  right  at  the  surface.  The  eddy  viscosity  at  the  surface  K_^(z  =  0)  = 
ic  u*  Zo  is  consistent  with  this  notion. 

6.3.1.1  Aerodynamic  Smooth  Flowf 

When  the  surface  is  relatively  smooth  and  z  becomes  small  the  value  of  the  eddy  viscosity  at  the 

surface,  k  u*  z^,  may  become  of  the  same  magnitude  as  the  kinematic  viscosity,  v.  In  that  case  (6:22)  is  no 
longer  correct  near  the  surface  and  we  should  have 

When  k  u*  z^  «  v  the  flow  at  the  surface  is  entirely  determined  by  viscous  shear  and  turbulent  transfer  is 

negligible.  This  condition  is  called  "aerodynamic  smooth  flow."  Nikuradse  (1933)  carried  out  extensive 
wind  tunnel  experiments  in  order  to  define  the  transition  from  smooth  to  rough  flow.  He  found  that  for 

U*Zp 

u 

the  flow  is  smooth  and  that  for 

U*Zp <  0.13 

>  2.5 

the  flow  is  fully-rough;  and  a  transition  regime  exists  in  between  those  two  values.  \i*Zolv  may  be 
considered  to  be  the  Reynolds  number  of  the  smallest  eddies  in  the  flow.  Nikuradse  who  related  the 

roughness  length  z  ,  to  the  actual  size  of  the  roughness  elements,  1  ,  of  the  surfaces  he  experimented  with. 
He  found  the  empirical  relation 

Zq  =  lr/30 

For  a  smooth  flow  z  is  to  be  replaced  by  u+Zf  in  (6:24)  so  that  the  shear  (du/Bz)^  near  the  surface  has 
the  finite  value 

.  3us     _  u*^ 

Integration  of  (6:24)  with  this  condition  yields  the  wind  profile  over  a  smooth  surface 

y^  =  L  Cn('i^i*i  +11 

u*       K        ̂      J.  -* 

However,  this  is  not  quite  correct  because  there  is  a  transition  from  laminar  to  turbulent  flow  starting  from 
the  surface  upward  and  (6:24)  is  strictly  valid  for  the  fully  turbulent  regime.  Nikuradse  found  that  a  good 
approximation  for  the  flow  over  a  smooth  surface  is  given  by 

^    =  Len  ̂   +5.5 
u*       K         V 

for  z  »  I'/u*. 

The  earth's  surface  is  rarely  aerodynamically  smooth  but  it  does  occur,  notably  with  Mglit  winds over  water,  snow  or  ice  surfaces.  Some  recent  measurements  taken  in  Utah  indicate  tliat  smooth  flow  also 
does  occur  over  the  Bonneville  Salt  Flats.  In  this  context  it  should  be  noted  that  water  surfaces  are,  in 
general,  quite  smooth  even  in  the  presence  of  wind  driven  waves. 

tFor  a  more  complete  discussion  tlie  reader  is  referred  to  Sutton's  (1953)  text  on  Micrometeorology. 
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6.3.2    Steady  State  Similarity 

The  results  obtained  for  the  surface  layer  may  be  used  in  the  description  of  the  entire  boundary 

layer  as  the  asymptotic  condition  to  which  the  wind  profile  in  the  "outer"  layer  must  adjust  itself.  The 
procedure  to  be  followed  now  is  to  formulate  a  "velocity  defect  law"  (Townsend,  1956)  which  holds  in 
the  region  where  the  boundary  layer  approaches  the  free  stream  velocity,  i.e.,  the  geostrophic  wand. 
Subsequently  the  two  profiles  will  be  matched  in  an  area  of  overlap.  This  technique  was  first  used  in  this 
context  by  Csanady  (1967)  and  somewhat  refined  by  Blackadar  and  Tennekes  (1968). 

As  we  have  seen  in  the  surface  layer  the  scaling  velocity  is  u#  and  the  scaling  length  is  z  which  in 
similarity  form  may  be  expressed  as 

-     -  ii  (  - )  (6;25a) 

u*  Zq  
y^^^-x^) 

and  (6:25)  is  the  explicit  form  for  this  relation.  This  means  that  when  we  know  z  and  u*  we  don't  need 
to  know  what  the  geostrophic  wind  u  nor  what  the  corioHs  parameter  f  is.  In  the  outer  part  of  the 

boundary  layer  the  influence  of  z  is  no  longer  felt  but  instead  a  new  length  scale  is  needed.  Such  a  scale 
is  formed  by  UMc/f  which  may  be  considered  proportional  to  the  height  of  the  boundary  layer.  The 
similarity  profile  is  now  of  the  form 

y.    =  "g.  +  f,  (5L)  (6:26) u*       u*  u* 

where  ii  is  a  complex  function  to  allow  for  the  change  in  direction  from  u^  at  the  surface  to  u  at  the  top  of 
the  boundary  layer. 

We  assume  now  that  there  is  an  overlap  region  where  equations  (6:25)  and  (6:26)  are  the  same. 
Since  the  form  of  fj  is  given  by  (6:25)  the  logarithmic  wind  profile  i^  must  be  logarithmic  as  well  in  this 
region.  Therefore  we  assume 

Ij   =  -i-en^^  +  A  (6:27) k       u* 

where  A  is  complex,  i.e.,  A  =  A  +  i  A^.  If  we  substitute  (6:27)  in  (6:26)  and  subtract  (6:26)  from  (6:25) 
we  obtain 

,-Cn^-A  =  +"g-  (6:28) k  Zgf  u* 

If  the  angle  between  t^  and  u    is  a  this  equation  may  be  split  into  real  and  imaginary  parts, 

^cosa  =  ̂ Cn^-A, 
u*  k        fzQ 

and  (6:29) 

-2-  sin  a  =  -A; 
Uh, 

The  details  of  the  profile  are  known  when  Aj.  and  Aj  are  determined.  Csanady  (1967)  quotes  as  reasonable 
estimates 

Ar  =  3.8  and  Aj  =   10.7  (6:30) 
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6-10 The  Atmospheric  Boundary  Layer 

So  far  the  structure  of  the  neutral  boundary  layer  has  been  expressed  in  terms  of  u^,  f  and  z^. 
However,  from  a  macroscopic  point  of  view  it  is  desirable  to  express  it  in  terms  of  u  ,  f  and  z  or  in  terms 

of  the  surface  Rossby  number,  Ro  =  u  /fz  because  the  geostrophic  wind  u  may  be  considered  a 
boundary  condition  for  the  boundary  layer  which  may  be  derived  from  the  large  scale  pressure  gradient. 
The  stress  or  friction  velocity  u*  is  usually  not  readily  available  and  therefore  can  be  given  in  the 
dimensionless  form  u*/u    as  a  function  of  Ro. 

In  (F6.1)  u*/u^,  which  is  the  geostrophic  drag  coefficient,  is  given  as  a  function  of  Ro,  and  in 
(F6.2)  sin  a  is  given  as  a  function  of  u*/u  . 
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Figure  6.2  Angle  of  ground  stress  against  isobars,  as  function  of  geostrophic  drag  coefficient  (from 
Csanady,  1967).  The  dotted  line  has  been  constructed  from  the  average  curves  given  by  Blackadar 
(1962). 

6.3.3    Ekman  Instabilityt 

When  a  steady  state  is  assumed  in  (6:7)  and  (6:8),  we  are  left  with  a  simple  balance  between 

Coriolis  and  viscous  forces.  Under  the  additional  assumption  of  constant  K,  they  can  be  solved  analytically, 

producing  one  of  the  rare  closed  form  solutions  to  the  primitive  equations. 

tSections  6.3.3  and  6.5.5  have  been  contributed  by  R.  A.  Brown. 
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u  =  Uo  +  e~^'    (vp  sin  z/6  -  Ug  cos  z/6) 

V  =  Vo  -  e  ̂'     (Ug  sin  z/6  +  Vg  cos  z/5) 

(6:31) 

6  =  V2K7r 

The  path  to  this  solution  was  paved  with  many  assumptions  which  are  subject  to  question  in  the  event  that 
the  final  solution  fails  to  be  verified  observationally.  This  proved  to  be  the  case,  as  the  analytic  solution, 
the  Ekman  spiral,  is  rarely  if  ever  observed  in  the  atmospheric  boundary  layer.  Thus,  the  major  thrust  of 

planetary  boundary  layer  modelling  was  directed  toward  semi-empirical  description,  building  from  the 
surface  outward. 

However,  it  is  interesting  to  return  to  the  Ekman  solution,  and  to  check  to  see  if  it  truly  is  a 
solution  for  the  Coriolis/viscous  balance.  This  can  be  done  by  checking  to  see  if  the  solution  is  stable  to 
infinitesimal  perturbations. 

When  simple  harmonic  wave  perturbations  are  added  to  the  mean  velocities  in  (6:1)  and  the 

resulting  equations  are  linearized,  non-dimensionalized,  the  mean  terms  from  (6:7)  and  (6:8)  are  subtracted 
out  and  Coriolis  and  stratification  effects  are  neglected,  a  classical  perturbation  equation,  the  Orr- 
Sommerfeld  equation  results 

(Ve-c)(0"-/3^0)-V'>=^     (0""-2^^<A"  +  ̂ 0)  ^^^^^^ 

where  V  =  Vr  +  v  ;  Re  =-f-    ;  5  =  (—r^Y'^ 
^m  f 

v    =  4/^;w  =  -\Ij^ 

V/  =  0(z)  ei'^(y-'^t)  (6:32b) 

a'  -  ̂'t^ 

0   =-X 

dz 

This  is  an  equation  for  the  vertical  structure  of  the  stream  function  0  for  two-dimensional  perturbation 
oriented  at  arbitrary  angles  to  the  geostrophic  flow.  Since  the  time  dependent  behavior  of  the  perturbation 

is  assumed  to  be  °^  e  ,  any  solution  satisfying  the  boundary  conditions  and  having  a  negative  imaginary 
component  of  the  complex  eigenvalue  c  will  indicate  growing  perturbations,  hence  unstable  conditions.  The 
existence  of  such  solutions  will  depend  upon  the  parameters  |3,  the  wave  number  (27r/waveiength),  the 

Reynolds/ Rossby  number,  ̂ -(K  ff'  '^  and  the  vertical  velocity  profile  V  which  depends  upon  the  orienta- 
tion of  the  perturbation  in  me  mean  flow. 

Solutions  to  this  equation  indicate  exponentially  growing  perturbations  when  V"  =  0  somewhere  in 
the  velocity  profile,  e.g.,  (Lilly,  1966),  (Brown,  1970).  Since  the  inflection  point  is  a  characteristic  of  the 
Ekman  layer  turning  velocity  solution,  it  is  inherently  unstable  and  carmot  be  expected  to  appear.  The 
critical  minimum  Re  for  the  neutral  layer  is  about  50  (about  10  for  unstable  stratification).  Typical 
atmospheric  values  are  about  1000.  Some  consequences  of  this  instability  are  discussed  in  6.5.5. 

6.4       The  Diabatic  Surface  Layer 

6.4. 1     Formulation  of  a  Stability  Parameter 

The  unstable  surface  layer  is  different  from  the  neutral  surface  layer  because  the  turbulent  structure 

is  affected  by  the  presence  of  a  heat  flux.  This  is  clearly  demonstrated  by  (6:20)  where  an  important 
production  term  appears  which  is  proportional  to  the  heat  flux.  Richardson  (1920)  recognized  the 
importance  of  (6:20),  and  introduced  a  stability  parameter  by  dividing  the  second  term  by  the  first  term 
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on  the  riglit  hand  side  and  assuming  Kj^  =  Kj^  resulting  in  the  dimensionless  number  known  as  the 
Richardson  number 

This  number  indicates  the  relative  importance  of  the  two  production  terms  and  as  such  serves  as  a  useful 

stability  parameter. 

As  we  shall  see  in  6.4.3  the  assumption  that  Kj^  =  K^j,  is  not  quite  valid,  therefore  it  is  better  to 
leave  the  two  terms  in  the  form  as  they  appear  in  (6:20).  The  ratio  then  is  called  the  flux-Richardson 
number,  Rf 

Rf  =  -£,   ̂     dulbz  (6:34) 1    u  w 

This  number  has  the  drawback  that  it  contains  a  mixture  of  covariances  and  mean  profUe  information, 
which  makes  it  more  difficult  to  determine  than  Ri. 

The  search  for  a  suitable  stability  parameter  may  also  be  carried  out  using  similarity  arguments.  The 
dimensionless  quantities  are  then  constructed  in  such  a  way  that  they  represent  simple  variables  such  as  a 
dimensionless  velocity,  temperature  and  height. 

Obukhov  (1946)t  was  the  first  to  analyze  the  boundary  layer  this  way.  He  formulated  the  height 
where  the  buoyant  energy  production  is  equal  to  the  shear  production. 

If  in  (6:34)  3u/9z  is  replaced  by  u*/k(z+ZQ),  as  was  given  in  (6:24),  a  dimensionless  heiglit,  f,  is 
obtained 

It  is  clear  that  the  quantity 

T        ̂  

-p   u* 

g   wT     k 

L  (6:36) 

has  the  dimension  of  a  length  L,  (the  Obukhov  length)  and  contains  only  quantities  that  are  approximately 
constant  througjiout  the  surface  layer.  Also  it  should  be  noted  that  L  contains  only  fluxes  in  addition  to 

the  constants.  It  may  therefore  be  considered  the  quantity  that  characterizes  tlie  structure  of  tlie  surface 
layer. 

6.4.2    Flux-profile  Relationships 

A  central  objective  of  micrometeorological  research  is  to  establish  fluxes  from  a  knowledge  of  the 
mean  profiles.  Many  efforts  in  this  direction  have  been  undertaken  in  the  last  25  years  or  so,  e.g., 

(Obukhov,  1946),  (Lettau,  1949),  (Monin  and  Obukhov,  1954),  (Businger,  1955),  (Swinbank,  1964),  etc. 

Although  theoretical  efforts  to  obtain  analytical  solutions  have  not  been  successful  it  has  been  possible  to 

use  the  similarity  description  to  obtain  semi-empirical  relations. 
A  fairly  complete  description  has  been  given  recently  by  Businger  et  al.  (1971)  using  observations 

taken  in  Kansas  by  the  Boundary  Layer  Branch  of  AFCRL.    

The  wind  shear  was  expressed  in  the  dimensionless  form  0i^  =  z/0*    (90/3z),  where  0*  =  -  w'T  /u^ 

tA  translation  of  Obukhov's  original  paper  appeared  in  Boundary  Layer  Meteorology  1971,  p.  7-29. 
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Both  <p^  and  cp^  where  expressed  as  functions  of  the  dimensionless  height  f .  The  results  are  given  in  (F6.3) 
and  (F6.4)  respectively. 

— I   1   1   1   1   1   1   1   1   

2  5    -20    -1.5     -10-05        0        0.5        1,0       1.5       2.0 

Figure    6.3    Comparison    of  dimensionless    wind    shear    observations    with    interpolation   formulas   (from 
Businger  et  al.,  J 971). 

The  points  fit  the  following  analytical  relations  quite  well 

0^  =  (l-15f)""'  forf<o 

^m 

(6:37a) 

0^,  =   1  +  4.7  f  for  f  <  o (6:37b) 
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Figure    6.4    Comparison    of  dimensionless    temperature  gradient  observations  with   interpolation  formulas 
(from  Businger  et  al,  1971). 

and 

0h    =  0.74  ( 1 -9  f)"'"      forr<o 
(6:38a) 

0^    =  0.74  + 4.7  f  forf  <o 
(6:38b) 

When  f  =  o;  0j^  =  1  which  leads  to  the  logarithmic  profile,  see  (6:24)  for  z  »Zo.  The  fact  tliat  for 
f  =  o;  0h  =  0.74  indicates  that  K^/Km  =q  s  1.35,  because  <Pml<Ph  =  °''      ''"his  is  a  larger  ratio  than  usually 
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was  assumed  for  neutral  conditions,  but  it  seems  in  close  agreement  with  laboratory  measurements  (Hinze, 
1959). 

Equations  (6:37)  and  (6:38)  may  be  integrated  to  give  the  following  explicit  expressions  for  the 
wind  and  temperature  profiles  (Paulson,  1970) 

"JL  =1  (en  -^  -.//,)      forf<o  (6:39a) u*     k         z^ 

where  <//,    =  2  Cn  [(l+x)/2]  +  Cn  [(l+x^)/2]  -  2  tan"'  x  +  W2 

m 
and  X  =  (l-15n"'   -  0   "' 

U       _      1        /n  Z 

and 

—  =  -  (en  —  +  4.7  f)      for  f  >  o  (6:39b) u*       k  Zq 

_2.   =  0.74  (en  —  -  >/'2 )     for  f  <  o  (6:40a) 

where  1//2    =  en  [(l+y)/2] 

and  y  =  (l-9f)'"   =  0.74  0j;' 

and  0Q  is  the  extrapolated  temperature  for  z  =  o.  This  is  not  necessarily  the  actual  surface  temperature. 

R  -  B 

  0.  =7.4Cn  A  +4.7f     forf>o  (6:40b) 

From  these  equations  it  is  clear  that  die  diabatic  profiles  depend  on  two  height  scales  Zq  and  L.  In 
most  cases  z»z  and  the  effect  of  z  is  not  felt  when  the  gradients  are  considered,  i.e.,  (6:37)  and  (6:38), 

but  in  the  integrated  form  z^  cannot  be  ignored.  The  structure  of  the  surface  layer  is  therefore  defined  by 
both  Zq  and  L.  For  full  similarity  conditions  of  the  surface  layer  the  ratio  Zq/L  should  be  the  same  (Businger, 
1955). 

Equations  (6:39)  and  (6:40)  may  be  used  to  compute  the  fluxes  when  observations  of  the  profiles 
are  available.  By  least  square  fitting  of  the  smoothed  profiles  of  u  and  ̂   to  (6:39)  and  (6:40)  u«,  9*  and 

Zq  may  be  obtained  and  consequently  also  L.  The  heat  fiux  can  then  simply  be  obtained  from  Fj^  = 

-CpP  u*0*  and  the  stress  from  t  =  pu*^ 

6.4.3    The  Functions  Ri(f )  and  a(f). 

The  relations  ̂ ni^f)  and  ̂ ^(f)  define  tlie  structure  of  the  diabatic  surface  layer,  so  Ri  (f)  and  a(f) 
may  be  derived  from  (6:37)  and  (6:38).  Nevertheless  it  is  useful  to  show  these  relations  explicitly 

because  of  the  additional  physical  insight  they  provide. 
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Using  the  identities 

Ri  =  f/a0m  =  ̂ V'^m'  (6:41) 

and 

i„/0h  (6:42) 

combined  with  (6:37)  and  (6:38)  yield 

R.  '  '■W'J.ylP'"  fort<o  (6:43a) 

and 

"^^TT^IS^^  forf<o  (6:44a) 

"^iwM-^  forr>o  (6:44b) 

These  functions  have  been  displayed  in  (F6.5)  and  (F6.6).  The  fit  with  the  data  is  reasonable  as  should  be 
expected  because  these  are  the  same  data  as  have  been  used  in  (F6.3)  and  (F6.4),  from  which  the  fits  for 

(/)j^  and  0}^  were  obtained. 
From  (F6.5)  it  is  apparent  that  in  the  unstable  range  Ri  =  f ,  a  condition  which  was  independently 

assumed  by  Pandolfo  (1966),  Businger  (1966),  and  Dyer  (unpublished),  and  which  makes  the  description  of 

the  surface  layer  rather  simple.  This  approximation  is  not  so  good  near  the  neutral  point,  because  for  f  -> 
o,  Ri  =  0.74f;  however,  at  f  =  -0.1  the  difference  between  Ri  =  f  and  (6:43a)  is  only  15%  and  this 

difference  decreases  with  decreasing  values  of  f  to  about  4%  for  ̂   -^  -°°. 
In  the  stable  range  it  is  apparent  that  Ri  reaches  a  limit  for  f  ̂  °°.  Equation  (6:43b)  indicates  that 

Ri  =  0.21  for  ̂   ->■  °°.  Webb  (1970)  obtained  similarly  a  limit  of  about  0.20.  If,  as  conditions  become  more 
stable,  the  heat  flux  and  shear  stress  approach  zero  at  the  same  rate,  then  L  approaches  zero  because  it 
contains  the  shear  stress  in  the  numerator  to  a  higher  power  than  the  heat  flux  in  the  denominator.  Thus 

as  the  turbulence  diminishes  and  the  flow  becomes  laminar  f  ->  °°  and  we  can  interpret  the  limiting  value 
of  Ri  as  the  critical  Ri-number.  More  experimental  data  are  needed  to  verify  tlie  critical  value  mentioned 
here. 

Equations  (6:44a)  and  (6:44b)  indicate  tlaat  a  >  1  for  all  values  of  f.  The  data  show  rather  a 

substantial  scatter  but  mainly  support  this  conclusion.  In  6.4.2  it  was  already  pointed  out  that  a=  1.35  for 

?  =  0. 
In  the  unstable  range  a  increases  rapidly  with  decreasing  f  indicating  tliat  tiie  transfer  of  heat 

becomes  much  more  efficient  than  the  transfer  of  momentum  under  unstable  conditions. 

6.4.4    Free  Convection 

Many  efforts  have  been  made  to  describe  the  boundary  layer  under  the  conditions  of  an  upward 

heat  flux  without  a  mean  wind,  corresponding  to  the  asymptotic  case  of  L  -*  o  and  commonly  known  as 
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"free    convection".    Although    this    condition   is  seemingly   easy   to   describe   using  similarity   arguments, 
observational  results  agree  only  in  part  with  the  predictions.    

In  free  convection  u*  vanishes  and  the  governing  variables  reduce  to  w'T',  z,  and  g/T.  From  these 
quantities  a  free  convection  scaling  velocity  and  scaling  temperature  may  be  defined  as  follows 

Uf  =  (f  w'T'  )' and (6:45) 

,  =  {j_(w'Ty  y 

I  gz 

Wyngaard  et  al  (1971)  argue  that  while  the  general  four-variable  similarity  theory  allows  the  prediction  of  a 
flow  property  to  within  an  unknown  function  of  f ,  the  free  convection  prediction  is  to  within  an  unknown 

constant.  This  may  be  demonstrated  using,  e.g.,  (pi^i^). 

In  (pi^  =  z/6*  dd/dz  the  0*  should  be  replaced  with  df  and  the  similarity  argument  requires  now  that 

0f    3z 

=  ai 

(6:46) 

Ri  =  0.74^ 

Figure  6.5     The  dependence  of  Richardson  number  on  stability    (from  Businger  et  al..  1971). 
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where  ai  is  a  constant.  By  rewriting  (6:46)  in  terms  of  u*  and  fl*,  using  (6:45)  it  is  found  that 

z      3^  =  _     r_>-Y-w3 (6:47) 

which  says  that  9^^  should  approach  a  —1/3  power  at  large  negative  J".  This  is  the  same  prediction  that  was 
originally  made  by  Prandtl  (1932),  and  later  reformulated  by  Obukhov  (1946)  and  independently  by 

Priestly  (1954).  However,  for  large  (-f)  values  (6:38a)  approaches 

0h"(-f)" 

(6:48) 

and  this  seems  to  be  supported  by  the  observations  (see  F6.7).  Also  Dyer's  (1965)  analysis  of  the  Kerang 
and  Hay  data  support  this  result.  Elliott  (1966)  pointed  out  that  proportionality  (6:48)  implies  from  the 

definitions  of  9y^  and  f 

-2.5    -2.0     -1.5     -1.0    -0.5        0        0.5       1.0       1.5       2.0      2.5       3.0      3.5 

C 

Figure  6.6    The  dependence  of  the  ratio  of  eddy  diffusivities  on  stability    (from  Businger  et  al.,  1971). 
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Figure  6.7    The  dimensionless  temperature  gradient  under  very  unstable  conditions. 

oc(w'0V'2(i)-l'2     U*' 
(6:49) 

This  means  that  the  effect  of  u^  is  still'  felt  at  large  values  of  (-f),  which  leads  to  a  conflict  when 
u*^o.  Businger  (1972)  argues  that  when  u  =  o  and  consequently  u*  =  o  there  are  still  substantial 
horizontal  motions  near  the  surface  which  have  been  introduced  by  the  large  scale  convection.  Close  to  the 

surface  over  a  relatively  short  period  compared  to  the  large  scale  convection  but  a  relatively  long  period 
compared  to  the  time  it  takes  to  develop  a  local  wind  profile  the  structure  of  the  profiles  must  be 
approximately  the  same  as  in  the  case  when  there  is  a  large  scale  mean  wind.  Consequently  tliere  is  locally 
shear  production  of  turbulence  and  locally  a  friction  velocity  w*  may  be  defined.  It  is  this  w*  which  then 
enters  as  a  scaling  parameter  in  (6:49).  This  point  will  be  discussed  further  in  the  next  section. 

On  the  other  hand  the  free  convection  argument  which  led  to  (6:46)  and  was  not  confirmed  by 

observations,  when  applied  to  the  variances  of  vertical  velocity  o^^ ,  and  temperature  fluctuations,  a^^, 
describes  the  observations  remarkably  well.  The  predictions  are 

'w. 

Uf 

(6:50) 
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^0 

(6:51) 

which  equations  in  terms  of  u*  and  0*  may  be  rewritten  as 

u* 

=  32  (-n' 

(6:52) 

and 

^e 

=  aa  (-f)' 

(6:53) 

n   1   1   1   1   r 

•  Kansas  1968 

o  Utah  1970 

o^ 

,rt»n*-  *•••. 

3. 

J   I   I   I   L. 

0.2      0 0.4  0.8 

1.0 

Figure  6.8  a^/u^,  and  oq/IO*]  versus  f.  The  Kansas  data  for  a^/u*  are  from  Haugen  et  al..  (1971):  and  for 
oqI\0*\  from  Wyngaard  et  al.  (1971).  The  Utah  data  have  been  taken  over  the  Bonneville  Salt  Flats, 
(unpublished). 

Figure  (6.8)  shows  how  well  these  relations  fit  the  data  for  large  (-f)-  I"  fat-'t,  (6:53)  is  already 
valid  for  f  s  0.1.  From  this  figure  if  is  seen  that  a^  s  2  and  ai  =  0.9. 
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In  general  it  is  found  that  average  quantities  containing  only  w'  and  d'  follow  the  free  convection  simi- 

larity quite  well,  whereas  mean  profiles  or  quantities  that  also  include  u'  do  not  follow  this  similarity. 

6.5        The  unstable  boundary  layer. 

In  the  preceding  sections  we  have  discussed  the  asymptotic  conditions  for  the  unstable  boundary 
layer,  i.e.,  the  structure  near  the  surface  as  a  function  of  stability,  and  some  characteristics  of  the  entire 
boundary  layer  under  neutral  conditions.  Now  we  shall  attempt  to  fill  in  the  open  spaces. 

6.5.1     Characteristic  observations 

Although  several  aspects  of  the  unstable  boundary  layer  are  not  understood,  observations  provide 
for  a  relatively  simple  description  of  the  average  quasi  steady  condition. 

a.  Above  the  surface  layer  as  soon  as  (-f)  »  1  the  gradient  of  potential  temperature  vanishes.  Thus 
the  bulk  of  the  boundary  layer  (typically  from  100-1000  m)  has  an  almost  uniform  potential 
temperature.  Both  (6:47)  and  (6:48)  indicate  an  asymptotic  approach  to  a  uniform  potential 
temperature  with  increasing  height.  A  consequence  of  this  is  that  the  concept  of  an  eddy  transfer 

coefficient  for  heat,  Kj^  becomes  useless,  see  (6:12),  because  the  heat  flux  itself  is  still  finite. 
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Figure  6.9    Schematic  diagram  of  the  unstable  boundary  layer. 
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Figure  6.10    Sample  of  temperature  on  vertical  wind  component  at  two  heights. 
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Figure  6.1  1     Distribution  of  vertical  heat  flux  in  a  column  of  air  of  height  h^,  illustrating  (6:54). 
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b.  The  top  of  the  boundary  layer  is  usually  marked  by  an  inversion.  This  inversion  is  caused  by  the 
turbulent  mixing  of  the  air  from  below  with  the  warmer  air  above.  This  results  in  a  downward  heat 
flux  in  the  upper  part  of  the  boundary  layer.  A  simplified  discussion  of  this  aspect  has  been  given 
by  Ball  (1960).  The  height  of  the  inversion  layer  depends  on  several  factors  such  as  the  total 

amount  of  heat  that  entered  the  atmosphere  at  the  earth's  surface  during  the  day,  the  lapse  rate  of 
the  undisturbed  air  above  the  inversion,  large  scale  convergence  or  divergence,  etc.  Figure  (6.9) 
displays  schematically  the  average  temperature  distribution  of  the  unstable  boundary  layer. 

c.  The  temperature  fluctuations  have  a  characteristic  structure,  as  demonstrated  in  (F6. 10).  It  is  clear 
that  with  increasing  height  the  quiescent  periods  become  longer  and  the  total  variance  decreases  as 
was  already  discussed  in  6.4.4.  The  vertical  velocity  structure  is  quite  different.  The  fluctuations 
appear  to  be  much  closer  to  a  normal  distribution  and  the  variance  increases  with  height  in  the 

surface  layer,  as  also  was  shovm  in  6.4.4,  and  reaches  a  maximum  at  about  200-300  m. 
The  vertical  coherence  of  the  fluctuations  is  a  remarkable  feature  of  the  unstable  boundary  layer 

indicating  plume  like  structures.  This  aspect  will  be  discussed  in  more  detail  in  6.5.3. 

6.5.2    The  Vertical  Heat  Flux 

The  heat  flux  is  the  dominant  factor  in  the  formation  of  the  unstable  boundary  layer.  The  heat 

which  enters  at  the  surface  is  distributed  over  a  large  segment  of  the  boundary  layer,  changing  the 
temperature  and  generating  turbulent  kinetic  energy  through  the  buoyancy  force,  see  6.5.3.  If  the 

divergence  of  net  radiation  is  negligible,  (6:10)  may  be  integrated  and  the  heat  flux  may  be  expressed  by 
the  following  equations,  see  (F6.11) 

Fh(0)  =/o°  V^^"  (6:54) 

where  hg  is  the  height  to  which  the  heat  flux  extends.  This  height  is  somewhat  below  the  height  of  the 
inversion  which  is  considered  the  top  of  the  boundary  layer. 

Under  conditions  of  horizontal  uniformity  (6:54)  reduces  to 

Fh(0)=/o°c^p|ldz  (6:55) 

'^    at 

Since  over  the  bulk  of  the  boundary  d  and  dd/dt  are  independent  of  height  and  because  dO/dt  = 
djT  9T/9t  =   3T/3t,  also   3T/8t  is  approximately  independent  of  height.  Consequendy  (6:55)  may  be 
integrated  to 

Fh(0)^cpp^ho  (6:56) 

'P^3t 

and 

Fh(z)  =  Fh(0)(l-^)  (6:57) 

These  approximate  equations  may  have  practical  use,  because  it  enables  a  fairly  detailed  description  of  the 

heat  flux  throughout  the  boundary  layer  when  dT/3t  and  h^  are  known.  Although  in  the  lowest  30-100  m 
d  decreases  with  height,  3T/3t  may  still  be  approximately  independent  of  heiglit.  In  any  case  tlie  error 
introduced  in  this  lowest  layer  is  usually  negligible. 
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In  (F6.12)  a  series  of  profiles  from  the  Cedar  Hill  Tower  (Kaimal,  1966)  are  given  Olustrating  the 
development  of  tlie  unstable  boundary  layer  in  the  early  morning.  The  sensible  heat  flux  at  the  surface 

computed  with  (6:56)  is  about  8mWcm"^  for  the  period  0731  to  0827  CST  and  about  16mWcm~^  for  the 
period  from  0827  to  0926  CST. 

6.5.3    Turbulent  Energy  Distribution  and  Scaling  Parameters 

In  order  to  obtain  a  better  physical  insight  in  the  unstable  boundary  layer  it  is  useful  to  consider 
the  equation  for  turbulent  kinetic  energy  (6:20)  more  closely.  Assuming  steady  state  and  multiplying  by 

kz/u*^  this  equation  may  be  written  after  using  (6:57)  as 

uw kz     9 

2   '^m-f(l-r)--3   i- w'(e+^)  =  <t>, '■     '"  ^         u*     9z  p  ^ 
(6:58) 

where  ̂ ^  =  kze/u*^.  When  this  equation  is  integrated  over  the  entire  boundary  layer  the  third  term 

vanishes  (see  6.2.4).  By  assuming  that  u'w'  behaves  in  a  similar  way  with  height  as  w'T',  a  point  which 
needs  further  consideration;  and  using  (6:37a)  the  average  production  of  the  first  term  over  the  entire 
boundary  layer  is  approximately 

1      >  u'w' 
/ 

'o     o 

u* 

<p^dz 
21      15h^ 

forho/L»  1. 
The  second  term,  on  the  other  hand,  averaged  in  the  same  way  yields 

ho      o  ho  -6L 

427 

366 

305 

E    244 

183 

122 

0827        -CST-  0926. 

26  27  28  29  30  31 

TEMPERATURE ,°C 

0.2  04  0.6  08  1.0 

<r^2  m^  sec"2 Figure   6.12    Profiles  of  temperature  and  a^  (variance  of  wind  as  observed  on  Cedar  Hill  Tower  in  the 
morning  of  6  August  1963   (Kaimal.   1966). 
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It  is  clear  that  for  hQ  »  L  the  average  buoyant  energy  production  is  much  larger  than  the  average  shear 
production.  In  fact,  in  most  cases  the  shear  production  can  be  neglected  if  the  total  turbulent  kinetic 

energy  in  the  boundary  layer  is  considered.  Because  typically  |L|  <  100  m  and  h^  <  1000m  therefore  hJ\L\ 
<  10.  Only  in  the  cases  that  |L|  >  100  m  and  becomes  of  the  same  order  of  magnitude  as  h^  does  the  shear 
production  play  a  significant  role.  But  these  conditions  in  the  surface  layer  are  considered  to  be  near  neutral. 
This  illustrates  the  fact  that  the  neutral  boundary  layer,  as  discussed  in  (6.3),  rarely  occurs. 

The  transition  region  from  the  neutral  case  to  the  well  developed  unstable  case,  |L1  <  100  m,  is  very 
complex  and  little  is  known  about  its  detailed  structure.  Although  the  well  developed  unstable  case  is  not 

yet  fully  understood,  it  is  considerably  simpler  and  some  general  comments  can  be  made.  Equation  (6:58) 
when  averaged  over  the  boundary  layer  reduces  to 

\  =  <0,>  (6:59) 

_  .hg 
where  <0g>=  1/hoJQ    4>e  '^^  the  average  dissipation  of  turbulent  energy. 

The  average  dissipation  <  e  >  over  the  boundary  layer  is  defined  by  the  characteristic  turbulent 

velocity  and  the  scale  of  turbulence.  (In  the  neutral  surface  layer  we  have  e  =  u*'/kz).  So  a  reasonable 
assumption  is 

<e>  =  as   <^>  (6:60) 

From  laboratory  measurements  of  Deardorff  and  Willis  (1967),  Tennekes  (1970)  estimated  as  =  2.4. 
By  introducing  (6:60)  into  (6:59)  we  obtain 

<aw>  =  a4    {S,ho  ̂ i^  y  =  a4  Uf^  (6:61) "  T    "  CpP 

a  result  consistent  with  (6:52).  Or  in  dimensionless  form 

<Ew>   =  a    /Ik)  1/3  (6:62) 

u*  -L 

The  constant  34  is  of  order  unity. 

Furthermore  if  the  assumption  is  made  that  the  average  heat  flux  is  proportional  to  the  product  of 
<a^>  and  <ag>,  i.e., 

<w'T'>     =    0.2<a,„>   <a.>  (6:63) w 

where  the  coefficient  0.2  is  based  on  data  given  by  Tsvang  and  Volkov  (1967)  and  by  Telford  and  Warner 
(1964),  an  expression  similar  to  (6:53)  is  obtained,  using  (6:57) 

<ag>  =  as    i^r"  (6:64) 

where  as  again  is  of  order  unity. 
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The  relevant  scaling  parameters  in  the  bulk  of  the  unstable  boundary  layer  are  apparently  the  same 

as  in  the  free  convection  case.  Tennekes  (1970),  therefore  suggests  that  as  soon  as  f»l  to  call  the 

condition  "local  free  convection."  The  following  scaling  parameters  may  be  identified: 

Zq  the  roughness  length 

L  the  Obukhov  length,  a  stability  parameter 

hg  the  height  where  the  heat  flux  is  zero 

h  the  height  of  the  inversion  layer,  or  top  of  the  boundary  layer  (>hQ) 
u*  the  friction  velocity 

UfQ  the  convection  velocity 
d*  scaling  temperature  in  the  surface  layer 

6fQ  convective  temperature  scale 

It  is  of  interest  to  note  that  the  height  of  the  neutral  boundary  layer,  which  may  be  characterized 

by  h^  =  u*/f  does  not  appear  in  the  unstable  boundary  layer.  The  reason  is  that  the  structure  is  entirely 
dominated  by  the  buoyant  energy  production  and  therefore  the  heat  flux.  It  seems  reasonable  to  assume 

that  the  momentum  flux  adjusts  itself  to  the  height  imposed  by  the  heat  flux.  This  suggestion  has  been 

made  by  Deardorff  (1970a,  b)  and  Businger  (1971).  On  the  other  hand  Tennekes  (1970)  sees  a  real 

dilemma  in  the  two  conflicting  height  scales,  i.e.,  hg  and  hj^. 
In  (6.4.4)  a  local  friction  velocity  w*  was  introduced  to  account  for  the  fact  that  even  when  the 

large  scale  average  value  of  u*  =  0  there  is  shear  production  of  turbulence  near  the  surface  caused  by  the 
larger  scale  convection  in  the  boundary  layer.  It  is  tempting  to  speculate  that  a  relationship  between  w* 

and  UfQ  exists  analogous  to  the  relation  between  u*  and  Ug  in  the  neutral  case.  This  means  that  the  surface 

roughness  Zq  should  play  a  role  in  the  constant  of  proportionality  as  well  as  the  height  of  the  boundary 
layer,  h.  These  considerations  lead  to  the  postulate  that 

z 

w*  =  ae  UfQCn—  (6:65) 

The  constant  ag  is  presumably  a  universal  constant.  The  effect  of  the  Coriolis  force  is  assumed  to  be 
negligible  which  may  not  be  entirely  correct. 

The  shear  production  of  the  turbulent  energy  near  the  surface  will  now  be  proportional  to  w*^/z  in 

analogy  with  the  neutral  case  (u*^/kz).  And  the  ratio  of  buoyant  production  over  shear  production  may  be 
written  (6:65) 

Aw5l^  =  a,(enA)3i  (6:66) 
T  w*^  Zq       h 

The  interesting  result  is  that  this  ratio  is  not  directly  dependent  on  the  heat  flux.  It  also  suggests  there  is  a 

lower  limit  to  the  Obukhov  length  provided  this  length  is  generalized  to  include  w^,  so  that 

_  2^  _  buoyant  production 
L        shear  production 

In  this  case 

h 

L„i„  =  -a8h(Cn-i^)-^  (6:67) 
mm  2 

where  ag  =  (ka7)"'.  Equation  (6:67)  suggests  that  the  Lf^j^  will  be  larger  over  rough  terrain  than  over smooth  terrain  under  otherwise  similar  conditions. 
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The  behavior  of  <p^  with  height  is  now  consistent  with  (6:48)  and  (6:49)  provided  u*  is  replaced  by 
w*. 

6.5.4     Plumes  and  Dustdevils 

In  the  unstable  boundary  layer  various  convective  structures  appear  some  of  which  with  a 
remarkably  orderly  structure.  This  is  rather  intriguing  because  they  appear  when  the  various  forms  of 
turbulent  energy  input  are  well  developed  and  one  would  expect  the  most  chaotic  structure.  Nevertheless 

plumes  and  dustdevils  have  been  identified  for  many  years,  and  dustdevils  in  particular  appear  to  be  well 
organized  and  relatively  stable  systems. 

Convective  plumes  are  usually  identified  by  their  saw-tooth  appearance  in  temperature  recordings 
obtained  from  a  stationary  sensor,  (F6. 10).  Invariably,  they  exhibit  vertical  continuity  and  a  tilt  in  the 
downwind  direction.  They  are  most  clearly  defined  when  the  wind  is  hght  and  the  heat  flux  is  relatively 
large.  The  dustdevil  is  probably  several  orders  of  magnitude  less  frequent  that  the  plume,  but  is  a  more 
spectacular  and  energetic  system.  During  the  experiments  in  Kansas  in  1967  and  1968  only  one  dustdevil 
passed  through  the  instrumented  tower  and  could  be  clearly  identified  as  such.  Kaimal  and  Businger  (1970) 
have  given  a  description  of  this  case  as  well  as  an  analysis  of  a  typical  plume.  The  data  on  which  they 
based  their  plume  and  dustdevil  analysis  are  given  in  (F6.13)  and  (F6.14)  respectively. 
a.  The  plume 

The  most  striking  feature  of  the  plume  is  the  sharp  drop  in  temperature  at  the  upwind  edge.  This 
microfront  may  be  less  than  1  cm  thick  which  is  the  scale  where  viscous  dissipation  and  molecular 
conduction  becomes  dominant.  The  maintenance  of  such  a  sharp  front  in  the  turbulent  environment 

requires  very  active  stretching  along  the  front  and  strong  convergence  perpendicular  to  it.  The  w 
component  shows  a  marked  increase  going  from  the  lower  to  the  upper  level  which  is  consistent 
with  the  stretching.  Also  w  is  predominantly  positive  within  the  plume  (as  delineated  by  the 
temperature  trace,  (F6.13))  and  negative  outside  it.  This  characteristic  is  more  pronounced  at  the 
upper  than  at  the  lower  level.  The  u  component  remains  low  within  much  of  the  plume  but 
increases  suddenly  just  ahead  of  the  front.  An  increase  in  u  would  be  expected  from  the  horizontal 
convergence  associated  with  vertical  stretching,  although  at  the  upper  level  it  occurs  as  much  as  2 
seconds  ahead  of  the  front,  which  means  that  a  strong  burst  of  upward  momentum  transport  occurs 

just  before  the  passage  of  the  front.  This  is  frequently  the  case  but  not  the  rule  for  the  average 
plume.  The  v  component  is  relatively  inactive,  indicating  that  there  is  no  rotation  associated  with 
the  plume.  However,  many  plumes  that  were  examined  showed  a  small  direction  shear  at  the  front, 
which  probably  results  from  concentration  of  vorticity  due  to  the  stretching  along  the  front. 
A  remarkable  feature  also  is  the  uniform  temperature  before  and  after  the  plume.  By  comparing 

this  temperature  at  the  two  levels  it  turns  out  that  the  temperature  is  adiabatic  to  within  the 
accuracy  of  the  profile  measurements.  This  indicates  that  very  little  warm  air  is  mixed  into  the 

quiescent  region. 
The  data  presented  in  (F6.13)  allows  us  to  speculate  on  the  structure  of  the  plume.  Figure  (6.15) 

illustrates  why,  although  the  horizontal  wind  increases  with  height,  the  plume  may  maintain  a 
constant  tilt  angle  (3  during  its  horizontal  movement  with  the  wind.  Also  significant  entrainment 

must  take  place  because  the  vertical  transport  at  the  upper  level  is  about  2.5  times  that  of  the  lower 
level. 

b.  The  dustdevil 

The  dustdevil  shows  a  strong  updraft  around  the  vortex  and  a  downdraft  within  the  core.  This 

appears  to  be  a  general  characteristic  of  well-developed  dust  devils  and  other  concentrated  vortices 
in  the  atmosphere.  The  region  of  the  strongest  downward  velocity  is  identified  as  the  center  of  the 
dustdevil  (indicated  by  arrow  in  (F6.14)).  From  the  figure  it  is  also  clear  diat  the  region  of 
downdraft  corresponds  with  the  strongest  shear  in  the  v  component. 
The  dustdevil  has  many  striking  differences  with  respect  to  the  plume: 

1.  Since  the  area  surrounding  tlie  dust  devil  is  quite  turbulent,  the  limits  of  the  dust  devil  are  not 
as  clearly  defined  as  in  the  plume.  At  5.66m  the  transition  from  upward  to  downward  motion  may 
be  considered  the  outside  boundary  of  the  dust  devil,  but  no  such  transition  occurs  at  22.6  m 

within  the  25  sec  of  observations  presented  here.  Our  data  show  that  the  w  component  at  22.6  m 



The  Unstable  Boundary  Layer 

6-29 

<=0 

I      r     I  III 

oas/ai  335/ Lu 

^   fSJ  O  OJ  ̂   ̂ p 

33S/UJ 

ti>   ̂   OJ   O   00  ̂    ̂ o 

03S/UJ 

0\ 

bo 

•S 

S 

•a 

K 

■a 

§ 

bo 

■S 

fO  00   —    O    —   CO 

395 /Ul 



6-30 The  Atmospheric  Boundary  Layer 

,^ 

u.  =  5.0  m  sec"' 

vovo 

u_  =  3.5  m  sec"' 
B 

"V 

^
;
 

w,=  2.0  msec' 

'/^ 

Wg=  1.0  m  sec' FRONT 

/
/
 

'
/
/
 

\ 

&
'
 1 1 1 1 1 1 1  I  I  I  I  I  I  I  I  I  I  I  I  I  I  /  I  I  I  I  I  I  I  I  >  n  I 

Figure  6.15    Two-dimensional  model  of  the  convective  plume   (from  Kaimal  and  Businger,  1970). 
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Figure  6.16    Two-dimensional  model  of  the  dust  devil   (from  Kaimal  and  Businger,  1970). 
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was  predominantly  positive  from  about  8  sec  preceding  this  record  to  about  28  sec  following  it.  The 

same  comments  apply  also  to  T'. 
2.  Ignoring  the  central  downdraft,  which  is  more  pronounced  at  22.6  m  than  at  5.66  m,  the  w 

component  in  the  vortex  shows  roughly  the  same  magnitude  at  both  levels,  implying  that  there  is 
very  little  vertical  stretching  between  5.66  and  22.6  m. 

3.  The  temperature  trace  does  not  show  the  characteristic  sawtooth  shape  of  the  plume.  There  is 
a  large  blunt  peak  toward  the  rear  of  the  vortex  at  5.66  m  which  is  absent  at  22.6  m.  Temperature 
excess  is  about  the  same  at  both  levels;  this,  together  with  the  absence  of  vertical  stretching, 

suggests  that  entrainment  is  not  nearly  as  important  in  the  dust  devil  as  in  the  plume. 
4.  It  appears  as  though  u  increased  suddenly  at  both  levels  immediately  prior  to  the  arrival  of  the 

dust  devil.  The  sharp  dip  in  the  region  of  the  downdraft  is  merely  a  consequence  of  the  tilt  in  the 
dust  devil,  as  is  demonstrated  by  (F6.16). 

5.  The  V  component,  which  is  a  measure  of  the  tangential  velocity  in  the  dust  devil,  indicates  that 
the  rotation  is  counterclockwise.  This  is  of  no  particular  significance  since  it  has  been  established 

(Sinclair,  1969),  (Canoll  and  Ryan,  1970)  that  there  is  no  directional  preference  in  the  rotation  of 
dust  devils.  But  it  is  important  to  note  that  both  the  diameter  of  the  strongest  rotation  and  the 
tangential  velocities  associated  with  it  remain  essentially  constant  with  height. 

6.  The  fluxes  of  heat  and  momentum  computed  from  the  observations  given  in  (F6.13)  and 
(F6.14)  indicate  that  the  dustdevil  transfers  about  10  times  as  much  as  the  plume.  Both  the  plume 
and  dustdevil  show  strong  upward  momentum  flux  at  the  22.6  m  level  near  the  center,  see  (F6.17), 

a  puzzling  feature. 

7.  The  plume  which  is  basically  a  non-rotating  system  appears  to  be  transported  at  some  mean 
velocity  close  to  the  ground.  The  speed  of  translation  u^  as  determined  from  (F6.16)  is  about 

2  m  sec"'  which  corresponds  to  the  mean  horizontal  windspeed  at  some  level  below  0.5  m.  The  dust 
devil,  on  the  other  hand  appears  to  move  at  a  speed  higher  than  the  mean  wind  speed  observed  at 
32  m  (F6.16).  This  suggests  that  the  dust  devil  extends  vertically  well  into  the  boundary  layer  and 
is  propelled  at  the  mean  wind  speed  near  its  center  of  gravity. 
It  should  be  emphasized  that  whereas  the  plume  example  that  has  been  given  here  is  a  fairly  typical 

one,  the  dust  devil  may  be  rather  atypical  because  it  is  the  only  one  that  presented  itself  for  analysis. 
However,  comparison  with  the  wind  data  on  dust  devils  presented  by  Ryan  and  Carroll  (1970)  shows  that 
the  Kansas  dust  devU  is  fairly  normal  with  a  maximum  vertical  velocity  and  diameter  somewhat  larger  than 
average. 

The  juxtaposition  of  the  plume  and  the  dust  devil  leads  naturally  to  a  speculation  concerning  a 
possible  relation  between  the  two.  The  stretching  at  the  back  of  the  plume  tends  to  concentrate  vorticity, 

which  occasionally  may  conceivably  be  large  enough  to  transform  the  plume  into  a  dust  devil.  Many  plume 
observations  indicate  some  concentration  of  vorticity  near  the  temperature  discontinuity.  One  case  was 

found  in  the  1968  Kansas  observations  where  the  vorticity  was  quite  significant,  almost  suggesting  an 
intermediate  stage  between  plume  and  dust  devil.  However,  the  transformation  of  a  plume  into  a  dust  devil 
must  be  a  rare  event  because  the  number  of  plumes  present  at  any  time  is  much  larger  than  the  number  of 
dust  devils.  Bergman  (1969)  showed  that  a  vortex  is  most  unstable  when  it  is  being  formed,  i.e.,  when  the 
tangential  velocity  is  small  with  respect  to  the  vertical  velocity.  It  is  likely  therefore  that  in  most  cases  the 
vortex  instability  will  destroy  the  plume  and  only  in  the  rare  event  when  the  plume  is  able  to  concentrate 
vorticity  rapidly  enough  will  it  turn  into  a  dust  devil. 

6.5.5     Rolls  (Secondary  Flows) 

The  inherent  instability  of  the  Ekman  profile,  as  discussed  in  6.3.3,  is  difficult  to  incorporate  into  a 
flow  model,  because  it  effectively  prevents  the  Ekman  profile  (6:31)  from  developing  in  the  first  place. 

Nevertheless,  it  is  tempting  to  start  with  (6:31)  and  to  carry  out  a  finite  perturbation  analysis.  This  has 
been  done  by  Brown  (1970). 

The  growing  perturbation  as  sketched  in  6.3.3  has  been  included  in  an  energy  balance  equation  in 
order  to  estimate  how  much  energy  is  available  for  its  growth.  The  pertinent  energy  equation,  similar  to 
(6:20)  when  averaged  over  a  volume  element  which  includes  one  wavelength  of  the  secondary  flow  may  be 
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written 

1^=^      ?   )    Huw^+vw|^)+  lwT-(v|P+w|P)}dydz  (6:68) at       hX      Q   Q  oz  dz  T  oy  9z 

The  left  hand  side  represents  the  average  change  in  secondary  flow  energy.  The  first  term  on  the  right  hand 
side  represents  the  interchange  of  energy  with  the  mean  flow;  the  second  term  is  the  rate  of  work  done  by 
buoyancy  due  to  the  secondary  flow  and  the  last  term  represents  a  redistribution  of  energy  within  the 
boundary  layer,  the  average  value  of  which  when  integrated  over  the  boundary  layer  vanishes,  see  6.2.4. 
The  dissipation  term  has  been  neglected  in  (6:68).  This  is  justifiable  because  the  scale  of  the  secondary 
flow  is  very  much  larger  than  the  smallest  eddies  where  viscous  dissipation  becomes  important. 

For  the  neutral  case  the  requirement  of  equilibrium  i.e.,  3e2/9t  =  0  may  be  expressed  after  a 
horizontal  integration  as 

;  ̂   1^  =  0  (6:69) o 

where  the  overbar  indicates  an  average  in  the  y-direction.  This  condition  constrains  the  amplitude  of  the 
perturbation.  The  amplitude  distribution  of  the  perturbation  also  determines  the  magnitude  of  the 
secondary  flow  as  given  by  (6:32b).  The  net  effect  of  the  momentum  transfer  from  the  mean  flow  to  the 
secondary  flow  and  vice  versa  is  that  an  extra  stress  term  appears  in  the  steady  state  form  of  the  boundary 
layer  (6:7)  and  (6:8)  with  constant  K.  If  the  coordinate  system  is  chosen  so  that  the  roll  axis  is  in  the  x 
direction  this  stress  term  appears  only  in  the  equation  for  the  v  component.  A  closed  solution  exists  for 
the  thus  modified  (6:7)  and  (6:8)  giving  the  modified  mean  flow  profiles.  It  is  of  interest  to  note  that  the 
energy  is  transferred  from  the  mean  flow  to  the  rolls  in  the  lower  part  of  the  boundary  layer  and  vice  versa 
in  the  upper  part  of  the  boundary  layer.  This  is  also  apparent  by  comparing  the  modified  hodograph  with 

the  original  Ekman  spiral  (F6.18).  The  maximum  growth  rate  is  found  for  e=  18°,  i.e.,  for  a  roll  axis  18° 
to  the  left  of  the  geostrophic  .wind.  Figure  (6.19)  illustrates  the  pattern  of  secondary  flows  that  is  obtained 
with  this  analysis. 

In  the  above  analysis  it  is  assumed  that 
a.  The  shape  of  the  perturbation  is  relatively  insensitive  to  the  resulting  changes  in  the  mean  velocity 

profile,  and 
b.  The  final  modified  profile  is  relatively  stable  to  perturbations,  although  it  stUl  exhibits  inflection 

points.  There  is  little  or  no  energy  available  for  the  growth  of  these  perturbations.  Observational 
evidence  seems  to  justify  this  assumption. 
The  analysis  for  the  thermally  stratified  case  requires  two  modifications,  (a)  The  perturbation 

equation  (6:32)  must  now  include  terms  that  deal  with  the  stratification.  This  is  accomplished  by 

introducing  a  bulk  Richardson  number  (Ri  =  g(9T/9z)  {T  (Vg/6)^}"')  i characteristic  for  the  boundary  layer. 
By  doing  so  a  6th  order  perturbation  equation  results,  (b)  In  the  energy  equafion  (6:68)  the  buoyancy 
term  becomes  important.  However,  this  term  is  difficult  to  evaluate  because  the  horizontal  heat  flux 

distribution  has  not  been  specified.  A  full  analysis  of  the  heat  conduction  equation  in  conjunction  with  the 
secondary  flow  model  will  be  required. 

Brown  (1972)  analyzed  the  modified  Orr-Sommerfeld  equafion  for  a  range  of  stabilities.  The  angle  e 
increases  for  stable  stratification  and  decreases  for  unstable  stratification,  reaching  e  =  0  for  moderately 
negative  bulk  Richardson  numbers.  The  dynamic  inflection  point  instability  is  modified  somewhat,  and  the 
possibility  of  convective  instabilities  enters.  The  energy  available  for  tlie  secondary  flow  decreases  with 
stability  and  increases  with  instability.  This  makes  the  roll  phenomenon  a  much  more  common  event  in  the 
unstable  boundary  layer  justifying  its  discussion  in  this  section. 

Haugen  et  al.  (1971)  recently  reported  observations  of  short  periods  of  botli  strong  heat  tlux  and 

strong  momentum  flux  in  the  surface,  which  they  call  bursts.  The  intermittent  nature  of  this  phenomenon 
suggests  a  possible  relation  to  the  rolls  discussed  above.  If  this  is  so  the  heat  flux  contribution  to  (6:68)  is 
not  negligible.  In  fact  we  would  expect  tliis  contribution  to  be  positive  enhancing  the  energy  of  the  rolls. 



6-34 The  Atmospheric  Boundary  Layer 

300 
Theory 

6=20" 

Observed  wind 

(less  thermal 
wind) 

Re  =  3000 

6"  =  30* 
6  =  1 10  meters 

/«=  0.5 

Figure  6.18    Mean  wind  hodographs  for  Jacksonville,  April  4,  1968;  the  Ekman  profile,  and  the  theoretical 
profile  including  secondary  flows   (after  Brown,  1970). 

6.6       The  Stable  Boundary  Layer 

The  structure  of  the  stable  boundary  layer  is  markedly  different  from  the  unstable  boundary  layer. 
In  fact,  the  neutral  boundary  seems  to  be  in  the  middle  of  an  almost  discontinuous  transition  from  stable 
to  unstable  or  vice  versa.  In  (F6.20)  this  characteristic  is  illustrated  by  a  plot  of  the  observed  geostrophic 
drag  coefficients  versus  stability.  The  very  different  character  of  the  two  stability  ranges  is  also  apparent  in 
the  discussion  of  the  diabatic  surface  layer  6.4.  However,  the  stability  concepts  introduced  in  6.4  are  still 
valid  in  both  ranges. 

6.6.1    The  Critical  Richardson  Number 

In  his  original  study  Richardson  (1920)  asked  the  question  under  what  stability  conditions  would 
there  be  just  no  turbulence.  Assuming  K^  =  K^,  and  neglecting  viscous  dissipation  he  argued  that  Rx^^  =  1. 
Or,  if  we  do  not  assume  K^  =  K^  an  equivalent  statement  is  Rfcr=l-  This  means  that  the  shear 
production  of  turbulent  kinetic  energy  is  entirely  compensated  for  by  a  negative  buoyant  production 
(6:20).  The  limit  of  Rfcr  =  1  is  an  absolute  upper  limit.  Since  viscous  dissipation  plays  an  important  role  as 
a  turbulent  energy  sink  it  is  to  be  expected  that  the  true  critical  value  is  less.  From  the  experimental  data 
in  (F6.5)  a  value  of  Ri^r  =  0.2  is  suggested,  and  because  K^/Km  =  1.2  for  large  f,  Rf^r  =  0.25.  These 
values  are  much  smaller  than  the  value  Richardson  originally  suggested. 
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Richardson's  original  approach  and  the  experimental  data  presented  are  relevant  to  the  transition 
from  turbulent  to  laminar,  and  because  the  production  terms  contain  the  fluxes  Rf  is  the  relevant 
parameter  to  consider. 

Following  Richardson  several  investigations  have  been  made  to  refine  his  criterion  notably  by 
Ellison  (1957),  Townsend  (1958),  and  more  recendy  by  Beals  (1970)  and  Arya  (1972).  These  semi 

empirical  theories  all  yield  values  of  Rfcr  <  1-  The  most  recent  result  by  Arya  suggests  a  range  for  Rf^^ 

from  0.15-0.25,  a  result  which  is  not  entirely  independent  of  the  above  mentioned  observed  value. 
The  opposite  problem  of  a  transition  from  laminar  to  turbulent  is  in  a  sense  simpler  because  a  well 

defined  laminar  shear  flow  is  analyzed  with  respect  to  infinitesimal  perturbations.  When  the  perturbations 
grow  the  flow  is  considered  unstable  and  a  breakdown  into  turbulence  is  expected.  This  analysis  leads  to  a 

Ri(.^  because  the  fluxes  are  purely  molecular  and  consequendy  negligible,  whereas  the  gradients  are  well 

defined.  Taylor  (1931)  and  Goldstein  (1931) 'analyzed  the  stabiHty  of  the  flow  this  way  and  found 
Ricr  =  0.25.  The  analysis  was  refined  by  Miles  (1961)  with  the  same  result. 

A  somewhat  different  but  very  simple  analysis,  using  the  technique  of  exchange  of  parcels  has  been 

given  by  Ludlam  (1967)  with  again  the  result  that  Rij>j.  =  0.25.  Businger  (1969)  extended  Ludlam's  analysis 
and  showed  that  Ri^^j.  has  a  range  of  0.25-1,  depending  on  how  much  of  the  stable  layer  would  participate 
in  the  exchange  of  parcels.  Experimental  evidence  presented  by  Woods  (1969)  supports  this  notion.  It  may 
be  argued  therefore  that  the  criterion  for  finite  perturbations  is  less  stringent  than  for  infinitesimal 

perturbations.  In  a  recent  study  Hines  (1971)  generalized  Ludlam's  approach  to  variable  fields  of  u  and  d 
and  also  finds  less  stringent  criteria  for  the  onset  of  turbulence. 

Typicol  Secondary  Flow 
in  the   Planetary   Boundary   Layer 
(Modified  Eknnon   Layer) 

Figure  6.19    Typical  secondary  flow  in  the  planetary  boundary  layer  (after  Brown,  1972). 
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Figure  6.20  The  effect  of  stability  on  the  geostrophic  drag  coefficient.  The  ratio  CIC^=  u*lu*^  is  the 
friction  velocity  over  the  adiabatic  friction  velocity  when  the  geostrophic  wind  is  constant.  In  this  case 
not  the  geostrophic  wind,  but  the  wind  500m  above  the  surface  is  observed.  The  term  Aso^  designates 
the  potential  temperature  difference  between  the  surface  and  a  level  50mb  from  the  surface  (which  is  at 
approximately  500m j    (data  from  R.  H.  Clarke,  1970). 

It  is  clear  that  the  last  word  about  Ri  and  Rr  has  not  been  said.  Careful  experimental  work  is 
needed  to  determine  more  precisely  these  values.  However,  there  is  no  doubt  that  a  transition  exists  from 
laminar  to  turbulent  and  vice  versa  depending  on  the  stability.  This  fact  has  profound  consequences  for  the 
structure  of  the  stable  boundary  layer. 

6.6.2    Consequences  of  Ri 

A  qualitative  discussion  of  the  sequence  of  events  that  occur  when  the  boundary  layer  changes  from 
unstable  to  stable  may  help  to  illustrate  the  complexities  that  are  inherent  to  the  stable  boundary  layer. 
Sometime  during  the  afternoon  of  a  clear  day  the  heatflux  changes  sign  from  upward  to  downward  and  the 
lowest  part  of  the  boundary  layer  becomes  stable.  Shortly  before  the  entire  boundary  layer  was  still  in 
turbulent  motion  because  tliere  was  both  buoyant  and  shear  energy  production.  The  upward  heat  flux 

continues  for  some  time  in  the  upper  part  of  tlie  boundary  layer  after  the  lower  part  has  become  stable. 
The  flux  Richardson  number  is  always  small  near  the  surface  (except  when  it  is  completely  calm)  because 
the  windshear  is  large.  So,  following  Rr  as  a  function  of  height  it  will  increase  from  the  surface  on  up; 
initially  approximately  proportional  to  the  height  then  gradually  less  and  eventually  it  reaches  a  maximum. 
Because  the  upper  part  of  tlie  boundary  layer  is  still  unstable  Rr  should  be  rather  small  tliere  or  even 
negative.  The  point  is  that  if  Rr  is  reached  sometime  after  the  transition  from  unstable  to  stable  it  will  be 
reached  first  where  the  maximum  value  occurs  at  some  height  above,  but  relatively  close  to,  the  surface.  As 
soon  as  this  happens  the  turbulence  will  be  dampened  and  a  laminar  layer  will  tend  to  form.  This  layer  is 
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an  effective  barrier  for  all  the  fluxes.  The  transfer  of  momentum  and  heat  from  higlier  layers  will  be 
blocked.  Under  the  laminar  layer  the  transfer  of  momentum  will  continue  down  to  the  surface  until  the 

available  momentum  is  depleted  or  Rx-  has  become  larger  than  critical.  The  result  is  that  the  wind 
diminishes  and  a  period  of  calm  sets  in.  This  is  a  well  known  phenomena  under  fair  weather  conditions. 
The  temperature  near  the  surface  drops  dramatically  because  the  outgoing  net  radiation  is  not  compensated 

for  by  the  downward  heat  flux.  In  the  mean-time  above  tlie  laminar  layer  momentum  is  still  transferred 
downward  whereas  little  heat  is  transferred.  Consequently  the  momentum  increases  in  the  upper  part  of  the 
laminar  layer  because  it  cannot  pass  through  this  layer.  A  strong  windshear  builds  up  and  since  there  is  not 
a  similar  effect  of  the  heatflux  Ri  must  decrease,  and  eventually  below  Ri  .  This  means  that  the  laminar 
layer  will  gradually  be  eaten  away  by  turbulence  from  above.  Eventually  the  turbulence  reaches  the  ground 
associated  witli  a  burst  of  momentum  and  heat. 

After  this  the  entire  sequence  of  events  may  repeat  itself.  When  the  momentum  is  transferred  to  the 
ground  the  windshear  will  decrease  and  again  Rr  may  be  reached  at  a  certain  heiglit  above  the  ground, 
etc.  It  is  therefore  unlikely  that  long  periods  of  steady  state  occur  in  the  stable  boundary  layer.  Also  the 
layer  of  constant  flux,  i.e.,  the  surface  layer  may  become  quite  small  or  disappear  altogether. 

Although  Rf^j.  may  not  be  reached  for  sometime  in  the  upper  part  of  the  boundary  layer  the 
production  terms  for  turbulent  kinetic  energy  become  quite  small  and  dissipation  continues  with  the  result 
that  the  whole  level  of  turbulence  decreases.  Also  the  turbulent  transfer  decreases,  and,  where  a  layer  has 

become  laminar,  even  vanishes.  Consequently,  the  strong  linking  of  layers  in  the  vertical,  that  existed  in  the 
unstable  boundary  layer  to  the  extent  that  the  whole  upper  part  of  the  layer  became  practically  uniform  in 
potential  temperature  and  momentum,  has  disappeared.  Each  layer  will  now  be  able  to  search  for  its 
geostrophic  balance.  But  because  the  layer  is  initially  considerably  out  of  geostrophic  balance,  inertial 

oscillations  may  develop.  This  phenomenon  is  also  related  to  the  so-called  nocturnal  jet  (Buajitti  and 
Blackadar,  1957). 

6.6.3     Interaction  of  Turbulence  with  Gravity  Waves 

One  of  the  reasons  for  the  sharp  contrast  between  the  stable  and  unstable  boundary  layers  is  the 

fact  that  the  Brunt-Viiissala  frequency,  N  is  real  in  a  stable  layer  and  imaginary  in  an  unstable  one. 

N-(||)-  (6:70) 

This  frequency  comes  about  as  soon  as  the  buoyancy  force  is  a  restoring  forcef,  and  the  waves  associated 
with  it  are  called  .gravity  waves.  An  extensive  literature  exists  concerning  these  waves  and  for  a  detailed 
discussion  the  reader  is  referred  to  Chapter  7. 

When  N  becomes  real  turbulent  energy  may  excite  gravity  waves  and  the  cascading  process  is  slowed 

down.  This  may  be  related  to  the  interesting  way  a^/u*  behaves  as  a  function  of  stability,  see  (F6.8).  In 
the  unstable  regime  a^/u*  follows  (6:52)  quite  well;  near  neutral  apparently  a  minimum  is  reached,  and  a 
sudden  rise  occurs  as  soon  as  the  stable  regime  is  entered.  Intuitively  one  would  think  that  negative 
buoyancy  would  suppress  the  vertical  component  of  turbulence  more  strongly  than  the  other  components. 
What  actually  happens  is  that  the  correlation  between  u  and  w  is  more  strongly  affected  than  w  itself.  This 
suggests  that  some  of  the  variance  of  w  must  be  attributed  to  gravity  waves.  It  is  difficult  to  forniuhitc  this 
in  a  quantitative  form. 

fA  simple   way   of  visualizing  why   N   is   tiie   appropriate   frequency   may   be   given   with   tlie  following 
consideration.  Assume  a  parcel  of  air  in  a  uniformly  stable  layer  being  displaced  over  a  distance  z  from 
its  equilibrium  position.  The  restoring  buoyancy  force  then  is  equal  to  the  acceleration  of  tiie  parcel,  i.e., 

glO  (3(?/3z)z  =  dw/dt  =  d^z/dt^.  If  no  other  forces  act  on  the  parcel  this  differential  equation  leads  to  a 
simple  osciallation  z  =  z    sin  Nt  where  N  is  the  frequency  of  oscillation. 



6-38 The  Atmospheric  Boundary  Layer 

6.7        Effects  of  change  in  terrain 

So  far  the  emphasis  of  our  discussion  has  been  on  situations  of  steady  state  and  horizontal 
uniformity.  In  reality  horizontally  uniform  surfaces  are  quite  rare  over  land  so  much  so  that  it  took  serious 
efforts  to  find  sites  sufficiently  representative  of  this.  The  well  known  sites  near  Hay  and  Kerang  in 
Australia  as  well  as  the  site  near  Liberal,  Kansas  are  good  examples  of  such  efforts.  On  the  other  hand,  the 
sea  surface  is  usually  relatively  uniform,  validating  much  of  the  previous  discussions. 

The  consideration  of  non  uniform  surfaces  opens  up  a  host  of  complexities,  only  a  few  of  which 
have  been  investigated  into  some  depth.  Most  investigations  have  dealt  with  the  effect  of  change  in  surface 

conditions  such  as  a  change  in  terrain  from  a  smooth  to  a  rough  surface  or  from  a  cold  to  a  warm  surface 
or  vice  versa.  In  these  cases  it  is  assumed,  and  we  shall  adopt  this  assumption,  that  the  wind  direction  is 
perpendicular  to  the  surface  discontinuity. 

6.7.1     The  internal  boundary  (neutral  case). 

The  effect  of  a  change  in  terrain  is  a  modification  of  the  boundary  layer.  When  the  air  moves  over  a 

discontinuity  in  the  surface  characteristics  its  effect  will  be  propagated  downwind  and  upward.  The 
transition  zone  between  the  original  unmodified  air  and  the  modified  air  is  called  the  internal  boundary, 
and  is  illustrated  by  (F6.21).  The  formulation  of  the  steady  state  problem  near  the  surface  may  be 
considered  two  dimensional  and  the  equations  of  motion  (6:1)  may  be  simplified  to 

3     — 2   _±_    3        3p 
—  pu^  +   —  puw   =   --i: ox  dz  ox 

(6:71) 

a    — 

—  puw 
ox 8z 

pw 

-9p 
dz 

-P  g 

(6:72) 

Under  neutral  conditions  and  by  comparing  the  order  of  magnitude  of  the  various  terms  (6:71)  reduces  to 

-  9u   .    -  8u 
ox  oz 

=  -a 
u  w     _ 3z 

9z 
(6:73) 

ZOI'  U.|(x) Z02.  U^jl 

Figure    6.21     Schematic   representation   of  the   development   of  an    internal   boundary    layer:   flow  from 
smooth  to  rough    (after  Plate,  1971). 
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and  (6:72)  reduces  to  (6:5),  the  hydrostatic  approximation.  The  internal  boundary  layer  problem  then  is 

determined  by  (6:73),  the  equation  of  continuity  (6:16)  in  the  form  8u/3x  +  9w/9z  =  0,  and  boundary 
conditions. 

Equation  (6:73)  may  formally  be  integrated  to  the  height  of  the  internal  boundary  layer  6,  using 
the  continuity  equation,  witli  the  result 

I-    /     u(u-u§)dz  =  -(T6-T2)  =  ̂ -u*i  (6:74) 
ox       o  P  P 

a  result  similar  to  the  one  obtained  by  von  Karman  (1921)  and  Pohlhausen  (1921)  for  the  laminar  case. 
The  index  2  indicates  the  flow  downstream  of  the  discontinuity. 

In  order  to  integrate  (6:74)  the  shape  of  the  wind  profile  needs  to  be  known  as  well  as  the  height  of 

the  internal  boundary.  From  (F6.21)  it  is  seen  that  ug  =  Ui  (6-5'),  where  the  index  1  indicates  the  flow upstream  of  the  discontinuity.  Because  the  boundary  layer  upstream  of  the  discontinuity  is  assumed  to  be 
a  constant  stress  layer  it  follows  that 

Tg  =  Ti    =  p  ui, 

Elliott  (1958)  assumed  that  6'  is  negligible  and  that  the  profile  before  and  after  the  discontinuity  is 
logarithmic,  i.e., 

^    =  Lcn"-      and  Hi   =  L  Cn  ̂  
u*i       k       Zqi  u*2      k       Zo2 

but  Ut  is  the  same  in  both  regimes,  thus 

u*i    8n —      =  u*2  Cn —  (6:75) 
Zol  Zo2 

Equations  (6:74)  and  (6:75)  represent  two  equations  for  the  two  unknown  u*2  and  5  and  can  be  solved. 

However,  the  solution  is  a  rather  complicated  algebraic  expression  which,  except  near  x  =  0,  may  be 
approximated  rather  closely  by 

«_    =  a(^)°-« 

a  =  0.75  -  0.03  Cn  ?fi2_ 

Zol 

Although  Elliott's  theory  is  rather  crude  observations  fit  remarkably  well.  Many  improved  tlieories 
have  been  proposed  since  Elliott's  (1958)  pioneering  paper,  but  relatively  little  improvement  has  resulted. 

Notably  Panofsky  and  Townsend's  (1964)  effort,  althougli  suggesting  a  reasonable  modification  of  Elliott's 
theory  improved  the  fit  with  observations  very  little  if  any.  Plate  and  Hidy  (1967)  considered  the  small 

displacement  6',  and  introduced  a  correction  of  the  U2  profile.  Their  results  are  sliglitly  better  than 
Elliott's,  but  lack  of  space  prevents  us  from  fully  discussing  this  method. 

A  somewhat  different  approach  to  determine  the  height  of  tlie  internal  boundary  has  been  given  by 
Kazanski  and  Monin  (1957).  They  suggest  that  tlie  heiglit  of  tlie  interna!  boundary  will  be  related  to  a 

vertical  propagation  velocity  w.  which  tliey  assume  to  be  proportional  to  a^.  Monin  (1958)  suggested 
because  a^  is  related  to  u*  that 

^b  =  u*2  f(n  (6:77) 
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where  f{^)  is  a  function  of  stability.  In  the  neutral  case  f(0)  is  a  constant,  because  a   /u*  is  a  constant 
(about  1.3). 

The  height  5  of  the  internal  boundary  is  now  simply  determined  by  the  equation 

—   =  Wb   =   U*2  f(0). 

but  J,       dx  ,   -        u*2  (,^  5 
—  ,  and  UK  =  -T—  xn  - ug  k         Zo2 dt  =  —  ,  and  U5i  =  P  Cn  "^      ,  so 

d5  _  .  f(0) 

Zo2 

^"^         Cn^ 

which  may  be  integrated  to 

X  =  -^   5(Cn^   1)  (6:78) kf(0)  Zo2 

an  equation  which  was  derived  by  Miyake  (1965).  A  good  approximation  of  this  equation  is 

5/Z2  0   =  0.54  ("^  f-^^  (6:79) 

Z20 

where  for  the  constant  l/kf(0)  =  1.45  has  been  used.  Equation  (6:79)  fits  observations  fairly  well,  see 

(F6.22).  The  fact  that  with  this  approach  an  empirical  constant  f(0)  =  1.7  has  b'  n  used  eliminates  in  this 
case  the  need  to  use  (6:74). 

More  detailed  studies  including  the  distribution  of  shear  and  momentum  transfer  wathin  the  internal 
boundary  layer  have  been  carried  out  by  Bradshaw,  Ferris  and  Atwell  (1967)  and  independently  by 
Peterson  (1969).  The  numerical  results  of  the  horizontal  stress  distribution  obtained  by  Peterson  agree 

quite  well  with  the  observations  of  Bradley  (1968).  Figure  (6.23)  shows  the  fit  between  Peterson's  theory 
and  Bradley's  data.  An  interesting  point  to  note  here  is  how  the  value  of  u|2/uli  compares  with  the  one 
expected  for  the  change  of  geostrophic  drag  (F6.1).  The  change  in  roughness  length  was  about  two  orders 

of  magnitude.  If  we  compare  Bradley's  measurements  with  the  change  in  drag  coefficient  to  be  expected 
from  the  change  in  surface  Ro  number  then  it  is  clear  that  there  is  a  fair  amount  of  agreement  already  for 
a  fetch  of  about  100  m  or  so. 

6.7.2    The  Internal  Boundary  Layer  (Diabatic  Case) 

The  generalization  of  the  theory  of  the  internal  boundary  to  the  diabatic  case  may  be  done  witli 

either  Elliott's  or  Kazanski  and  Monin's  approach.  However,  it  is  essential  that  the  heat  flux  is  known  on 
both  sides  of  the  discontinuity,  and  consequently  the  Obukhov  lengths  Lj  and  L2  can  be  determined. 

The  generalization  of  Elliott's  theory  tlien  proceeds  by  using  the  diabatic  windprofile  (6:39)  in 
(6:74)  and  (6:75)  leading  to  a  rather  complex  set  of  equations.  Although  no  basic  difficulties  are  expected 
in  carrying  this  out,  so  far  it  has  not  been  reported  in  the  literature. 

Kazanski  and  Monin's  approach  actually  has  been  designed  to  include  the  effect  of  stability.  The 

function  f(f)  must  now  be  formulated.  Because  f(f)  =  wj^/o^  •  a^/u*,  and  Wj^/a^  is  assumed  to  be 
constant  (about  1.3),  we  need  to  know  how  a  /u+  varies  witli  stability,  which  for  strong  instabilities  has 

been  given  by  (6:52).  A  more  complete  formulation  for  this  ratio  in  tlie  unstable  range  has  been  given  by 
Businger  (1971) 

^=  {l.6  +  (-2f)'''}"'  (6:80) 

u* 
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•Figure  6.22    Height  of  internal  boundary  layer  under  neutral  conditions   (after  Miyake,  1965). 

Thus 
f(n  =  1.3  {i.6  +  (-2r)^'M"' 

and  because 

d5  ̂   ku^^fCn dx        M5  (f) 
(6:81) 

a  may  be  found  by  integrating  this  expression  after  substitution  of  (6:39).  Tills  lias  been  done  numerically 
and  Is  displayed  in  (F6.24). 

6.7.3     Air  Modification 

So  far  we  have  considered  only  the  growth  of  the  internal  boundar>'  in  the  surface  layer.  It  is  clear 
that  new  complexities  are  encountered  when  the  entire  boundary  layer  is  considered.  The  problem  then 

becomes  essentially  three-dimensional  and  simple  analytical  solutions  are  out  of  the  question. 
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( b )    Variation  of  surface  shearing  stress  downwind  of  rough— smooth 
transition  (zq  "  0.25  cm  to  Zq  -  0.002  cm). 

Figure  6.23     Variation  of  surface  shearing  stress  downwind  of  smooth-rough  transition  (z^  =  0  0002  cm  to 
2^=0.25  cm).  

° 

However,  one  exception  of  a  simple  case  exists  in  the  problem  of  air  modification,  when  cold 
continental  air  flows  over  a  warm  sea  or  lake  surface. Assumptions  made  in  this  case  are  steady  state  and 
uniform  surface  temperature.  Equation  (6:54)  reduces  to 

Fh (0)  =     /        Cpp  V 

3T 
ax 

dz (6:82) 

and  since  6,  and  30/3x  are  uniform  with  height,  this  equation  may  be  integrated  approximately  to 

Fh(0)-cppvl|h, 
(6:83) 
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where   the   bar  denotes  the   average   over  the  boundary  layer.  Furthermore  by  extrapolating  (6;40a)  to 

-f  »  1  and  rearranging  the  terms  the  heat  flux  may  be  expressed  by 

4      L 

Fh(0)  =  c    pu*(9o-e)   {Cn(l-t)}-i 9        Zr (6:84) 

where  Q  is  the  potential  temperature  of  the  bulk  of  the  boundary  layer  and  Q ̂   the  potential  temperature 
of  the  surface. 

By  equating  (6:83)  and  (6:84)  a  differential  equation  in  9(x)  is  obtained 

90 

3x ho  =  b(0o-e) 

(6:85) 

where  b  =  pu*/pv  (0/T)  {6n  (-4/9  [L/z  ])}"*  a  coefficient  which  varies  slowly  with  (^q-^)  and  therefore 
with  x.  The  height  h  depends  on  the  temperature  distribution  of  the  original  cold  air  before  it  reaches  the 
ocean  and  on  the  change  in  potential  temperature  0(x)  which  occurs  with  increasing  distance,  x,  to  the 

shore.  This  last  difference  is  expressed  by  9(x)-0(o)  which  must  be  distinguished  from  ̂ (x)-^^,  the 
potential  temperature  difference  between  the  boundary  layer  and  the  surface.  Because  the  potential 

temperature  must  be  continuous  at  h^,  this  height  may  be  expressed  by 

.    =  g(x)-e(o) T (6:86) 

where  V  represents  the  adiabatic  lapse  rate  and  7  the  lapse  rate  of  the  original  cold  air.  Note  that  h  here 
has  the  same  role  as  the  height  of  the  internal  boundary  in  the  previous  sections.  The  basic  difference  is 
that  the  thermal  structure  entirely  determines  the  height  of  the  modified  layer. 

Figure  6.24    Height  of  internal  boundary  layer  under  diabatic  conditions. 
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Figure  6.25    Air  modification  of  cold  air  over  a  warm  surface.  (Businger,  1954;  data  from  Burke,  1945). 

Upon  substituting  (6:86)  into  (6:85)  and  by  assuming  that  b  is  a  constant  (6:85)  may  be  integrated 
to 

en  +  Cn(l-en)  =  % (6:87) 

where    Qn-  -^ —        ,  a  normalized  potential  temperature 
dQ-e{6) 

and     ? b(r-7)         6 
[0(o)-0o] 

—  X  ,  a  normalized  distance. T 

Figure  (6.25)  illustrates  how  well  (6:87)  predicts  actual  observations. 

A  similar  analysis  can  be  given  for  the  change  in  water  vapor  content  when  the  cold  air  mov
es  over 

die  warm  water  surface,  however,  with  the  additional  difficulty  that  the  mixing  ratio  or  specific
  humidity 

does  not  have  to  be  continuous  at  the  height  h^.  Usually  there  wUl  be  a  discontinuity  of  hu
midity  at  this 

height  going  from  relatively  moist  modified  air  to  dry  undisturbed  air. 

It  is  not  too  difficult  to  extend  the  discussion  to  more  complex  situations  including  a  more 
 realistic 

temperature  sounding  of  the  undisturbed  air,  variations  in  the  sea  surface  temperature  and 
 the  variation  of 

coefficient  b  with  distance.  The  experiments  that  are  planned  during  tlie  International  Field 
 Year  of  the 

Great  Lakes  and  which  wUl  be  carried  out  over  Lake  Ontario  this  year  may  provide  valuable  d
ata  on  the 

type  of  air  modification  discussed  here,  and  enable  us  to  develop  a  useful  numerical  sclieme
. 
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For  a  complete  theory  of  air  modification  and  tlie  formation  of  an  internal  boundary  layer,  we 
must  be  able  to  predict  the  effects  of  simultaneous  changes  of  heat  flux  and  roughness,  as  well  as  account 

for  the  diurnal  cycle  of  heating,  etc.  Also  we  must  be  able  to  incorporate  the  complexities  of  the  terrain. 
An  illustration  of  a  fairly  complicated  situation  is  given  in  (F6.26)  in  which  air  modification  of  a  cold  lake 
breeze  flowing  over  Chicago  is  illustrated  by  a  series  of  successive  temperature  soundings.  (From  Carson 
and  Nelson,  1969). 

For  a  summary  of  recent  efforts  to  develop  numerical  models  of  the  internal  boundary  layer  the 
reader  is  referred  to  Plate  (1971). 
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Figure  6.26  Example  of  a  thermal  internal  boundary  layer:  vertical  temperature  profiles  in  Chicago  during 
an  onshore  wind  from  Lake  Michigan,  Mar.  19,  1969  (from  Carson  and  Nelson,  1969).  A,  Midway 
Airport.  O,  Argonne  National  Laboratory,  a  Meigs  Airport   (after  Plate,  1971). 
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Chapter  7  ATMOSPHERIC  GRAVITY  WAVES  IN  THE  PLANETARY 
BOUNDARY  LAYER 
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Theory  and  observation  of  atmospheric  gravity  waves  in  the  planetary  boundary  layer,  estimates  of  their 
energy  and  momentum  transport,  as  well  as  their  interactions  with  each  other  and  other  atmospheric 
motions,  are  briefly  reviewed. 

7.0        Introduction 

The  two  previous  chapters  have  introduced,  in  a  rather  general  way,  the  subject  of  atmospheric  gravity 
waves  and  described  in  broad  terms  the  structure  and  dynamics  of  the  planetary  boundary  layer.  Chapter  5  has 
provided  a  statement  of  what  an  atmospheric  gravity  wave  is,  described  the  propagation  of  plane  waves  of  this 
class,  and  considered  complications  in  this  description  introduced  by  nonlinear  and  dissipative  processes  and 
by  the  background  temperature  and  wind  structure  of  the  atmosphere  in  which  the  waves  propagate.  Chapter 
6  has  described  this  structure  as  it  is  found  in  the  planetary  boundary  lay€^,  enumerated  the  important 
boundary  layer  processes,  and  outlined  the  theoretical  framework  used  in  their  description.  The  material  of 
these  two  chapters,  as  well  as  data  recently  gathered  by  the  remote  sensing  techniques  described  elsewhere  in 
this  volume,  indicates  that  atmospheric  gravity  waves  are  a  major  feature  £)t  the  planetary  boundary  layer  as 
well  as  the  free  atmosphere,  and  that  the  wind  and  temperature  structure  of  the  boundary  layer  and  the 
atmosphere  immediately  above  it  modify  the  wave  propagation.  For  example,  the  waves  of  largest  amplitude 

at  ground  level  are  often  those  whose  energy  is  trapped  or  ducted  there  by  this  structure.  The  "critical  level" 
phenomenon  discussed  in  Chapter  5,  involving  wave  propagation  to  a  level  where  the  background  wind 
velocity  equals  the  wave  phase  speed,  may  also  be  an  important  aspect  of  wave  propagation  in  the  boundary 
layer. 

It  should  be  remembered,  however,  that  the  latter  phenomenon  results  in  momentum  and  energy 
exchange  between  the  wave  and  the  background  flow,  and  thus  it  must  be  considered  a  potentially  important 

boundary-layer  process  as  well.  In  addition,  the  boundary  layer  is  turbulent,  this  turbulence  giving  rise  to  an 
eddy  viscosity  which  acts  in  a  fashion  analogous  to  molecular  viscosity  (and  much  more  effectively,  at 
tropospheric  levels)  to  dissipate  the  waves.  As  the  waves  dissipate,  their  energy  and  momentum  must  be 

converted  into  heat  and  into  kinetic  energy  and  momentum  of  the  mean  boundary-layer  flow.  (It  is  possible, 
in  fact,  though  by  no  means  confirmed,  that  such  momentum  deposition  by  the  waves  may  contribute  in  part 
to  the  wind  profile  commonly  known  as  the  nocturnal  jet,  and  thought  to  be  the  result  of  an  inertial 

oscillation  [e.g.,  Blackadar,  1957].)  Near  the  surface,  where  the  Richardson  number  is  small,  the  turbulence 
may  interact  with  the  waves  in  such  a  way  as  to  lead  to  energy  exchanges  between  the  turbulence,  the  waves 
and  the  background  wind  which  result  in  explosive  growth  in  both  wave  amplitudes  and  turbulence  intensities 
at  the  expense  of  the  mean  flow  (Chimonas,  1972). 

In  addition  to  playing  a  role  in  momentum  and  energy  transport  processes  internal  to  the  boundary 
layer,  atmospheric  gravity  waves  provide  a  means  for  energy  and  momentum  exchange  between  the  boundary 
layer  and  the  free  atmosphere  above  it.  Lee  waves,  a  form  of  atmospheric  gravity  wave  generated  by  air  flow 
over  mountains,  have  been  shown  to  exert  a  powerful  drag  on  that  flow,  contributing  a  significant  fraction  of 
the  vertical  momentum  transport  required  for  global  momentum  balance  (e.g.,  Bretherton.  1969;  Lilly,  1971). 
Turbulence  in  the  unstable  daytime  boundary  layer  generates  gravity  waves  in  the  inversion  layer  above  it 
through  the  agency  of  penetrative  convection  (Townsend,  1966,  1968;  Gossard  et  al.,  1971),  the  process 
permitting  a  certain  vertical  energy  transport  from  the  boundary  layer. 

fLecturer,  Department  of  Astro-Geophy.sics,  University  of  Colorado;  Fellow,  Cooperative  Institute  for  Research  in  the 
Environmental  Sciences  (CIRES) ,  a  joint  institute  of  the  University  of  Colorado  and  NOAA. 
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Thus  we  acknowledge  the  existence  of  atmospheric  gravity  waves  in  the  planetary  boundary  layer  and 
their  modification  by  its  structure,  but  we  also  emphasize  that  the  waves  in  turn  play  a  part  in  the  momentum 
and  energy  transport  processes  fundamental  to  boundary  layer  physics,  perhaps  determining  to  a  substantial 

degree  the  nature  of  the  background  in  which  they  propagate.  The  goal  of  the  present  chapter,  then  is  to 
synthesize  and  enlarge  upon  the  material  of  the  previous  two  in  order  to  describe  the  nature  of  atmospheric 
gravity  wave  propagation  in  the  planetary  boundary  layer  and  to  elucidate  the  specific  role  these  waves  play  in 

boundary -layer  dynamics.  Because  this  subject  is  in  its  infancy,  however,  such  an  attempt  must  necessarUy  fail; 
where  it  does,  we  must  for  the  moment  content  ourselves  with  defining  the  major  areas  of  uncertainty  and 
indicating  experiments  or  theoretical  developments  that  would  improve  our  understanding. 

7.1        Mean  Temperature  and  Wind  Structure  in  and  above  the  Stable  Planetary  Boundary  Layer 

We  take  as  our  starting  point  a  description  of  the  mean  or  background  temperature  and  wind  structure 
in  the  stable  planetary  boundary  layer  and  in  the  free  atmosphere  immediately  above  it,  since  this  structure 
strongly  influences  the  nature  of  the  wave  propagation.  Figure(7.1)shows  the  temperature  and  wind  structure 
of  the  boundary  layer  itself,  described  in  terms  of  appropriate  dimensionless  variables,  as  determined  at 
temperate  latitudes  in  experimental  studies  by  Qarke  (1970).  The  temperature  profile  results  from  radiational 

cooling  of  the  earth's  surface  at  night  in  conjunction  with  heat  conduction  to  the  surface  both  from  the  soil 
and  from  the  lowermost  atmospheric  layers,  a  process  described  in  detail  in  meteorological  texts.  The 
normalized  potential  temperature,  6,  increases  monotonically  with  increasing  height,  implying  static  stability 
(Chapter  3),  but  the  stabihty  itself  decreases  with  increasing  height.  The  normalized  wind  speed  u  also 
increases  with  height.  The  actual  wind  speed  u  is  of  course  highly  variable,  but  is  typically  of  the  order  of 
lOm/s  to  20m/s  at  a  height  of  1  km.  The  veering  of  the  wind,  as  represented  by  v,  is  appreciable  and  must  be 
taken  into  account  in  experimental  studies,  but  the  vector  nature  of  the  dynamical  problem  will  not  be 
considered  further  here.  Strong  solar  heating  during  the  daytime  typically  destroys  the  stability  of  the 

boundary  layer  (as  explained  in  Chapter  6),  and  may  produce  a  layer  characterized  by  strong  turbulent 
convection.  During  the  day,  this  convection  pushes  the  top  of  the  boundary  layer  to  heights  of  a  kilometer  or 
so,  where  it  is  often  capped  by  an  elevated  inversion  layer  at  a  height  of  something  less  than  2  km.  The 

inversion  is  typically  sufficiently  stable  to  withstand  further  erosion  by  the  turbulence  of  the  unstable, 
daytime  boundary  layer  (Chamock  and  Ellison,  1967;  Sheppard,  1970).  At  night,  the  stable ,  planetary 
boundary  layer  is  usually  only  a  few  hundred  meters  thick.  Between  the  top  of  the  boundary  layer  (or  the 
elevated  inversion  immediately  above  it)  and  the  tropopause,  the  troposphere  is,  on  the  average,  only  very 
slightly  stable,  and  wind  speed  generally  increases  with  increasing  height  (to  speeds  as  high  as  lOOm/s  or  more 
in  the  vicinity  of  jet  streams). 

One  function  of  the  temperature  and  wind  profiles  of  special  interest  from  the  dynamical  standpoint 

(see  7.4)  is  the  so-called  gradient  Richardson  number,  defined  as 

Rr^g   ^(!!!!Vdl_  (7:1) 
(dU/dz)^  +  (dV/dz)2 

where  z  is  the  height,  g  is  the  acceleration  of  gravity,  6  is  the  mean  potential  temperature,  and  U  is  the  mean 
wind  speed.  Alternatively,  we  may  write 

Ri 
(dU/dz)^  +  (dV/dz)^ 

(7:2) 

where  N^  =  gd  (ind)ldz  is  the  square  of  the  so-called  Brunt-Vaisala  frequency,  a  generalization  of  cj™  as 
defined  in  the  isothermal  case  by  (5:16).  Note  that  N^,  so  defined,  may  be  negative.  For  Ri  <  0,  the 
atmosphere  is  statically  unstable,  permitting  thermal  convection.  There  is  general  theoretical  and  observational 
agreement  that  for  0  <  Ri  «  1 ,  the  atmosphere  is  dynamically  unstable,  encouraging  the  exponential  growth 

of  wave  motions  including  those  of  the  gravity-wave  type,  but  statements  more  specific  than  this  have  proven 
difficult  to  verify.  Thus  while  Miles  (1961),  Howard  (1961),  and  Chimonas  (1970)  have  shown  theoretically 
that  horizontal  flows  with  vertical  shear  are  stable  provided  that  Ri  >  1/4  everywhere.  Mines  (1971)  has 

suggested  that  this  criterion  is  too  restrictive  when  applied  to  non-horizontal  flows,  and  as  yet  no  one  has  been 
able  to  prove  (or  disprove)  that  in  general  the  condition  that  0  <  Ri  <  1/4  somewhere  in  the  flow  is  sufficient 
for  dynamical  instability.  On  the  observational  side,  difficulties  in  measuring  the  required  parameters,  as  well 
as  debate  over  just  what  spatial  and  temporal  averages  we  should  use  in  calculating  Richardson  numbers,  have 



Wave  Propagation  in  Boundary-Layer  Wind 7-3 

Z     0.2 

Figure  7.1  Mean  stable  boundary-layer  profiles  of  Q(=U/uJ,  f(=V/uJ,  and  §(=(6  -  d^J/TJ  in  terms  of 
non-dimensional  height  fz/u^  Here  Uand  Vare  velocity  components  parallel  to  rectangular  coordinate  axes 
X  and  y  (z  vertical),  6  is  the  potential  temperature,  Bq  is  the  potential  temperature  at  the  roughness  height 
Zq,  u    is  the  friction  velocity,  and  T   is  a  standard  scaling  temperature  (see  Chapter  6)  (from  Clarke,  1970). 

prevented  our  learning  much  more  than  the  minimal  information  that  regions  of  turbulence  are  typically 

regions  of  small  Ri.  Clarke  (1970)  has  computed  the  gradient  Richardson  number  over  z  intervals  of  0.05  (here 

z  =  fz/u*,  where  f  is  the  coriolis  parameter,  z  is  the  true  height  and  u^  is  the  friction  velocity)  using  the  mean 
profiles  shown  in(F7.1),  and  concludes  that  in  the  stable  case,  Ri>  1  at  heights  above  z>  0.05  (~  100  m  or  so, 
depending  on  conditions).  The  Richardson  number  decreases  with  decreasing  height,  however,  and  it  is  observed 

that  in  the  stable  surface  boundary  layer  (the  bottom  few  tens  of  meters),  Ri  tends  to  approach  and  fall  below 
1/4  (Webb,  1970;  Oke,  1970;  Businger  et  al.,  1971).  This  feature  of  the  atmospheric  boundary  layer  holds 
profound  consequences  for  the  nature  of  the  interaction  between  waves,  turbulence,  and  the  mean  flow 
(see  7.4.4). 

7.2        Wave  Propagation  in  Boundary- Layer  Wind  and  Temperature  Structure 

Studies  of  wave  propagation  in  the  wind  and  temperature  structure  of  the  boundary  layer  and  the 
atmosphere  immediately  above  have  been  by  no  means  exhaustive.  What  work  has  been  done,  mainly  by  E.  E. 
Gossard  and  coworkers  (see  references),  has  concentrated  on  modeling  the  marine  layer,  the  overlying 

inversion  layer,  and  the  remainder  of  the  troposphere  by  means  of  two-  and  three-layer  models  in  which 
background  wind  velocity  and  temperature  gradient  are  held  constant  within  each  layer.  Under  such 
conditions,  the  linearized  equations  governing  the  wave  motion  in  each  layer  yield  solutions  of  the  form  exp  i 

(kx  ±nz  —  cot)  for  the  variables  U  =  p  ''^u,  W  =  p  '''^p,  and  P  =  p  "'''^p,  where  u  and  w  are  the  wave-associated 
horizontal  and  vertical  velocity  perturbations,  p  is  the  pressure  perturbation,  and  p  is  the  background  density. 
Gossard  found  that  the  waves  observed  at  his  location  (San  Diego)  had  phase  velocities  small  compared  to  the 
speed  of  sound  and  vertical  skin  depths  or  vertical  wavelengths  small  compared  to  a  scale  height  as  would  be 
expected  for  waves  confined  to  relatively  thin  height  ranges  in  the  neighborhood  of  tropospheric  temperature 

inversion  layers.  The  propagation  equation  for  the  j'*^  layer  could  then  be  approximated  by 

n]=5(N]--') 
(7:3) 
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where  N-  is  the  Brunt-Vaisala  frequency  of  the  j'*'  layer  (compare  5:27).  Certain  boundary  and  interfacial 
conditions  are  then  used  to  relate  the  n.'s.  Specifically,  mass  and  momentum  conservation  require  that  parcel 
displacement  and  pressure  be  continuous  across  each  interface.  At  the  ground,  which  is  usually  taken  to  be 

plane  and  horizontal,  the  vertical  velocity  must  vanish;  at  infinity,  the  wave  energy  must  vanish  for  wave 
trapping.  In  the  cases  considered  by  Gossard  at  San  Diego,  the  waves  observed  had  phase  speeds  far  in  excess 
of  the  background  wind  speeds,  so  that  the  effect  of  the  wind  shear  was  negligible;  the  above  continuity 

conditions  thus  required  (see  Gossard  and  Munk,  1954;  Gossard,  et  al.,1970  for  slightly  different  forms  of  this 
equation)  that 

inins  cot (nihi) +  n2^ 
n2  cot  n2(h2  -  hj)  =   ^  ,     .    . — :    (ia\ 

ni  cot(nihi)-  m^  \'-^) 

where  hi  is  the  depth  of  the  boundary  layer,  and  h2  -  hj  is  the  thickness  of  the  overlying  inversion.  Equation 
(7:4)  is  valid  for  both  real  and  imaginary  values  of  ni  and  n2  ;  ns  must  be  imaginary  for  wave  trapping. 

At  times,  the  elevated  inversion  is  more  stable  than  either  the  boundary  layer  below  or  the  troposphere 

above  it;  in  such  instances  there  will  be  some  waves  (with  frequencies  such  that  N2  >  co  >  Ni,  N3)  trapped  in 
the  inversion  and  evanescent  above  and  below  it.  Gossard  and  Munk  (1954)  give  dispersion  diagrams  for  such 

waves  (their  figure  12)  as  well  as  plots  of  wave-associated  velocity  and  pressure  perturbation  profiles  (their 
figure  13)  for  specific  values  of  the  governing  parameters.  At  other  times,  the  boundary  layer  itself  will  be 
more  stable  than  either  of  the  two  regions  above  it,  and  there  will  be  some  waves  (Ni  >  co  >  N3)  which  will  be 
trapped  within  the  marine  layer  itself.  Gossard,  et  al.  (1970)  give  a  dispersion  diagram  for  a  specific  such  case, 
reproduced  here  as  (F7.2),  based  on  a  specific  temperature  sounding  (F7.3),  and  obtain  plots  of 

wave-associated  velocity  and  pressure  perturbations  for  the  fundamental  mode  (F7.4). 
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Figure  7.2  Dispersion  relation  for  fundamental  and  second  atmospheric  gravity  wave  modes  for  the  3-layer 
atmospheric  model  shown  in  (F7.6).  Circled  points  refer  to  the  observed  wave  velocities  for  the  events  in 

(F7.3,  F7.4,  and  F7.5)  (from  Gossard  et  al..  1970). 
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7-6  Gravity  Waves  in  the  Planetary  Boundary  Layer 

Gossard  and  his  colleagues  have  observed  atmospheric  gravity  waves  in  the  boundary  layer  for  years 

using  a  combination  of  pressure  sensors,  anemometers,  and  radiosondes,  and,  more  recently,  an  FM-CW 

sounder.  To  estimate  the  horizontal  phase  velocity  V  of  the  waves  observed,  they  have  used  the  "impedance 

relation" 

^ph  -  P/Po"  .  (7:5) 

which  follows  immediately  from  the  horizontal  component  of  (5:12).  They  then  compared  the  observed  phase 
velocities  with  those  computed  for  trapped  modes  in  two  and  three  layer  atmospheric  models  fitted  to 
radiosonde  data;  computed  and  observed  phase  velocities  were  in  good  agreement,  suggesting  that  the  waves  of 

largest  ampUtude  observed  at  and  near  the  earth's  surface  were  typically  those  whose  energy  was  trapped  near 
inversions  in  the  lower  troposphere. 

More  recently,  Gossard  et  al.,(1970)  and  Gossard  and  Richter  (1970)  have  used  the  FM-CW  radar  (see 
Chapter  20)  to  provide  additional  insight  in  comparisons  of  this  type  and  continue  to  find  good  agreement 
between  theory  and  observation  for  both  wave  phase  velocity  and  wave  amplitude.  In  particular,  Gossard  and 
Richter  (1970)  show  that  the  cusped  shape  of  the  waveforms  thus  observed  is  consistent  with  non  linear 
theory  developed  by  Hunt  (1961)  for  the  propagation  of  internal  waves  at  an  interface  just  above  a  solid 

boundary.  Figures  (7.5),(7.6),  and  (7.7)  display  FM-CW  radar  records  and  surface  meteorological  records  for 
several  atmospheric-gravity-wave  events  studied  by  Gossard  et  al.  (1970). 

For  waves  of  small  amplitude  or  waves  occurring  in  the  presence  of  turbulence,  estimating  the  wave 

phase  velocity  from  the  impedance  relation  (7:3)  is  subject  to  considerable  error  because  of  the  signal-to-noise 
problem;  it  is  possible,  however,  by  using  instrument  arrays  of  various  types,  to  measure  the  wave  phase  speeds 

more  directly.  An  example  of  the  use  of  this  procedure  is  shown  in  (F7.8),  where  an  acoustic-sounder  record 
(see  Chapters  18  and  19)  is  compared  with  microbarograph  records  (see  Chapter  21)  from  spaced  stations 

arranged  as  shown  in  (F7.9).  The  white  line  superimposed  on  the  acoustic-sounder  record  is  the  pressure  trace 
from  the  microbarograph  closest  to  the  sounder;  it  is  clear  that  the  sounder  and  the  microbarographs  are 
indeed  sensing  the  same  wave  phenomenon.  The  microbarograph  records  from  all  four  stations  are  shown 

above  and  below  the  sounder  record,  where  they  have  been  time-shifted  to  provide  maximum  correlation 
during  the  periods  indicated.  The  wave  parameters  thus  deduced  for  the  0100-0200  LT  and  0300-0330 
intervals  are  shown  in  Table  (7.1).  These  records  and  their  interpretation  are  discussed  in  more  detail  by  Hooke 
etal.,(1972). 

Table  7.1  Wave  parameters  determined  from  microbarograph  data  for  March  3,  1971. 

Wave  Parameters   0100-0200  LT   0300-0330  LT 

period  525  sec  265 

horizontal  phase  speed  13m/sec  6.5 

horizontal  wavelength  6.8  km  1.7 

direction  of  arrival  270°  E  of  N  295° 
mean  surface  wind  speed  1  m/sec  <0.2 

mean  surface  wind  direction  220°  E  of  N  240° 

From  the  work  described  above,  we  may  infer  that  the  small-scale  temperature  structure  of  the 
atmosphere  is  capable  of  trapping  atmospheric  gravity  waves  of  small  vertical  wavelength  and  small  phase 
velocity.  Waves  not  having  the  proper  phase  velocities  and  wavelengths  are  by  contrast  free  to  propagate  their 
energy  into  the  upper  atmosphere.  Thus,  out  of  a  rather  broad  spectrum  of  waves  which  may  be  present  in  the 
atmosphere,  the  trapped  portion  of  that  spectrum  may  be  expected  to  dominate  observations  made  at  ground 
level.  Nevertheless,  a  number  of  questions  remain  unanswered  by  such  studies.  For  example,  we  have  learned 
nothing  of  the  generation  mechanisms  for  the  broad  spectrum  of  waves  we  have  assumed  to  be  present  in  order 
to  account  for  the  observations.  Gossard  and  his  coworkers  also  found  that  the  waves  seldom  propagate  in  the 
direction  of  the  background  wind,  and  suggest  that  this  is  because  such  waves,  finding  critical  levels  in  the 
mean  flow,  have  their  coherence  destroyed  by  this  interaction.  Is  this  surmise  correct?  What  about  the  waves 
trapped  in  the  very  stable  boundary  layer  itself?  To  understand  their  origins  and  subsequent  propagation,  is  it 
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7-8  Gravity  Waves  in  the  Planetary  Boundary  Layer 

sufficient  to  use  average  wind  and  temperature  profiles  of  tiie  type  obtained  by  Clarice  (see  above),  or  is  it 

necessary  to  consider  small-scale,  short-lived  departures  from  these  average  profiles?  Do  the  small-scale 
inversions  seen  in  boundary  layer  temperature  and  wind  profiles  at  low  elevations  persist  long  enough  to 

permit  small-scale  wave  trapping? 

In  closing  this  section  on  wave  propagation  in  the  boundary  layer,  we  note  that  the  boundary-layer 
eddy  viscosity  also  affects  wave  propagation,  particularly  as  it  determines  the  minimum  scale  sizes  for  wave 

propagation  (see  5:30  and  the  pertinent  discussion).  The  momentum  eddy  exchange  coefficient  rj^  =  njp^  is 

highly  variable,  but  should  increase  linearly  from  zero  near  the  ground  to  between  0.1  and  lOm^/s  (e.g.,  Monin 
and  Zilitinkevitch,  1967)  at  heights  of  several  tens  of  meters  and  then  remain  constant  or  decrease  slightly 

with  increasing  height  up  to  the  top  of  the  planetary  boundary  layer.  For  waves  often-minute  period,  say,  the 
corresponding  minimum  permitted  wavelengths  according  to  (5:30)  then  range  between  20m  and  200m, 
depending  upon  the  value  of  77  considered.  These  waves,  however,  do  not  even  propagate  for  a  distance  equal 
to  a  single  wavelength  before  their  energy  is  almost  completely  dissipated.  If  we  adopt  instead  the  criterion 

that  the  waves  must  propagate  a  distance  the  order  of  the  boundary-layer  thickness  (~  1  km)  before  their 

amplitudes  fall  to  e"'  of  their  original  values,  then  we  find  (using  equation  19  of  Pitteway  and  Hines  1963,  for 
example)  that  the  minimum  permitted  wavelengths  are  the  order  of  300m  and  1500m  respectively  for  the 

extreme  values  of  17^ . 

7.3       Wave  Transport  of  Energy  and  Momentum  in  the  Boundary  Layer 

We  begin  this  section  by  defining  wave  energy  and  momentum,  since  these  concepts  were  not 
introduced  in  Chapter  5.  It  is  found  that  such  definitions  are  not  unambiguous;  wave  energy  and  momentum 

flux  are  second-order  quantities,  and  there  is  not  a  priori  reason  why  they  should  be  expressible  simply  in 
terms  of  products  of  the  first-order  quantities  of  the  perturbation  theory  given  in  Chapter  5;  they  may  in  fact 
include  terms  which  are  the  products  of  second  and  zeroth  order  quantities.  This  problem  has  occasioned 

considerable  discussion,  notably  by  Eckart  (1960),  Bretherton  (1966),  Hines  and  Reddy  (1967)  and  Jones 
(1969,  1971),  but  rather  than  be  drawn  into  debate,  we  shall  merely  repeat  the  conventional  definitions 

(products  of  first-order  terms),  since  these  have  been  used  in  the  applications  (e.g.,  Gossard,  1962;  Bretherton, 
1969;  Hines  1970a),  and  since  in  certain  apphcafions,  they  do  indeed  appear  to  be  the  correct  forms  (e.g., 
Jones,  1971).  They  are  in  subscript  vector  notation: 

FEi  =  pui  (7:6) 

and 

FMjj  =  Po"i"j  '  (7:7) 

where  FE.  is  the  i  component  of  the  wave  energy  flux,  FM..  is  the  transport  of  the  i"'  component  of  the 
wave  momentum  in  the  j"^  direction,  p  is  the  perturbation  pressure,  p  the  unperturbed  density,  and  u.  the  i*'' 
component  of  the  perturbation  velocity.  Most  of  the  time,  of  course,  we  are  interested  in  time-averages  of 
these  quantities. 

Recently  Hines  (1970)  has  used  (7:7)  to  estimate  the  time-averaged  vertical  flux  of  horizontal 
momentum  associated  with  atmospheric  gravity  waves  observed  by  Gossard  et  al.  0970)  on  August  6,  1969.  In 
this  case,  he  found  a  downward  flux  througli  the  350m  level  of  negative  momentum  or  an  upward  flux  of 

positive  momentum  (subject  to  a  possible  ambiguity  discussed  in  his  paper)  Pj,<UxUj,>^=  0.16Po  in  MKS  units. 
At  the  same  time,  the  total  momentum  available  in  the  bottom  350m  was  ~  10'  p,,  in  MKS  units,  implying 
that  this  total  would  be  removed  by  the  wave  flux  at  the  rate  given  above  in  a  time  the  order  of  100  min,  and 
suggesting  that  at  least  in  this  instance,  the  wave  played  a  fundamental  role  in  the  boundary  layer  momentum 
balance. 

The  Doppler  capability  of  an  array  of  acoustic  sounders  (see  Chapter  18)  has  also  been  used  by  staff  of 

the  Wave  Propagation  Laboratory  to  estimate  wave-associated  momentum  fluxes.  Wave  motions  are 
particularly  amenable  to  such  analysis  since  their  long  periods  permit  considerable  averaging,  and  it  appears 

that  fluxes  greater  than  1  dyne/cm^  or  so  should  be  measureable  with  such  systems.  Although  the  available 
experimental  results  have  not  been  fully  analyzed,  the  technique  appears  quite  promising. 
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Figure  7.7      Radar  sounding  and  surface  meteorological  records  for  July  11,  1969.  Vertical  light  areas  are  rain 
showers  (from  Gossard  et  al,  19  70). 
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Figure  7.8  Table  Mountain  microbarograph  and  acoustic  sounder  records  for  the  early  morning  of  March  3, 
1971.  Dark  portions  of  the  acoustic  sounder  record  represent  regions  of  strong  echo  returns.  As  displayed 
above  the  sounder  record,  the  pressure  traces  have  been  time  shifted  relative  to  one  another  so  as  to  provide 
maximum  correlation  in  the  0100-0200  LT  time  inter\>al.  As  displayed  below  it,  thev  have  been  time 
shifted  to  provide  maximum  correlation  during  the  event  occurring  at  about  0315  LT.  The  white  line 
superimposed  on  the  sounder  record  is  the  pressure  trace  of  the  M3  microbarograph  (see  F7.9)  (from 
Hookeet-ai,  1971). 
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Gossard  (1962)  has  used  the  approach  outlined  in  the  previous  section  to  estimate  the  vertical  energy 

flux  produced  by  the  untrapped  waves,  finding  that  in  some  cases,  it  could  amount  to  as  much  as  10' 

ergs/cm^  sec,  or  roughly  1/4  of  the  total  rate  of  turbulent  energy  dissipation  in  a  unit  column  of  atmosphere 
(which  he  estimated  to  be  ~  4.5  x  10'  ergs/cm^  sec). 

Studies  of  this  type  are  intriguing  but  hardly  definitive,  however  (for  example,  Gossard  ignored  the 
effects  of  winds),  and  more  work  is  needed  to  obtain  representative  estimates  of  the  role  played  by 
atmospheric  gravity  waves  in  energy  and  momentum  transport. 

7.4       Wave  Interactions  with  Other  Boundary  Layer  Motions 

7.4.1  The  Mean  Flow 

We  have  discussed  one  aspect  of  wave  interaction  with  the  mean  flow,  namely  the  idea  that  wave 
momentum  flux  into  and  out  of  the  boundary  layer  can  serve  as  a  major  source  or  sink  for  the  mean 

boundary-layer  momentum.  It  should  be  obvious  that  for  this  momentum  and  energy  transfer  to  occur,  there 
must  be  generation  or  dissipation,  rather  than  total  reflection,  of  the  wave  in  the  boundary  layer.  The  waves 

can  be  dissipated  in  one  of  several  ways,  either  by  the  viscous  action  of  pre-existent  turbulent  eddies,  as  dis- 

cussed briefly  in  7.2,  or  by  a  "critical  level"  interaction  (see  5.8)  with  the  mean  flow  at  some  level  where  the 
wave  phase  speed  matches  the  background  wind  speed  and  wave  amplitudes  and  associated  wind  shears  increase 
until  nonlinear  and  viscous  effects  take  over.  This  latter  subject  has  not  been  considered  in  specific  application 
to  the  boundary  layer,. but  a  general  discussion  of  the  critical  level  interaction,  and  shortcomings  in  our  present 

understanding  of  it,  may  be  found  in  papers  by  Bretherton  (1966,  1969a),  Booker  and  Bretherton  (1967), 
Hines  and  Reddy  (1967),  Jones  (1967,  1968,  1971),  and  Jones  and  Houghton  (1971).  Generally  speaking,  our 
understanding  of  this  interaction  is  better  for  large  R.  (>  1  /4)  in  the  background  flow  than  for  small  R. 

(<  1/4).  For  small  positive  R  ,  there  is  some  suggestion  that  the  wave  reflection  coefficient  will  be  greater  than 
unity,  implying  wave  generation  at  the  critical  level  (Jones,  1968;  Chimonas,  1972,  also  refers  in  passing  to  the 

possible  role  of  critical  levels  in  boundary -layer  wave  generation). 

7.4.2  Other  Waves 

Although  it  has  been  investigated  only  superficially,  this  subject  is  an  important  one.  In  a  stably 
stratified  fluid,  the  solutions  to  the  equations  of  motion  will  be  gravity  waves;  the  actual  character  of 
the  motion  depends  largely  upon  the  wave  amplitudes  and  thus  the  strength  of  their  nonlinear  interactions. 

It  will  range  from  "wavelike",  when  few  waves  are  present. and  the  interactions  are  weak,  to  "pseudo- 
turbulent",  when  many  waves  are  present  and  the  interactions  are  strong.  As  pointed  out  in  Chapter  5, 
atmospheric  gravity  waves  self-interact  relatively  weakly,  but  the  interaction  between  two  or  more  waves  may 
be  relatively  strong,  particularly  in  situations  where  components  with  wave  vectors  kj  and  k2  form  resonant 

triads  with  a  component  ka  =ki  ±k2;  the  condition  for  resonance  being  cjj  =  cj,  ±C02  satisfying  the  wave 
equation.  Phillips  (1966)  indicates  that  in  such  an  event,  energy  will  tend  to  be  partitioned  equally  among  the 

three  waves  in  a  time  the  order  of  (kik2ViV2)""^  where  Vj  and  V2  represent  velocity  amplitudes  of  the  two 
waves  initially  present.  He  further  points  out  that  even  in  the  non-resonant  case,  the  two  interacting  waves  can 
sustain  forced  oscillations  which  in  turn  may  interact  with  other  forced  modes  or  with  freely  propagating  wave 
modes  leading  to  a  cascade  of  interactions  possessing  many  of  the  characteristics  of  turbulence;  this  interaction 

will  be  weak  so  long  as  (ki  k2Vi  V2)"''^  «N  (note  that  this  is  equivalent  to  saying  that  the  Richardson 
number  associated  with  the  wave  motions  must  be  large).  If  we  adopt  values  k~0.1m"',  v~0.2m/s, 
however,  which  may  be  representative  for  wave  disturbances  of  the  very  smallest  scale  in  the  lower  boundary 

layer,  it  appears  that  this  condition  will  be  violated,  and  in  such  an  event  non-resonant  interactions  may  be 
expected  to  play  some  role  in  the  surface  boundary  layer.  This  subject  requires  further  investigation. 
Hasselmann  (1966,  1967)  and  Bretherton  (1969b)  have  also  considered  asf)ects  of  this  problem. 

7.4.3  Turbulence 

To  my  knowledge,  there  has  been  little  or  no  published  work  in  the  subject  of  atmospheric  gravity 
wave  scattering  and  dissipation  by  turbulence,  although  these  appear  to  be  important  subjects  in  the  boundary 
layer  context  and  should  be  pursued  further.  There  has  been,  however,  a  significant  amount  of  work  done  on 
the  generation  of  atmospheric  gravity  waves  by  turbulence,  most  of  it  in  application  to  the  solar  atmosphere 
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and  in  explanation  of  the  high  temperature  of  the  solar  corona.  The  woric  closely  parallels  pioneering  work  by 
Lighthill  (1952,  1954,  1955)  on  the  generation  of  acoustic  waves  by  turbulence,  in  which  it  is  assumed  that 
the  turbulence  is  unaffected  by  the  waves  it  generates  and  in  which  it  is  found  that  the  acoustic  power 
generated  is  indeed  weak  and  a  rapidly  increasing  function  with  increasing  Mach  number  characteristic  of  the 
turbulent  fluctuations.  The  low  generating  efficiency  and  its  improvement  with  increasing  Mach  number  arise 
because  the  sound  waves,  unlike  the  turbulent  eddies,  are  longitudinal,  not  rotational,  motions  and  propagate 
much  faster  (with  the  speed  of  sound,  C)  than  the  eddies  which  produce  them;  hence  the  coupling  between  the 

two  types  of  motion  is  minimal.  When  the  calculation  is  repeated  for  the  analogous  case  of  gravity-wave 
generation  by  a  turbulent  flow  in  a  stably  stratified  fluid,  it  is  found  that  the  power  output  is  infinite  (Stein, 
1967).  Even  though  the  vertical  energy  flux  is  found  to  be  finite,  this  is  a  physically  unacceptable  result,  and  it 
is  quite  obvious  that  the  assumption  that  the  turbulence  is  unaffected  by  the  waves  it  generates  is  unreasonable 
in  this  case.  At  the  root  of  the  difficulty  is  the  fact  that  atmospheric  gravity  waves,  Uke  turbulerlt  eddies,  are 
rotational,  and  like  turbulent  eddies,  they  may  have  arbitrarily  small  phase  velocities;  hence  the  coupling 
between  the  motions  is  quite  efficient  (and  in  some  cases,  the  distinction  between  the  two  may  be  arbitrary). 
Although  this  work  has  been  directed  toward  understanding  of  the  solar  atmosphere,  and  not  the  atmospheric 
boundary  layer,  and  although  a  number  of  theoretical  uncertainties  remain,  the  generation  of  waves  by 
turbulence,  with  its  concomitant  radiation  of  energy  and  momentum  from  the  boundary  layer,  appears  to  be  a 

promising  area  for  future  boundary-layer  research. 
Naturally  occurring  turbulent  convection  in  the  unstable  daytime  boundary  layer  may  also  generate 

gravity  waves  in  the  overlying  inversion  through  the  mechanism  of  penetrative  convection  (Townsend,  1966, 

1968).  This  process  has  been  simulated  numerically  (Deardorff,  1969),  and  studied  in  the  laboratory 
(Deardorff,  et  aJ.,  1969).  It  also  appears  to  have  been  observed  in  nature  (Gossard  et  al.,  1971);  (F7.10)  shows 
an  example. 
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Figure  7.9  Location  of  the  observing  instruments  on  Table  Mountain.  The  circles  marked  Ml,  M2.  MS,  and 
M4  indicate  the  positions  of  the  microbarographs,  and  the  circle  marked  A  represents  the  position  of  the 
acoustic  sounder  The  entire  system  is  located  just  east  of  the  foothills  of  the  Rocky  Mountains  (from 
Hooke  et  al,  1971).  
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Just  as  turbulence  may  generate  waves,  waves  may  produce  turbulence  when  their  amplitudes  are 

sufficiently  large  as  to  induce  convective  or  Kelvin-Helmholtz  instability  (see  Chapter  3).  In  the  case  of 
convective  instability,  the  wave  motion  may  perturb  the  temperature  profile  to  such  an  extent  that  the  lapse 

rate  becomes  superadiabatic  (Hodges,  1967;  Orlanski  and  Bryan,  1969);  in  the  Kelvin-Helmholtz  case  the  wave 
motion  may  drive  the  Richardson  number  below  1/4  (Gossard  at  al.,  1971).  Obviously  in  an  initially  stably 

stratified  background  fluid,  one  expects  the  Kelvin-Helmholtz  instability  to  set  in  first,  but  the  situation  is 
dynamic  and  the  relative  importance  of  the  two  types  of  instability  depends  critically  upon  the  growth  rates  of 
the  instabilities  involved. 

7.4.4     The  Chimonas  Instability  —  Wave/Turbulence/Mean  Flow  Interaction  in  the  Surface  Boundary  Layer 

Recently  G.  Chimonas  (1972)  has  treated  theoretically  the  interaction  between  waves,  turbulence,  and 
mean  flow  in  the  surface  atmospheric  boundary  layer.  We  summarize  this  work  briefly  as  follows.  It  is  inherent 
in  the  nature  of  an  atmospheric  gravity  wave  that  it  perturbs  the  background  wind  and  temperature  fields  of 
the  medium  in  which  it  propagates.  It  will  consequently  perturb  the  gradient  Richardson  number  of  that  fluid 
as  defined  by  (7:1).  In  the  statically  stable  surface  boundary  layer,  thq  ambient  or  background  Richardson 
number  is  close  to  a  critical  value  separating  dynamically  stable  and  unstable  regimes  (see  the  references  cited 
earlier  in  7.1).  In  this  case,  a  perturbing  atmospheric  gravity  wave  of  sufficient  amplitude  will  alternately 
drive  the  Richardson  number  above  and  below  this  critical  value  at  different  phases  of  the  wave  cycle.  At  one 
such  phase  in  each  wavelength,  the  wave  then  causes  the  laminar  flow  to  break  down  into  turbulence.  The 
turbulence  then  acts  on  the  background  momentum  and  temperature  gradients  to  produce  enhanced 
momentum  and  energy  fluxes  at  this  wave  phase.  These  fluxes  appear  as  forcing  terms  which  must  be  added  to 
the  equations  of  momentum  and  energy  conservation  describing  the  wave  motion.  Thus  (5:2)  and  (5:3)  are 
generalized  to 

(It  ^~'-2)p  =  •^Po(^  +i'/  V)p  -  (7  -  1)P'V,,  •  (H)  (7-9) 

Po 

where  y-  M,  the  divergence  of  the  momentum  flux  tensor,  and  V  H,  the  divergence  of  the  heat  flux, 
represent  the  forcing  terms.  Chimonas  was  able  to  show  that  because  the  background  momentum  and 
temperature  gradients  are  positive  in  the  stable  boundary  layer  (see  7.1  and  the  profiles  of  F7.1),  and  because 
of  the  nature  of  the  wave  mode  he  considered,  the  fluxes  occur  in  just  the  right  sense  to  reinforce  the  original 
wave.  This  in  turn  increases  the  intensity  and  spatial  extent  of  the  turbulent  regions,  resulting  in  an  initially 

rapid  growth  of  wave  ampUtudes  and  turbulent  intensities.  Chimonas'  quasilinear  analysis  does  not  take 
explicit  account  of  the  concomitant  drain  in  the  energy  and  momentum  of  the  background  flow,  and  because 
of  this  and  other  simplifications  it  is  inadequate  to  determine  the  exact  form  of  the  growth  and  the  mechanism 
by  which  it  is  ultimately  quenched. 

7.5        Orographic  Effects 

Much  of  the  discussion  of  this  chapter  and  the  one  preceding  tacitly  assumes  the  existence  of  a 
horizontal  plane  lower  boundary  characterized  by  roughness  lengths  the  order  of  cm.  Except  over  the  oceans, 

however,  the  lower  boundary  of  the  earth's  atmosphere  is  not  so  smooth;  instead  it  is  characterized  by 
mesoscale  and  synoptic-scale  undulations  or  irregularities  which  act  as  important  obstacles  to  the  atmospheric 
flow  (e.g.,  Reiter  and  Rasmussen,  1967).  Under  appropriate  conditions,  these  obstacles  generate  a  type  of 
atmospheric  gravity  wave,  fixed  with  respect  to  the  obstacle  but  propagating  relative  to  the  medium,  known  as 

a  "lee  wave".  The  motion  is  often  rendered  visible  in  the  lee  of  mountains  by  clouds  forming  at  alternate 
phases  of  the  wave  motion  there.  These  waves  may  play  a  major  role  in  vertical  momentum  transport  in  the 

earth's  atmosphere  (generating  momentum  fluxes  ~  5  dynes/cm^);  the  subject  has  been  developed  extensively 
in  papers  by  Lyra  (1943),  Queney  (1947),  Scorer  (1949),  Eliassen  and  Palm  (1960),  Blumen  (1965), 
Bretherton  (1969a),  Lilly  (1971)  and  others. 
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7.6        Summary 

To  summarize:  atmospheric  gravity  waves  exist  in  the  planetary  boundary  layer  as  well  as  in  the  free 
atmosphere  above  it.  Their  propagation  is  substantially  modified  by  the  lower  atmospheric  temperature  and 
wind  structure;  in  particular,  it  appears  that  the  waves  of  largest  ampHtude  observed  near  ground  level  have 
their  energy  trapped  there  by  this  structure,  although  comparison  between  theory  and  observation  on  this 
point  is  crude,  in  the  sense  that  the  complex  structure  of  the  lowest  few  thousand  meters  is  typically 

approximated  by  simple  two-and  three-layer  models. 
Wave-associated  momentum  and  energy  exchange  may  be  considerable.  In  specific  cases,  waves  have 

been  found  to  supply  as  much  as  1/4  of  the  total  energy  dissipated  by  a  unit  column  of  atmosphere.  In  a 

several-hour  interval,  they  may  be  able  to  supply  or  withdraw  much  of  the  momentum  contained  in  the  entire 
boundary  layer.  The  waves  interact  with  all  other  boundary-layer  motions:  they  may  enhance  or  diminish  the 
mean  flow,  and  they  may  energize,  or  draw  energy  from,  the  ambient  turbulence.  They  may,  in  suitable 
circumstances,  use  the  turbulence  to  draw  energy  from  the  mean  flow  and  distribute  it  between  wave  and 
turbulence.  The  waves  may  also  interact  strongly  with  one  another.  Orographically  generated  waves  may  play  a 
major  role  in  global  atmospheric  momentum  transport. 

We  remain  largely  ignorant  of  the  true  role  of  atmospheric  gravity  waves  in  boundary-layer  dynamics. 
We  do  not  clearly  understand  how  the  waves  are  generated,  although  it  generally  seems  that  dynamical 
instabilities,  critical  levels,  turbulence,  penetrative  convection  of  convectively  unstable  elements  and 
orographic  effects  somehow  play  a  role.  Although  avenues  of  research  for  exploring  the  interactions  of  waves 
with  other  atmospheric  motions  have  been  opened,  we  do  not  yet  know  which  interactions  are  important  and 
which  may  be  safely  ignored.  Although  we  understand  that  waves  can  generate  turbulent  regions  and  use  these 
to  feed  on  the  energy  and  momentum  in  the  background  temperature  and  wind  structure  in  cases  where  the 

ambient  Richardson  number  Ri~l/4,  we  do  not  know  the  extent  to  which  this  background  condition  is  met. 
Finally,  our  ignorance  of  the  gravity-wave  role  in  boundary-layer  dynamics  continues  because  we  lack 

sufficient  data.  Even  the  best  and  most  comprehensive  experiments  performed  to  date  often  provide  too  litfle 
information  about  the  background  flow  (one  radiosonde  observation  per  experiment,  for  example,  instead  of 
one  every  few  minutes  or  so  during  the  experiment),  or  too  little  information  about  the  dynamics  of  the 
atmosphere  adjacent  to  but  exterior  to  the  boundary  layer.  Experimenters  often  complain  that  when  they 
press  wave  theorists  for  just  which  atmospheric  parameters  they  would  like  to  have  measured,  the  theorists 

reply,  "Everything."  But  this  is  not  merely  a  theorist  cop-out.  It  is  a  simple  reflection  of  the  true  state  of 
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Figure  7.10    Convection  cells  in  the  marine  layer  generating  gravity  waves  in  the  inversion  above  (from 
Gossardet  a!..  1971). 
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affairs;  unless  the  theorist  knows  the  mean  background  wind  speed,  for  example,  he  can't  even  determine  the 
most  elemental  quantities  such  as  the  so-called  intrinsic  wave  frequency  (defined  by  5:32),  which  he  needs  in 
order  to  compare  observed  wave  parameters  with  the  pertinent  dispersion  equation. 

Perhaps  more  importantly,  we  lack  the  kind  of  extensive  statistical  data  taken  at  large  numbers  of 
places  and  under  a  variety  of  conditions  that  would  permit  us  to  determine  whether  wave  phenomena  in  the 

boundary  layer  are  merely  isolated,  rather  special  "events,"  or  whether  they  are  so  pervasive  that  their 
momentum  and  energy  transport  should  be  parametrized  and  included  in  models  of  general  atmospheric 
circulation,  numerical  weather  prediction,  etc.  We  can  only  hope  that  the  newly  developed  remote  sensing 
techniques  described  in  this  volume  will  prove  capable  of  acquiring  the  continuous,  extensive,  and  complete 
data  coverage  we  now  require. 
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In  this  chapter  we  derive  the  mathematical  methods  used  in  Kirchhoff-Fresnel  diffraction, 

ray-tracing,  refraction  and  Mie  scattering  by  spheres,  together  with  the  range  of  validity  of  these 
formulas.  These  formulas  have  application  in  the  scattering  and  propagation  problems  which 
arise  in  remote  sensing  of  the  environment. 

8.0  Introduction 

Remote  sensing  techniques  rely  upon  information  received  from  the  environment  in  the  form  of 
electromagnetic  or  acoustic  radiation.  To  interpret  this  information,  we  must  understand  the  way  the 
radiation  reacts  wdth  the  environment.  Thus  we  are  lead  to  the  study  of  electromagnetic  theory,  which  is 

based  upon  a  fundamental  set  of  equations  known  as  Maxwell's  equations.  These  equations  are  discussed 
briefly  in  8.1.  In  the  derivation  of  many  formulas  used  in  scattering  and  propagation  problems  the 

introduction  of  vector  and  scalar  potentials  is  required.  The  electromagnetic  fields  in  Maxwell's  equations 
are  represented  in  terms  of  these  potentials.  These  potentials  satisiy  the  reduced  wave  equation  and  this 

chapter  is  basically  concerned  with  some  of  the  mathematical  methods  for  solving  this  equation.  The 
potentials  are  introduced  in  8.2.  Since  only  a  very  limited  number  of  problems  arising  in  scattering  and 
propagation  can  be  solved  exactly,  various  approximate  techniques  must  be  introduced.  A  very  useful 

approximate  scattering  formula  is  the  Kirchhoff-Fresnel  diffraction  formula.  This  formula  introduced  in 
8.3  is  useful  for  studying  the  effects  of  scattering  by  arbitrarily  shaped  targets  in  the  air  (e.g.  birds)  or  on 
the  ground. 

Ray-tracing  is  a  useful  tool  for  analyzing  propagation  when  the  refractive  index  is  a  function  of 

position.  In  8.4  geometrical  optics  and  the  concept  of  ray-tracing  (the  eiconal  and  transport  equations) 
are  introduced  and  the  range  of  validity  of  various  approximations  such  as  WKB  is  discussed.  Qualitative 

results  for  ray-tracing  in  inhomogeneous  and  anisotropic  mediums  are  given. 
In  8.5  tropospheric  propagation  is  discussed  together  with  the  canonical  solutions  for  tropospheric 

ducting.  In  8.6  classical  scattering  by  acoustically  hard  and  soft  spheres  is  considered,  together  with  the  Mie 
series,  as  well  as  some  qualitative  results  for  electromagnetic  scattering  by  spheres.  Mie  scattering  is  also 
considered  in  Chapter  13. 

8.1  Maxwell's  Equations 

The  basic  laws  of  electricity  and  magnetism  can  be  summarized  in  differential  form  by  four 
equations  (MKS  rationalized  system  of  units) 

Coulomb's  law: V-  D^  =  p 

Ampere's  law: 
VxH    =  9p/at+i 

Faraday's  law: V  X  E     =   -  aB/3t 

Absence  of  free 

magnetic  poles: V  •  B     =0 

(8:1) 

tThe  bar  under  a  symbol  denotes  a  vector  quantity. 
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The  quantities  in  (8:1)  are 

E,  the  electric  intensity  (volts  per  meter) 

H,  the  magnetic  intensity  (amperes  per  meter) 

P,  the  electric  flux  density  (coulomb's  per  square  meter) 

B,  the  magnetic  flux  density  (webers  per  square  meter) 

Jj  the  electric  current  density  (amperes  per  square  meter) 

P,  the  electric  charge  density  (coulomb's  per  cubic  meter) 

The  equations  which  characterize  the  medium  are 
D  =   eE 

and  in  free  space 

(8:2) 

B = 

MH 

I = 
aE 

P = CqE 

B = 

MoH 

(8:3) 

where  e  (farads  per  meter)  is  the  permittivity,  ju  (henry s  per  meter)  is  the  permeability  and  o  (mhos  per 

meter)  is  the  conductivity.  The  speed  of  light  in  free  space  is  c  =  l/V/^o^o-  Together  with  the  Lorenz 
force  equation 

F    =   p(E  +  u  X  B)     in  Newtons  (8:4) 

with  u  (meters  per  second)  the  velocity  of  the  charged  particle,  Newton's  second  law  of  motion 

F    =   ma  (8:5) 

with  m  (kilograms)  the  mass  and  a  (meters  per  sec^)  the  acceleration  of  the  particle,  and  Maxwell's 
equations  all  macroscopic  linear  electromagnetic  phenomena  are  described.  These  equations  provide  a 
complete  description  of  the  classical  dynamics  of  interacting  charged  particles  and  electromagnetic  fields. 

The  boundary  conditions  which  show  how  the  fields  behave  across  boundaries  where  the  medium 
changes  in  (8:1)  are 

(8:6) ^„x(H^-H') 

=   J-s 

^n^(E'-E') 

=    0 

e_^xiD'  ~D') 

"   ̂s 

Ln^(B^  -  B') 

=    0 

where  e^,  is  the  unit  normal  to  the  surface  s  in  (F8.1).  The  subscript  s  in  (8:6)  refers  to  currents  and  charges  on 
the  surface  s.  The  equation  of  continuity  based  upon  conservation  of  charge  is 

where  J^  is  the  volume  current  density  (amperes  per  cubic  meter)  and  p^  is  the  volume  charge  density 
(coulomiDS  per  cubic  meter). 
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region  I 

Figure  8.1       Surface  currents. 

The  differentiation  of  vector  quantities  in  (8:1)  through  (8:7)  follows  from  the  rules  of  elementary 
calculus  and,  for  example,  the  following  definitions  for  gradient,  divergence  and  curl  in  rectangular 
coordinates: 

n  f  9f    a.  9f      ̂   8f 

^  '    =  ̂ x  ̂    +  ly  ̂    +  Iz  ̂  
aF„       8Fv     ■  ap^ 

£-F=   -—   +   — ^    +  -^ 3x  9y  3z 
(8:8) 

apz      3Fy  apx      ap^ 

~     ~       ~x      gy  92         ~y     8z  3x 
dPv     aPv 

where  f  is  a  scalar  function  and  F  is  a  vector  function.  Throughout  this  chapter,  unit  vectors  are  denoted 

by  a  lower  case  e^. 
The  following  vector  identities  will  be  used 

V-(VxF)  =  0 

V-  Vf  =  V^f  (8:9) 

Vx  Vf  =  0 

V  •  (f  F)  =  F  •  (VO  +  f(V  •  F) 

and  are  easily  verified  in  rectangular  coordinates  using  (8:8). 

8.2       Vector  and  Scalar  Potentials 

Maxwell's  equations  consist  of  a  set  of  coupled  first-order  partial  differential  equations  relating  the 
various  components  of  electric  and  magnetic  fields.  They  can  be  solved  as  they  stand  in  only  very  simple 

situations.  It  is  therefore  convenient  to  introduce  potentials,  obtaining  a  smaller  number  of  second-order 

equations.  From  Maxwell's  equations 

V-  B  =  0 

and  from  (8:9)  B  can  be  represented  locally  in  tlie  form 

B  =  VxA  (8:10) 
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where  A  is  the  vector  potential.  It  follows  from  (8:9)  that  A  may  be  altered  by  adding  any  vector 

function  of  the  form  Vg,  where  g  is  a  suitable  scalar.  Putting  this  into  Faraday's  law  in  (8:1)  we  have 3A 

Vx(E  +  -^)  =  0  (8:11) 

Again,  from  (8:9),  a  scalar  function  p  exists  such  that,  locally  at  least, 9A 

E+-^  =  -Vp  (8:12) 
at 

where  the  negative  sign  is  chosen  only  to  improve  the  final  appearance  of  our  equations.  We  have  from 
(8:10)  and  (8:12) aA 

B  =  VXA 
 <*^'« 

After  a  considerable  number  of  algebraic  maneuvers  using  (8:9)  it  can  be  shown  (e.g.,  Jones,  1964)  in 

source-free  regions  where  2  ~  0  ̂ nd  in  "slowly  varying"  mediums  where  (Ve)/e  =  0  and  (V/i)/M  —  0  that  E 
and  H  satisfy  the  Helmholtz  wave  equation. 

V'F  +  Gj'M(i)e(x)F  =  0  (8:14) 

where  F  represents  E  or  H.  We  have  assumed  harmonic  time  dependence  e"^  for  E  and  H  so  that  for 
example  3/3t  is  replaced  with  ico.  This  chapter  is  basically  concerned  with  some  of  the  mathematical 
methods  for  solving  (8:14). 

8.3        Free-Space  Green's  Function  and  the  Fresnel-Kirchhoff  Diffraction  Formula 

We  stated  in  the  last  section  that  the  components  i//  of  E  and  H  satisfy  the  scalar  wave  equation 
often  referred  to  as  the  reduced  wave  equation 

V^i//  +  k^i//  =  -f(R)  (8:15) 

where  k  -  co/c  and  cj  is  the  angular  frequency.  We  have  introduced  a  term  on  the  right  hand  side  of  (8:15) 
to  represent  the  source  distribution.  The  function  f(R)  could  for  example  represent  the  currents  in  a 
transmitting  antenna. 

One  method  for  obtaining  a  solution  of  the  wave  equation  is  based  upon  the  solution  of  (8:15) 

when  the  right-hand-side  is  a  point  source.  Such  a  solution  is  known  as  a  Green's  function.  The  argument 
of  the  Green's  function  depends  upon  two  distinct  points:  the  point  (x,y,z)  at  which  \p  is  to  be  evaluated 

and  the  variable  point  (x',y',z')  associated  with  the  region  occupied  by  the  source  distribution  f(R).  The 

two  points  may  be  specified  by  the  two  position  vectors  R  and  R',  respectively;  furthermore 

1  =  R-R'  (8:16) 

is  the  vector  between  the  two  points  and  in  the  case  of  rectangular  coordinates 

r  =  [(x-xV  +  (y-y?  +  (z-zV)"^  (8:17) 
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Provided  we  know  the  solution  of  (8:15)  for  a  point  source  at  R,  the  solution  for  our  given  arbitrary 
distribution  f(R)  follows  at  once  by  superposition 

;//(R)  =  /  G(R,  R')  f(R')  dv'  (8:18) V 

in  which  G(R,R')  is  a  Green's  function  and  the  integration  is  carried  out  over  the  volume  occupied  by  f. 
To  find  G,  i//  in  (8:18)  is  substituted  into  (8:15).  Then 

/  [V^G(R,  R')  +  k^GiR,  R')]  f(R')  dv'  =  -f(R)  (8:19) V 

with  the  term  in  the  brackets  having  the  properties  of  an  impulse  function  (Schwartz,  1950)  so  it  is 

convenient  to  introduce  the  volume  impulse  function  6(lR— R'I)  at  this  point.  The  impulse  function  may  be 
defined  by 

/f(R')5(lR-R'l)dv'  =  f(R)  (8:20) v 

From  the  definition  of  the  impulse  function  and  (8:19)  it  follows  that  our  Green's  function  satisfies 

V^  G(r)  +  k^G(r)  =  -5(r)  (8:21) 

Although  (8:21)  is  also  an  inhomogeneous,  partial  differential  equation,  it  has  the  advantage  over 

(8:15)  that  the  source  is  concentrated  at  R'.  The  function  G(r)  in  (8:21)  therefore  depends  only  upon  r 

and  not  6  ox  ̂   because  of  the  spherical  symmetry  about  the  point  R'.  The  Laplacian  operator  V^  in 
spherical  coordinates  independent  of  6  and  ip  is 

72  <•    _     J^    ̂     /    2    9f 
r^     dr     ̂       ar V'f    =    4    ̂    (r^  ̂ )  (8:22) 

and  (8:21)  becomes 

i    3(,2  3G,.,. r    or  or ^(r^  ̂ )  +  k2G  =  -6(r)  (8:23) 

Solutions  of  (8:23)  are 

p±ikr 

G  =  -
 
 

(8:24) 

as  the  reader  may  easily  verify  by  substitution  into  (8:23).  Since  we  have  adopted  e"*^*  time  convention, 

the  Green's  function  that  represents  an  outward  going  wave  is 

p-ikr G(r)  =  ?-  (8:25) r 
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An  example  of  the  use  of  the  free-space  Green's  function  occurs  in  the  derivation  of  the  often  used 
Kirchhoff-Fresnel  diffraction  formula.  We  start  with  Green's  second  identity 

/(>//V^co-  coV^i//)dv  =  /(i//Vco-  GjV>//)-ej^da' 
(8:26) 

where  S  is  a  closed  surface  bounding  the  volume  V  and  e^^  denotes  a  unit  normal  to  S  pointing  outward  to 
S  (see  F8.2).  This  identity  if  certainly  vaUd  when  \p  and  u  and  their  first-  and  second-order  partial 
derivatives  are  continuous  within  and  on  S. 

Figure  8.2      Scatterer  immersed  in  an  incident  plane  wave  showing  illuminated  and  shaded  portion  of  S. 

Multiplying  (8:21)  by  i//  and  (8:15)  by  G  and  subtracting  the  resulting  two  equations  gives 

«//V'G-GVV  -  -\I/6(r)  +  G(r)f(R)  . 
(8:27) 

Substituting  (8:27)  into  (8:26)  and  performing  the  volume  integration  over  the  singularity  at  r  =  0  yields 

HE)  =  I    G(R,R')f(R')dv' 
V 

47r  §      r         9n 

^^(^        )}da'. 

on      r 

(8:28) 

We  see  from  (8:28)  that  knowledge  of  the  field  and  its  normal  derivative  on  the  surface  S  are  required  to 
compute  the  field  at  a  point  R  in  space.  In  the  case  of  acoustic  problems,  tlie  velocity  potential  \p  may 

satisfy  a  sound-hard  boundary  condition 

-^  =  0,  ̂   on  S an (8:29) 

The  sound-hard  boundary  condition  corresponds  in  the  electromagnetic  scattering  case  to  )//  representing  a 

component  of  the  magnetic  field  H  tangential  to  the  surface  of  the  scatterer  S.  For  tlie  case  of  a  sound-soft 
surface,  the  potential  t//  satisfies  the  boundary  condition 

i//  =  0,  i//  on  S (8:30) 
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The  sound-soft  boundary  condition  corresponds  in  the  electromagnetic  scattering  case  to  i//  representing  a 
component  of  the  electric  field  E  tangential  to  the  surface  S. 

A  much  used  approximate  solution  to  tlie  integral  equation  in  (8:28)  makes  use  of  the  Kirchhoff 
approximation  (sometimes  equivalent  to  the  physical  optics  approximation).  The  Kirchhoff  approximation 
states 

I  i//\  illuminated  portion  of  S 
(  0  ,  dark  portion  of  S 

M     =     i  1^' illuminated  portion  of  S  (8-31) 
9n  I  9n 

o,      dark  portion  of  S 

where  i//'  is  the  incident  field  in  F.8.2  and  is  given  by 

i        ,  p-iklR-R'l 

*'i{Wm'      '<S')d.'.  (8:32) 
Using  (8:31)  the  scattered  field  in  (8:28)  becomes 

1  ^-ikr  ;x,;,i  .     s      ̂ ~ikr 

47r    §     r  on  on      r 

and  the  total  field  is 

\Ij  =  V  +  V  ■  (8:34) 

Equation  (8:33)  is  sometimes  referred  to  as  the  Kirchhoff-Fresnel  diffraction  formula.  It  is  also  closely 
related  to  the  Born  approximation.  Two  criticisms  of  Kirchhoff  s  theory  are  (a)  it  does  not  account  for  a 
transition  region  or  penumbra  between  the  light  and  dark  portions  of  S,  and  (b)  the  boundary  values  of  \p 

and  d\p  9n  as  given  in  (8:31)  are  incompatible.  In  spite  of  these  difficulties,  the  Kirchhoff  theory  does  give 
results  which  agree  very  well  with  experiment.  For  additional  discussion,  the  reader  is  referred  to  Kottler 
(1923)  and  Stratton  (1941). 

The  Kirchhoff-Fresnel  diffraction  formula  in  (8:33)  is  useful  in  calculating  the  field  scattered  by 
arbitrarily  shaped  objects  at  high  frequencies.  That  is,  the  smallest  dimension  a  of  tlie  scatterer  must  satisfy 
ka>5. 

8.4       Geometrical  Optics  and  Refraction 

When  the  wavelength  is  so  small  that  significant  changes  occur  over  distances  large  compared  with 
it,  we  can  assume  that  in  local  regions  the  field  behaves  as  if  it  were  in  a  homogeneous  medium.  Locally 

the  wavefronts  behave  as  plane  waves.  This  is  referred  to  as  the  "geometrical  optics"  approximation.  In  this 
approximation  attention  is  concentrated  on  rays  or  bundles  of  rays.  The  "ray  method"  has  application  in 
the  remote  sensing  field  in  lidar  and  laser  propagation  provided  we  have  simple  refraction  effects;  i.e.,  the 

bending  of  rays  near  the  earth's  surface  would  not  be  properly  treated  using  a  "simple"  ray  tracing 
technique  because  of  diffraction  effects.  In  general,  "ray  tracing"  gives  an  indication  of  where  rays  are 
going  but  not  the  amplitude  or  total  phase  of  the  ray  at  a  general  point  in  space  (Jones,  1964). 

Since  the  potential  i//  in  the  reduced  wave  equation  may  represent  the  velocity  potential  in  acoustic 
problems  as  well  as  one  of  tlie  components  of  the  electric  field  E  or  magnetic  field  H  in  an  electromagnetic 
problem,  the  mathematical  methods  in  this  section  apply  to  the  problems  in  chapter  21  (for  example  wind 
driven  acoustic  waves). 
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Consider  the  components  i^  of  E  and  H  satisfying  the  reduced  wave  equation 

VV+kon'(_L)v'  =  0  (8:35) 

where  k    =  co/c  and  n(i)  is  the  index  of  refraction  of  the  medium.  Since  the  wavelength  X  is  assumed  small 

or  the  wavenumber  (k    =  lujX)  large  we  consider  solutions  of  (8:35)  of  the  form 

^r)  -  e-ikoV'd)  s    ̂fm^         ̂     --  (8:36) m=0  {-i^X         ° 

The  proposed  solution  in  (8:36)  represents  an  asymptotic  series  (Copson,  1965).  The  first  term  is  called  the 
dominant  term  and  we  frequently  will  write 

^(x)~e-"^o^Cr)  ̂ ^(_^) 

meaning  that 

^(l)eiko'^(l) 

tends  to  ̂ ^ij)  as  k^  -^  °°.  Substituting  (8:36)  into  (8:35)  and  performing  all  the  required  differentiations 
(Lewis  et.  al.,  1967)  gives 

e-iko^d)  {k,^  [n^  -  (V^)^]     2      -^  -  ik,  V^^    Z     -^ m=0    (-ikg)  "  m=0    (-ik^) 

2ik„V^-  S„  -=p^  +    Z„    -X^    }=  0  . 
o^"    m=0   (-"iig^      m=0    (-ik/ 

Equating  the  coefficients  of  like  powers  of  k^  to  zero  gives 

ko  :   (1^?  =  n^(x).  (the  eikonalf  equation)  (8:38) 

k^:     (VV)¥'o(j:)  +  2Vi/' •  Vi^q(i)  =  0       (the  transport  equation)  (8:39) 

k°:      (V''/'>/'i  +  2V>/'  •  Wi  +  V'^o  =  0  (8:40) 

k-"i+l:      (V^i//)^j„(i)+2V\i'-  V>Pn,(l)+VVm-i(l)  =  0,m=2,3,...  (8:41) 

and  we  have  a  recursive  system. 

tThe  term  eikonal  comes  from  the  Greek  "image" 
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The  solution  of  (8:38)  gives  the  ray  paths;  i.e.,  the  ray  paths  are  perpendicular  to  surfaces  of 

constant  phase,  i//(r)=  constant,  and  may  be  found  once  ;//(r)  is  known. 

The  first  term  in  (8:36)  is  the  "geometrical  optics  approximation".  The  next  term  is  i^i/(-ikQ)  and 
if  tpj  Rq  «^q  we  may  use  the  first  term  alone. 

The  relationship  of  the  geometrical  optics  approximation  to  the  WKB  method  may  be  illustrated  by 

considering  a  one-dimensional  case: 

-^  +    ko'  n\x)^  =  0  (8:42) dx 

The  solution  of  (8:42)  with  n(x)  =  constant  is  of  the  form 

^   =   Ae^'^^o"^  (8:43) 

This  suggests  we  remove  the  fast  variation  in  ̂ p  with  the  substitution 

^  =   f(x)e"i^og(x)  (8:44) 

Substituting  (8:44)  into  (8:42)  gives 

[^'(x)-  2ik/(x)g'(x)-  ik^g-'f]  e-i^ogW 

+  k^  [n'(x)  -  (g')']  f(x)e"i^^og(x)   =    q 

If  the  fast  variation  of  ̂   with  x  is  contained  in  the  term  e"    o^^^^,  then 

(8:45) 

f"(x)   =   0     ,  (8:46) 
and  (8:44)  is  a  solution  to  (8:42)  if 

g'(x)   =   n(x),     or   g   =   /n(x)dx    ,  (8:47) 
and 

f'(x)    ̂       In'(x) 
f(x)  2  n(x)  '  (8:48) 

or 

f(x)  =   const  [n(x)]-"^     ,  (8:49) 

The  general  solution  to  (8:42)  is 

V<x)  =  TTT     {c+ exp[ik     /n(x)dx]    +    c_  exp[-ik     /  n(x)dx]    }  (8:50) vn(x) 

The  condition  of  validity  (that  f"  be  "small")  is 

f'  +  (2rn  +  n'0  =  0  (8:51) 
ko 
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The  criterion  in  (8:51)  is  equivalent  to  c^i/i<;«  i^^  in  the  geometrical  optics  approximation.  The 
geometrical  optics  approximation  also  requires  that  ̂ q(s)  be  bounded.  Because  of  (8:51)  the  WKB  method 
is  most  useful  in  cases  where  the  media  is  smoothly  varying  while  geometrical  optics  is  more  generally 

applicable  in  cases  where  n  changes  discontinuously. 
The  solution  of  the  eikonal  equation  will  define  the  ray  trajectory.  From  (8:38) 

V»//    =    nCj   ,  (8:52) 

with^  ,  a  unit  vector,  defined  as 

e.   =it      .  (8:53) 

— s 

IV  v^  I 

The  relation 

i//(x)   =   const.  (8:54) 

defines  an  equi-phase  surface.  The  vector  V»//  is  normal  to  the  wave  fronts  and  thus  points  in  the  direction 

of  wave  propagation.  Thus  e^^  is  a  unit  vector  along  the  direction  of  propagation  of  the  local  geometrical 
optics  field.  From(F8.3) 

dR 
^„   =       =   unit  tangent  vector  to  ray  (8:55) 

path  at  R 

ray   path 

Figure  8.3      Geometry  for  derivation  of  a  unit  tangent  vector  to  ray  path. 

Then  (8:52)  becomes 

dR 
Vi//   =    n-f^  (8:56) ds 

Differentiating  both  sides  of  (8:56)  with  respect  to  s, 

d     v^    =   f    (n^)  (8:57) ds     —  ds  ds 

or 
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Now 

and  (8:58)  becomes 

#  =   e    •  V^   =   n     , 

ds  ^ 

d        dR Vn   =    f  (n-r^)   , 
-  ds        ds 

Multiplying  both  sides  of  (8:60)  by  n  and  defining 

dr   =   ̂  

(8:59) 

(8:60) 

(8:61) 

the  ray  equation  in  parametric  form  becomes 

d^R 

=   lij)     (RayEq.) 

As  an  example  of  the  use  of  (8:62),  consider  a  homogeneous  medium  with  n  =  constant.  Then 
d'R 

=    0 

and  the  solution  is 

dr^ 

(8:62) 

R   =    a^oT  +  a    , 

which  is  a  straight  line.  The  ray  paths  in  a  homogeneous  medium  are  straight  lines. 
At  an  abrupt  change  in  refractive  index  we  can  no  longer  use  the  ray  equation  to  determine  the 

refractive  index  since  Vi//  is  discontinuous.  However,  we  may  avoid  this  difficulty  by  the  following 
approach.  We  have,  taking  the  curl  of  the  eikonal  equation 

Vxy\p   =    Vx(nO  =   0 (8:63) 

Applying  Stokes'  Theorem  to  the  pillbox  in  (F8.4)  and  using 

region    I  \    dr 
"I  6; 

region  2 

Figure  8.4      An  abrupt  change  in  index  of  refraction. 

;  ne    •  de.    =    0 (8:64) 
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we  find 

niCes'-^t^  "  "2(es  •  It)  (^"65) 
which  becomes  for  the  incident  and  reflected  rays 

9j  =  d^  (8:66) 

and  for  the  incident  and  refracted  rays 

nisin^j  =  njsin^^      (Snell'slaw)  (8:67) 

which  is  the  basic  relation  for  ray  tracing  in  inhomogeneous  media. 

Consider  next  the  solution  of  the  transport  equation.  Multiply  (8:39)  by  i/Jq,  where  the  star  denotes 
the  complex  conjugate,  to  obtain 

/o  '^o(^'  '^)  "^  2(V.//  •  V^o)  ̂ *  =  0  (8:68) 

where  i//  is  a  real  function  for  a  lossless  medium.  Consider  the  complex  conjugate  of  the  transport  equation 
in  (8:39) 

Vo'/'o  (V'  ̂)  +  2(V^  •  V/^)  >Po  =  0  (8:69) 

and  adding  (8:68)  to  (8:69)  gives 

I^Qp  V'\(/+ V>//- V  l>PoP  =  0 
(8:70) 

But 

V  •  [I^qI'  v.//]   =  VI^qI'  •  V\I/+  l^Qp  V'vl'    ,  (8:71) 

and  so 

V-  [I^Qpy-//]  =0  (8:72) 

Defining  the  divergenceless  vector 

and  applying  Gauss'  theorem  to  the  ray  tube  in(F8.5)gives 

S,dA,  -S^dAz   =  0 
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es 

ray  trajectory 

ray  tube 

Figure  8.5      Tube  of  rays  used  in  derivation  of  (8.76). 

or 

S2   -  Si 

dAi 

dA, 
(8:74) 

with 

IS  I  =  IcPqP  n (8:75) 

From  (8:75)  and  (8:74) 

„^,=  ,,;,[^.r- 
(8:76) 

which  gives  the  magnitude  of  the  field  at  point  2,  c^^,  in  terms  of  the  field  at  point  1 ,  cp^.  The  factor  under 
the  radical  gives  the  convergence  or  divergence  of  the  bundle  of  rays  as  one  traverses  the  ray  path.  At  a 
causfic  dAj/dA,  goes  to  zero  corresponding  to  a  point  where  the  rays  cross  and  the  geometrical  optics 
approximation  breaks  down.  To  solve  the  problem  at  caustics  the  field  is  expressed  in  terms  of  Airy 

functions  (Lewis,  et  al.,  1967).  At  edges  and  shadow  boundaries,  the  geometrical  optics  field  also  breaks 

down  and  we  can  use  Keller's  Geometrical  Theory  of  Diffraction  (Keller  and  Levy,  1959). 
In  summary,  we  have  shown  how  to  solve  the  wave  equation  (8:35)  when  the  index  of  refraction 

n(r)  is  a  slowly  varying  function  of  position.  The  WKB  method  was  compared  with  the  asymptotic 
expansion  solution.  The  zero  order  solution  of  the  latter  predicts  the  ray  direction,  the  first  order  solution 

gives  the  ray  amplitude  provided  focusing  does  not  occur.  A  further  result  of  this  section  is  Snell's  law  in 
(8:67)  which  is  the  fundamental  equation  for  finding  out  where  rays  go  in  a  lossless  medium  having 
discontinuities  in  the  refractive  index.  At  a  point  in  the  medium  where  total  reflection  occurs,  the  angle  of 
incidence  equal  to  the  angle  of  reflection  gives  the  ray  direction. 

8.5        Tropospheric  Propagation 

In  this  section  we  investigate  the  effects  of  the  refractivity  structure  n(r)  on  the  field  strength.  In 
general  the  refractivity  structure  has  extremely  serious  effects  at  frequencies  above  300  MHz  (UHF  and 
SHF).  In  general  the  field  strength  is  a  function  of  frequency,  the  geometry  of  the  problem,  (i.e.,  location 
of  transmitter,  receiver  and  various  scatterers)  together  witli  the  refractivity  n(x).  In  remote  sensing 

applications,  we  are  interested  in  the  inverse  problem;  i.e.,  how  does  the  refractivity,  n(r),  depend  upon 
field  strength?  For  example,  when  tliere  is  an  inversion  layer  in  tlie  atmosphere,  tliere  is  in  general  an 
increase  in  observed  field  strength  between  two  antenna  sites.  Tliis  occurrence  of  an  inversion  layer  may 
correspond  to  a  trapping  of  pollutants  in  the  air  resulting  in  smog.  The  increase  in  signal  strength  in  this 
example  could  be  used  as  a  smog  alert. 
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In  order  to  study  refractivity  effects  in  the  troposphere  we  again  need  to  study  the  reduced  wave 

equation 

VV  +  k^n^ak  =  0  (8:77) 

A  one-dimensional  form  of  the  reduced  wave  equation 

£f+k^nMzV  =  0  (8:78) 

gives  the  WKB  solution  (8:50).  We  can  classify  the  behavior  of  solutions  to  (8:78)  as  follows:  a)  n^(z)  is 
real  (no  absorption  of  rays)  but  takes  on  positive  and  negative  values.  A  zero  in  n^(z)  then  corresponds  to 
a  point  where  total  reflection  occurs,  b)  n^(z)  is  real  and  positive.  In  this  case  there  will  be  no  dovmward 
reflection  of  the  rays,  c)  n^(z)  complex  corresponding  to  a  .bending  and  absorption  of  the  rays.  The  WKB 
approximation  also  applies  to  problems  where  partial  reflections  occur  in  a  continuous  layer  (Bremmer, 
1958). 

The  classical  method  for  accounting  for  refractivity  effects  is  to  assume  an  effective  earth's  radius 
(Schelleng,  et  al.,  1933).  By  assuming  an  effective  earth  radius  the  waves  travel  in  straight  lines  over  an 
earth  with  a  radius  of  4/3  the  actual  earth  radius.  The  ray  trajectories  in  a  linear  atmosphere  where 

n^(z)  =  n^(l  +  az)  (8:79) 

are  easUy  derived  using  the  ray  equation  (8:62)  derived  in  8.4  earlier.  In  (8:79)  n^  is  the  refractive  index 
of  the  atmosphere  at  the  surface  of  the  earth.  The  constant  a  is  a  measure  of  the  rate  of  change  of  the 

dielectric  constant  and  is  on  the  order  of  10"^m"' .  From  (8:62)  we  have 
d^x 

dr^ 

.   =  0 
-d'z  _  ̂ o 

dr^        2 
with  solutions 

x(t)    =    ao  +  BiT 

z(r)  =  32  +  ajT  +  — —  T 

(8:80) 

(8:81) 

The  constants  in  (8:81)  are  easily  evaluated  assuming  the  transmitter  is  on  the  earth  so  that  when  t  =  0,  x 
and  z  are  both  zero.  Then 

x(r)  =  (cos  a)  r 

T z(t)  =  (sin  a)  T  +    r^ 

where   a  is  the  elevation  angle  measured  from  the  horizontal. 

When  n(z)  has  a  minimum  as  shown  in(F8.6)a  duct  is  formed.  Such  ducts  can  arise  in  the 
troposphere  from  temperature  inversions.  A  complete  and  comprehensive  description  of  the  problem  of 
tropospheric  ducting  is  given  inChapter  12  of  Wait  (1962). 

In  summary,  the  WKB  solution  and  geometrical  optics  are  the  most  frequentiy  used  mathematical 
tools  for  investigating  refractivity  effects  in  the  troposphere. 
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Figure  8.6       Values  of  n(z)  for  a  standard  atmosphere  and  when  a  duct  is  formed. 

Scattering  by  Spheres 

The  scattering  of  electromagnetic  and  acoustic  waves  by  a  sphere  has  been  one  of  the  most  widely 

studied  problems  in  diffraction  theory.  Logan  (1965)  traces  the  early  studies  of  the  scattering  of  plane 
waves  by  a  sphere.  In  a  paper  published  in  1908,  G.  Mie  obtained  a  rigorous  solution  for  the  diffraction  of 

a  plane-monochromatic  wave  by  a  homogeneous  sphere  of  any  diameter  and  composition.  Since  then 
because  of  the  numerous  papers  published  on  the  subject  is  is  impossible  to  give  a  complete  bibliography  in 
this  chapter.  Two  papers  giving  a  rather  large  amount  of  numerical  data  are:  Bistatic  scattering  by  lossy 
dielectric  spheres  with  surface  impedance  boundary  conditions  (Garbacz,  1964)  and  Electromagnetic 
scattering  by  radially  inhomogeneous  spheres  (Wait,  1963). 

In  this  section  we  show  a  derivation  for  the  field  scattered  by  an  acoustically  soft  sphere.  This 
serves  as  an  example  of  the  classical  separation  of  variables  technique  for  solving  the  reduced  wave  equation 
(8:15)  and  comparison  of  this  mathematical  method  with  previous  ones  gives  us  a  feeling  for  the  various 
methods.  The  scattering  by  a  sphere  applies  to  aerosols  and  particulate  matter  in  the  atmosphere.  This 
subject  is  also  treated  in  Chapters  10  and  13. 

8.6.1     An  Acoustically  Soft  Sphere 

The  boundary  cofidition  satisfied  by  the  potential  is 

U  =  o   at    r  =  a,  (Dirichlet  boundary  condition) 

where  we  are  using  a  spherical  coordinate  system  (T,6,ip)  where  origin  is  at  the  center  of  the  sphere.  Let  the 
incident  wave  be  a  plane  wave  traveling  in  the  positive  direction  as  shown  in  (F8.7) 

Incident   Plane  Wove 

Figure  8.7      Scattering  of  a  plane  wave  by  a  sphere. 
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which  can  be  written  alternatively  as  (Harrington,  1961) 

U*   =    2   (n  +  'A)  e^"^^2  j  (k,)  p j-^os  6)     ,  (8:84) 
n=o  " 

where  jj^  is  a  spherical  Bessel  function  of  order  n,  and  P    is  a  Legendre  polynomial  of  order  n, 

JnW  =  ̂ /^    V/iW     • 
The  scattered  field  is  also  of  the  form 

U'   =   ̂    a-.h„Mkr)P JCOS0)    ,  (8:85) n=o 

where  hjj^(kr)  is  a  spherical  Hankel  function  of  the  second  kind  representing  an  outgoing  disturbance  from 
the  coordinate  origin.  The  total  field  from  (8:83)  and  (8:85)  is 

U   =    2    {(n  +  '^)  e'"^/2  •  (^^^  +  a  h^(kr)  }P    (cos  d)  (8:86) n=o  "  ''  ' 

Application  of  the  boundary  condition  yields 

a„  = -(n -^  ̂ ^)  ei-/2  Ja^l;^)  (8:87) "  hjj'(ka) 

so  that  (8:86)  and  (8:87)  represent  a  solution  to  the  problem  with  no  restrictions!  For  a  general  treatment 
of  the  electromagnetic  scattering  by  spheres  together  with  the  Mie  coefficients  corresponding  to  (8:87)  the 
reader  is  referred  to  Chapter  10,  equation  (10:89). 

When  the  sphere  becomes  electrically  large;  i.e.,  ka  >  5  where  a  is  the  radius  of  the  sphere,  we  can 

use  the  Kirchhoff-Fresnel  diffraction  formula  to  compute  the  scattered  field.  From  (8:28)  for  an 
acoustically  soft  sphere 

1  „-ikR   aiii 

U'  =    J-   i"     I  -1^  da'  (8:88) 47r    y^    R  on 

where 

au 

e„  •  VU"   =   e^  •  VU'  (8:89) 
on  ''  ' 

where  e^^  =  e^  is  the  outward  normal  to  the  surface  of  the  sphere.  From  (8:83)  we  find 

e,  •  VU'   =    -ik  cos  e  e-'^'  '^"^^  (8:90) 

—  r 

where  the  geometry  of  the  problem  is  shown  in  (F8.8).  We  have  selected  the  stationary  phase  point  (point 

where  the  angle  of  incidence  equals  the  angle  of  reflection)  so  that  the  z'-axis  is  along  the  outward 
norma!  and  the  x'-axis  is  in  the  plane  of  incidence.  Substituting  (8:90)  into  (8:88)  and  taking  the  slowly 
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Figure  8.8      Geometry  for  high  frequency  scattering  by  an  acoustically  soft  sphere. 

^%  ̂   -ik  cose     ̂     g-ik(R+z)  ̂ ^ ^'"^        Ht  region (8:91) 

The  equation  of  the  surface  near  the  stationary  phase  point  is 

z'=i  [z^^(xT  +  2z,yy' +  z,>')n      , 
^Xy- 

yyv 

(8:92) 

where  z„„  =  3^z/9x^,  etc.,  and  where  we  have  assumed  that  variations  in  the  phase,  when  the  integration 
point  is  near  the  stationary  phase  point,  are  described  by  quadratic  terms  alone  (Jones,  1964).  This  will  be 
adequate  provided  the  observation  point  does  not  lie  near  a  caustic  (e.g.,  the  shadow  boundary)  where 

cubic  terms  are  required  in  (8:92).  The  coordinates  of  the  incident  plane  wave  in  the  x'y'z'  system  are 

z  +  (a^  -  yo)"^    =   x'  sin  0  -  z'  cos 

y  -  yo    =    X  cos  0  +  z   sin (8:93) 

where  we  have  a  translation  of  origins  and  a  rotation.  The  distance  R  from  the  integration  point  to  the 

observation  point  (xo',yo',Zo')  is 

R^
 

(xo'  -  x')^  +  (yo'  -  y')^  +  (zo'  -  zf      , (8:94) 

where 

Xo'    =    s  sin  6,     yo'    =    0,     Zq'    =    s  cos  0  (8:95) 

Substituting  (8:95)  and  (8:92)  into  (8:94)  and  keeping  terms  in  x',  y',  (x')^  and  (y')^  in  the  binomial 
expression,  we  find 

2  s 

(8:96) 

R  s  s  -  x'  sin  9  -  z^^x'y'  cos  6  +  ̂Q-    (  -  -  ?HL_^  _  z      cos  d) 
-xy' 

XX 

*Y<r- V'-»^' 
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From  (8:93)  and  (8:96) 

Fora  sphere 

and  (8:97)  becomes 

R  +  z   =   -\/a^  "  Vn   "*"    ̂   ~  2z     'c'y'  cos 

+  ~-    [-cos'  d  -  2z^^  COS0] 

2  s  '^^ 

'^^l  -  2ZyyC0S.] 

^xx    =    V    ̂    '^'^ 

\y   =    0 

R  +  z   =   Va^  -  y^     +  s   -^^^  [  -  cos'  6  +  -   cos  d] 

2  s        a 

(8:97) 

(8:98) 

(8:99) 

Substituting  (8:99)  into  (8:91)  and  extending  the  limits  of  integration  on  x'  and  y'  to  infinity  in  the 
positive  and  negative  directions  gives 

s   ̂    _  -ik(s-Va^-yo) 
U 

{—,   ^^   ]"'  (8:100) 

(^+  1  )cos0  +  — (1  +  cos'  d) a  a 

where  the  factor  under  the  radical  is  referred  to  as  a  divergence  factor  and  shows  how  the  incoming  rays 
are  reflected  into  a  diverging  bundle  of  rays. 

Near  the  light-shadow  boundary  (penumbra)  in  (F8.8)  special  attention  is  required  to  evaluate  the 
field.  A  discussion  of  the  problem  is  given  in  Jones  (1964)  and  an  example  is  treated  by  Ott  (1970). 

The  scattering  cross  section  (echo  area)  of  a  perfectly  conducting  sphere  is  defined  as 

a   =    47rR'  lU^I'  (8:101) 

where  U^  is  given  for  example  for  an  acoustically  soft  sphere  in  (8:85).  In  the  limit 

o  ->■  7Ta'       (geometrical  cross  section) 
ka-><»  (8:102) 

and  for  small  ka 

a ->  2Ai  (ka)*(Rayleigh  scattering)  (8:103) 47r 

ka^O 

which  is  a  good  approximation  when  a/X  <0. 1.  The  region  between  the  Rayieigh  law  and  the  geometrical 
cross  section  is  called  the  resonance  region  and  is  shown  plotted  in  (F8.9). 
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8.6.2    Electromagnetic  Spheres 

The  case  is  now  considered  where  ka  «  1  and  k^a  «  1  (where  k    is  the  wave  number  within  the 
sphere)  and  the  source  and  field  points  are  both  far  from  the  sphere.  In  the  case  of  a  small  dielectric 
sphere,  it  can  be  shown  that  (Harrington,  1961)  the  echo  area  is  given  by 

a  =  47ra^(ka)^    I 

S  12 

V2 

(8:104) 

where    e^  is  the  relative  dielectric  constant  of  the  sphere  and  ;u     =  ;u  .  Making  the  substitution  a  -  d/2, 
Wilson  in  chapter  13,  equation  13:16  expresses  this  result  as 

ttM" |V 
^s+2 

The  result  in  (8: 104)  applies  to  the  case  of  absorbing  spheres  with  e   replaced  with 

e^  -  ia/cjeo 

(8:105) 

(8:106) 

where  o  is  the  conductivity. 

An  interesting  physical  application  of  Rayleigh  scattering  is  the  explanation  for  why  the  sky  is  blue. 

"The  light  that  reaches  us  from  the  sky  has  been  scattered  by  the  air  molecules  in  the  atmosphere  and 
possibly  by  water  droplets.  The  radius  of  these  is  less  than  0.00002  mm  which  is  small  compared  with  the 
wavelength  (about  0.0006  mm)  of  visible  light.  The  law  of  Rayleigh  scattering  is,  therefore,  applicable  and 

the  shorter  wavelengths  (blue)  are  scattered  more  than  the  longer  wavelengths  (red)"  (Jones,  1964). 
Finally,  we  wish  to  discuss  the  scattering  by  a  small  perfectly  conducting  sphere  as  a  fiinction  of  9 

and  if.  In  (F8.10)  we  show  the  power  scattering  of  a  small  sphere 

yz     plane 

Figure  8.10      Power  scattering  pattern  of  a  small  perfectly  conducting  sphere. 

in  the  xz  plane  (v?  =  0°)  and  the  yz  plane  (v?  =  7r/2). 
It  is  evident  from  (F8.10)  that  the  backscattering  {6  =  tt)  is  a  maximum  and  is  considerably  greater 

than  the  forward  scattering  (6  =  0°).  When  the  sphere  is  constructed  of  dielectric  material  the  scattered 
energy  is  almost  uniformly  distributed  with  6. 
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List of  Symbols 

E The  electric  intensity 
Is 

Unit  vector  along  direction  of  propaga- 

H The  magnetic  intensity 
tion 

D The  electric  flux  density 
U Scalar  potential 

B The  magnetic  flux  density 

Jn 

Spherical  Bessel  function 

J The  electric  current  density 
n Index  of  refraction  (n  =  V^j-Mr  ) 

F Force P The  electric  charge  density 

u Velocity e 
Permittivity 

m Mass 

jU 

Permeability 

5.n Unit  normal  to  surface V Scalar  potential 

A Vector  potential 
w Angular  frequency 

^ Scalar  potential 
k Wave  number 

8 Dirac  delta  function 
R Position  vector — 

a Scattering  cross-section G Green's  function 

S Surface  of  integration 
X Wave  length 

Pn 

Legendre  polynomial 



Chapter  9  THE  SPECTRA  OF  MOLECULES  OF  THE  EARTH'S  TROPOSPHERE 

Vernon  E.  Derrf 

Wave  Propagation  Laboratory 
Environmental  Research  Laboratories 

National  Oceanic  and  Atmospheric  Administration 

The  spectra  of  molecules  of  the  earth 's  troposphere  are  discussed  in  a  combination  of  classical  and 
quantum  approaches  with  the  objective  of  gaining  insight  into  spectral  characteristics  as  functions 
of  temperature  and  pressure.  Methods  of  calculating  the  attenuation  due  to  the  atmosphere  as  a 
function  of  wavelength,  temperature,  pressure  and  altitude  are  given.  The  spectra  of  the  more 
abundant  natural  constituents  of  the  atmosphere  are  briefly  described. 

9.0  Introduction 

An  electromagnetic  wave  launched  into  a  transmitting  medium  may  change  in  intensity,  phase, 
direction,  or  polarization  in  its  passage.  These  changes  are  caused  by  and  are  characteristic  of  the  medium 
through  which  the  wave  travels;  media  such  as  liquid,  gases,  solids,  and  aerosols  produce  a  variety  of  effects. 

The  discussion  in  this  chapter  concentrates  on  the  changes  caused  in  electromagnetic  transmission  by  gases, 

principally  those  of  the  earth's  atmosphere.  The  statistical  character  of  atmospheric  transmission  due  to  the 
turbulent  motion  of  the  atmosphere  is  treated  in  Chapter  11,  and  aerosols  are  treated  in  Chapters  10  and  23. 
Consequently,  this  chapter  is  limited  to  the  interactions  of  gaseous  molecules  with  electromagnetic  radiation, 

generally  in  pressure  and  temperature  ranges  found  in  the  earth's  atmosphere.  Because  of  the  brevity  required 
in  these  notes,  they  are  restricted  to  only  the  most  elementary  treatment  of  spectra.  The  objective  of  the  notes 
will  be  achieved  if  the  reader  begins  to  obtain  an  understanding  of  the  relationship  between  molecular 
structure  and  microwave  and  infrared  spectra,  and  if  he  perceives  the  method  of  calculating  attenuation  due  to 
atmospheric  constituents  in  practical  cases. 

When  radiation  interacts  with  molecular  systems,  it  can  pass  through  unchanged  (transmission),  or  it 
can  be  deviated  from  its  path  without  change  of  frequency  (Rayleigh  scattering),  or  it  can  be  deviated  and 

changed  in  frequency  (Raman  or  fluorescent  scattering).  Also,  the  energy  may  disappear  from  the  wave  and 
reappear  as  collisional  energy  or  heat  (collisional  relaxation),  or  remain  stored  in  the  internal  energy  of  the 
molecular  system  (metastable  states).  All  of  these  interactions diminishtt the  amount  of  energy  passing  from  a 
source  to  the  detector  when  a  material  system  is  placed  in  the  path.  Attenuation  of  electromagnetic  radiation 
in  the  atmosphere  arises  from  these  molecular  effects  and  from  scattering  of  energy  by  particles  (Mie 
scattering).  The  basic  spectroscopic  processes  of  emission  and  absorption  of  radiation  are  treated  in  this 
chapter.  Scattering  processes,  Raman,  and  Mie,  are  treated  in  Chapters  8  and  10.  Mie  scattering  differs  from 
the  other  processes  because  it  involves  clusters  of  matter  rather  than  single  molecules.  It  is  an  important 
process  in  the  atmosphere  and  the  mathematical  treatment  has  enough  in  common  with  other  scattering 
processes  to  encourage  its  treatment  in  the  same  chapter  with  molecular  scattering  processes.  Other  processes 
involving  particles  emitted  or  absorbed  (e.g.  the  Compton  effect)  are  not  treated. 

It  is  not  possible,  within  the  limited  space  available  in  this  chapter  to  present  a  detailed  account  of 

molecular  spectroscopy.  However,  a  summary  is  given  of  the  basic  theory,  using  classical  and  quantum 
concepts  freely  intermixed  in  order  to  present  an  intuitive  understanding,  without  insisting  on  rigor.  Tlie  goal 
of  the  chapter  is  to  present  the  spectral  characteristics  of  the  principal  gaseous  atmospheric  constituents  under 
conditions  in  which  they  are  found  in  the  troposphere. 

9.1  The  Emission  and  Absorption  of  Radiation  by  Molecules 

Experiment  has  shown  that  a  molecule  or  atom  cannot  be  composed  of  electrons  behaving  in 

accordance  with  the  Newton  equations;  therefore  it  is  necessary  here  to  describe  such  systems  quantum 

mechanically,  in  order  to  limit  the  systems  under  consideration,  only  molecules  of  the  earth's  atmosphere  and 
their  spectra,  in  a  range  of  frequencies  from  radio  to  ultraviolet  are  discussed.  Althougli  all  intuitive  pictures  of 

j-  Adjunct  Professor,  Dept.  of  Electrical  Engineering,  University  of  Colorado 

tt  We  do  not  here  consider  the  case  where  multiple  scattering  may  increase  the  energy  impinging  on  a  detector. 
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molecules  are  flawed,  it  is  useful  to  consider  that  molecules  bound  together  by  complex  forces  arising  from  the 
electrical  interactions  of  electrons  and  nuclei  are  like  a  set  of  balls  (nuclei)  held  together  by  springs.  This 
model  is  used  throughout  this  chapter.  Thus,  in  a  state  where  there  is  no  energy  in  the  systemt,  the 
configuration  of  the  molecule  will  remain  unchanged  and  it  will  continue  to  have  the  same  orientation  in 

space.  A  microscopic  model  of  this  kind  would  appear  to  be  stimulated  to  either  vibration  or  rotation  by  any 
amount  of  energy,  no  matter  how  small.  However,  a  system  of  molecular  size  has  only  a  discrete  set  of  energy 
states  in  which  it  can  exist,  called  quantum  states.  Electrons  bound  to  the  nuclei  also  may  move.  Thus,  just  as 
in  vibration  and  rotation,  molecules  may  exist  also  in  many  different  electronic  energy  states.  Quantum 

systems  interact  with  electromagnetic  radiation  by  absorbing  or  emitting  energy  whose  frequency  is 
determined  by  the  Bohr  rule  that  the  energy  change  AE  between  energy  states  is  equal  to  a  constant  times  the 
frequency  of  the  emitted  or  absorbed  photon,  i.e. 

AE=hj^  (9:1) 

where  h  is  Planck's  constant.  The  molecule  will  absorb  with  high  probability  only  if  the  frequency  v  of  the 
irradiation  is  close  to  a  possible  change  in  energy  of  the  molecule  as  determined  by  AE  =  hv.  That  is  to  say  a 
molecule  in  a  given  energy  level  can  absorb  radiation  only  if  the  irradiation  frequency  can  closely  match  the 
energy  difference  between  the  occupied  level  and  another  level. 

Molecules  may  have  energy  in  rotational,  vibrational  and  electronic  modes  of  excitation;  in  addition 
the  electrons  and  nuclei  possess  spin  energy  (i.e.  they  rotate  about  an  axis  through  their  center  of  gravity). 
Generally,  large  differences  in  energy  are  found  between  these  various  modes  of  motion.  Interactions  may 
occur  between  the  modes  with  energy  shared  or  transferred.  The  spin  energy  of  electrons  and  nuclei  often 

make  small  changes  in  the  energy  of  other  modes,  producing  "fine"  structure  and  "hyperfine"  structure  in  the 
spectrum  (9.4.5).  Combinations  of  rotational,  vibrational  and  electronic  modes  occur.  However,  it  is 
frequently  possible  to  consider  them  separately  and  study  only  those  energy  states  which  involve  vibration  and 
rotation  of  the  molecules,  rather  than  excited  electronic  states.  Usually  the  lowest  energy  states  of  the  three 

modes  of  excitation,  rotational,  vibrational  and  electronic  differ  greatly  and  usually  the  rotational  mode  is  of 
lowest  energy  and  the  electronic  mode  of  highest  energy.  Approximately,  the  absorption  due  to  rotation  is  in 

the  wavelength  range  from  10"'  m  to  3  X  10""*  m,  the  differences  between  vibrational  levels  range  from 
5  XIO"'  m  to  5  X  10"^  m,  while  electronic  transitions  usually  occur  at  shorter  wavelengths.  In  general,  with 
many  exceptions  and  overlaps,  the  pure  rotational  states  of  molecules  have  spectra  in  the  microwave, 

milhmeter  and  submillimeter  ranges;  the  vibrational-rotational  states  have  spectra  in  the  infrared  and  visible 
ranges,  while  electronic  spectra  occur  in  the  visible  and  ultraviolet  range.  At  higher  frequencies,  and  thus 
higher  energies  (generally  in  the  ultraviolet),  ionized  and  dissociated  states  occur.  Only  the  vibrational  and 
rotational  states  will  be  considered  in  this  chapter,  since  their  application  to  remote  sensing  is  more  immediate. 

In  summary,  in  this  discussion,  we  consider  the  molecules  to  be  capable  of  rotation  and  vibration,  but 

with  the  added  quantum-mechanical  requirement  that  the  possible  energy  states  for  the  rotational  and 
vibrational  energy  are  discrete.  Since  spectra  due  to  electronic  motion  are  not  of  importance  at  this  time  in 
remote  measurement  of  the  lower  atmosphere,  they  are  not  discussed. 

9.1.1     Molecular  Energy  Levels 

The  principal  features  of  infrared  and  microwave  spectra  can  be  explained  by  assuming  that  the 
molecules  behave  as  if  they  were  rigid  rotators  and  harmonic  oscillators.  More  subtle  spectral  features  depend 
on  recognizing  interactions  between  rotation  and  vibration  and  also  electronic  and  nuclear  interactions. 

However,  the  classical  rigid  rotator  and  the  quantum  rotator  differ  in  an  important  characteristic.  The  solution 

of  the  Schrodinger  equationtt  for  a  rigid  rotator  shows  that  it  can  have  only  the  energy  levels  E  =  h^J(J  + 
1  )/87rl,  J  =  0,  1 ,  2,  .  .  .  ;  i  is  the  moment  of  the  inertia  of  the  rotator.  By  comparison  with  tlie  classical  angular 
momentum,  we  see  that  the  rotator  has  an  angular  momentum  of  VJ(J  +  l)h/27r.  In  systems  which  must  be 
described  by  quantum  theory,  the  angular  momentum  is  allowed  to  assume  only  certain  specific  orientations 
with  respect  to  an  axis.  The  projection  of  the  angular  momentum  vector  J,  in  units  of  h/27:  is  M  =  -J,  -J  +  1, 

t   Such  an  oscillator  has  a  "zero-point"  energy,  i.e.  its  lowest  energy  state  still  has  one-half  quantum  of  energy  (Herzberg, 
1950). 

ttXhe  Schrodinger  equation  governs  quantum  mechanical  systems  just  as  Newton's  equation  governs  classical  systems. 
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. .  .  ,  J  —  1,  J.  The  quantities  J  and  M  are  integers  and  are  called  quantum  numbers.  The  axis  is  any  arbitrary 
axis;  however  in  actual  measurements  it  is  defined  by  a  physical  entity  such  as  an  electric  or  magnetic  field  or 
the  direction  of  a  light  beam.  Similarly  the  vibrational  and  electronic  motions  of  a  molecule  are  quantized, 
that  is,  the  energy  of  these  modes  may  not  take  all  values,  but  only  a  discrete  (perhaps  infinite)  set  of  energy 
values.  Similarly,  as  previously  mentioned,  the  vibrational  motion  can  have  only  a  discrete  set  of  energy  values 
and  the  energy  associated  with  the  electronic  motion  is  also  discrete. 

Since  in  quantum  theory  the  emission  or  absorption  of  a  light  quantum  occurs  as  a  result  of  a 
transition  of  a  system  between  its  allowed  quantum  states,  the  frequency  of  the  absorbed  or  emitted  quantum 

is  t"  =  Ej,/h  —  Ej„/h,  where  Ej^  and  Ej^  are  the  energies  of  the  rotational  states,  n  referring  to  the  upper  state. 

9.1 .2     Emission  and  Absorption  Probabilities 

In  elementary  quantum  mechanics  there  are  two  principle  ways  of  dealing  with  the  problem  of 

absorption  and  emission  of  radiation.  The  first  is  the  use  of  the  radiation  theory  developed  phenom- 
enologically  by  Einstein  and  the  second  is  the  use  of  the  solution  of  the  time  dependent  Schrodinger  equation 
to  determine  transition  probabilities  of  quantum  mechanical  systems.  In  this  chapter  the  mathematically 

simpler  phenomenological  theory  is  used.  Chapter  10  develops  the  more  sophisticated  method  necessary  to 
discuss  scattering  problems. 

The  Einstein  method  assumes  that  a  system  may  exist  in  a  discrete  energy  state  and  that  the  emission 

or  absorption  of  radiation  from  the  system  is  accompanied  by  a  decrease  or  an  increase  of  the  energy  of  the 
system.  We  here  assume  that  the  system  is  a  molecule.  It  is  further  assumed  that  a  radiation  field  at  the 
molecule  may  cause  the  system  to  absorb  energy  or  to  emit  energy.  Confining  our  attention  to  two  states  we 

assume  that  the  molecule  is  irradiated  at  frequency  I'^jj  =  (Ej^  —  Ej^)/h.  If  the  molecule  is  in  the  lower  state,  it 
may  go  to  the  upper  state  by  absorbing  radiant  energy.  If  it  is  in  the  upper  state  it  may  be  caused  to  emit 
radiant  energy  by  the  presence  of  electromagnetic  radiation.  If  no  radiation  is  applied  to  the  molecule  it  will 
remain  in  the  lower  state,  if  it  is  there,  and  if  that  is  the  lowest  possible  energy  state.  If  it  is  in  any  upper  state 
it  may  undergo  a  transition  to  a  lower  state,  emitting  radiation,  even  if  no  radiation  is  applied.  This  process  is 

called  spontaneous  emission.  ("Spontaneous  absorption"  would  be  forbidden  because  of  lack  of  a  source  of 
energy.)  The  processes  depending  on  a  radiation  field  are  called  induced  or  stimulated  emission,  and 
absorption.  A  group  of  isolated  excited  molecules  (that  is  with  internal  energy  above  the  ground  state)  would 
be  observed,  according  to  this  theory,  to  emit  radiation  with  a  certain  probabihty,  i.e.  a  certain  intensity  of 
radiation  would  be  measured.  This  is  spontaneous  emission,  if  the  density  of  molecules  and  radiation  is 
sufficiently  low  to  prevent  the  emitted  energy  from  causing  stimulated  emission.  If  this  group  (or  a  similar 
group)  is  prepared  in  exactly  the  same  way  as  before,  and  illuminated  by  radiation  of  a  suitable  frequency, 
then  the  radiation  is  observed  to  increase  (not  counting  the  applied  radiation).  The  increase  in  radiation  is  due 
to  induced  radiation.  The  spontaneous  radiation  from  isolated  molecules  is  incoherent,  that  is  the 

electromagnetic  radiation  from  each  has  unrelated,  randomly  distributed  phases.  Induced  emission  has  a 
definite  phase  and  direction  relationship  to  the  irradiation;  this  effect  is  used  in  lasers  where  a  strong 
electromagnetic  field  is  amplified  by  causing  a  preponderance  of  coherent  induced  emission  over  the 
incoherent  spontaneous  emission.  Since  the  total  energy  of  the  radiation  emitted  in  a  transition  between  two 

states  is  finite,  the  radiation  must  have  the  characteristics  of  a  "packet"  of  radiation,  usually  called  a  quantum 
of  radiation  or  a  photon. 

Clearly,  induced  emission  and  absorption  should  be  in  some  way  dependent  on  the  strength  of  the 
radiation  field.  We  assume  that  it  is  linearly  dependent  on  the  energy  density  of  the  radiation,  that  is,  the 

probabihty  of  a  molecule  absorbing  a  quantum  of  energy  hi^^^i  ̂ "d  undergoing  a  transition  in  unit  time  from 
m  to  n  is 

Pmn  =  P('^mn)Bmn  (9:2) 

where  p(t'mn)  '^  ̂ ^^  radiation  density  at  frequency  Uj^^  and  B^p,  is  called  the  Einstein  coefficient  of 

absorption.  Bj^j^  is  the  Einstein  coefficient  of  induced  emission  and  in  the  case  of  spontaneous  emission  is 

replaced  by  A^n'  ̂ ^^  Einstein  coefficient  of  spontaneous  emission.  The  radiation  density  p(i'nin)  '^  ̂ ^  ̂ ™^ 

average  of  the  energy  density,  i.e.  p(f^p)  =  (l/2)eQEQ^  (joules  m"-*)  where  Eq^  is  the  time  average  of  the 
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square  of  the  electric  field.  This  expression  is  valid  for  a  plane  wave.  (For  isotropic  radiation  see  Panofsky  and 
Phillips  (1956)).  The  values  of  the  coefficients  are  fundamental  in  any  radiative  transition  and  are  independent 
of  whether  there  is  thermal  equilibrium.  They  can  be  calculated  by  quantum  mechanical  methods,  but  it  can 

be  shown  by  purely  statistical  considerations  (Pauling  and  Wilson,  1935,  p.  301)  that  they  are  related  by 

Bmn  =  Bnm  (9:3) 

and 

Amn  =  ̂ ^B^n.  (9:4) 

c"^
 

From  (9:3)  we  see  that  the  probabilities  of  absorption  and  induced  emission  are  equal.  Equation  (9:4)  shows 
that  spontaneous  emission  increases  rapidly  with  frequency. 

We  would  like  to  be  able  to  calculate  the  values  of  the  Einstein  coefficients,  in  terms  of  molecular 
characteristics,  for  then  we  could  predict  the  emission  and  absorption  due  to  the  molecule.  This  calculafion  is 

too  long  to  present  in  this  chapter,  but  the  results  may  be  given.  (For  details  see  Heitler,  1960  and  Pauling 
and  Wilson,  1935.)  It  can  be  shown  that  (Eisberg,  1961)  the  probability  of  a  spontaneous  emission  per  unit 
time  under  plane  polarized  irradiation  is 647:":^^  I        1 2 

■^mn  ~  ~     '.    T~  /^mn     >  (9:5) 
3eQhc       I        I 

where  n^^  is  the  dipole  moment  matrix  element  of  the  molecule  for  the  transition  between  the  states  m  and 

n,  and  eQ  is  the  capacitivityt  (dielectric  constant).  The  absolute  value  squared  of  the  dipole  moment  matrix 

element  is  defined  as  the  sum  of  the  absolute  squares  of  the  x,  y,  z,  components  of  the  dipole  matrix  element, 

rmnP  ~  I'^x      \    "*"  ky      P  "^  l^^z      P  •   The  components  are   defined  in  quantum  mechanics  as  a  mixed 
average  over  initial  and  final  states  of  the  corresponding  component  of  the  electric  dipole  moment  of  the 

molecule,  e.g.,  2*exj,  where  e  is  the  electronic  charge  and  x;  the  x-th  component  of  the  j-th  electron.  Further J 

discussion  may  be  found  in  Eisberg  (1961).  For  the  purposes  of  this  chapter,  we  may  consider  that  the  dipole 
moment  maxtrix  element  is  merely  a  way  of  describing  the  characteristics  of  the  molecule.  Alternative 

descriptions  use  the  related  quantities,  line  strength,  and  oscillator  strength  (Green  and  Wyatt,  1965).  Thus  the 
determination  of  the  emission  and  absorption  coefficients  for  molecules  can  be  reduced  to  determining  the 
dipole  moment  matrix  element,  since  from  (9:4)  we  find 

9.1.3     Selection  Rules 

Although  a  molecule  may  exist  in  many  states,  it  cannot,  in  general,  undergo  a  transition  from  a  given 
occupied  state  to  any  other  state.  The  rules  governing  the  states  to  which  it  can  go  by  absorption  or  emission 
of  a  photon  are  called  selection  rules.  A  full  treatment  of  these  rules  can  be  found  in  Herzberg  (1945  and 
1950).  The  most  important  will  be  summarized  here  under  the  frequently  made  assumption  that  the 
interaction  of  the  radiation  with  the  molecule  is  approximated  by  an  electric  dipole  interaction.  In  a  molecule, 

if  Cj  are  the  charges  of  the  N  particles  with  coordinates  Xj,  yj,  Zj,  the  components  of  the  electric  dipole 

moment  /j  are  /i^  =  2ejXj,  etc.  The  interaction  energy  of  an  electric  dipole  with  electromagnetic  energy  is 

ji^'  E,  where  E  is  the  electric  vector.  By  (9:2)  and  (9:5a)  the  transition  probability  from  state  m  to  state  n 
under  the  infiuence  of  the  radition  is  found  to  be  proportional  to  the  |a(y      P  where /^v       =  i>/'n*MY'/'mdT, 

I  ̂ mn|  ^mn      I    "     ̂    •" 
and    t/zj   is   the   wave   function   of  the  i-th  unperturbed  state.  Selection  rules  (for  dipole  uansitions)  are 

determined  by  finding  those  values  of  n  and  m  for  which  the  matrix  elements  Hj^j^  are  different  from  zero. 

t   Previously  called  permittivity. 



Spectra  of  Diatomic  Molecules  9-5 

For  diatomic  molecules  if  J  is  the  quantum  number  of  the  total  angular  momentum  J  (integer  or  half 
integer)  and  M  the  quantum  number  of  its  projection  on  an  axis,  the  selection  rules  require  that  the  changes  in 

J  and  M  in  the  transition  between  two  levels  are  AJ  =  ±1  and  AM  =  ±1,0.  The  rule  on  M  plays  a  role  only  in  a 
magnetic  or  electric  field.  The  vibrational  motion  also  is  characterized  by  a  quantum  number  v.  There  is  no 

strict  selection  rule  on  v,  but  those  transitions  for  which  Av  =  ±1  generally  have  greater  intensity  (see  9.2.2). 
The  selection  rules  discussed  above  assume  that  the  interaction  energy  between  the  electromagnetic 

field  and  the  molecule  depends  on  the  dipole  moment.  Some  molecules  may  not  possess  a  dipole  moment,  due 
to  their  configuration  of  charges,  but  may  have  higher  order  electric  moments  (e.g.  electric  quadrupole 

moment),  or  magnetic  moments,  which  interact  with  radiation.  The  selection  rules  for  such  transitions  are 
different  from  those  for  dipole  interactions.  Often  such  higher  order  transitions  are  weaker  than  those 
involving  dipole  moments.  See  Herzberg  (1945,  1950). 

Further  study  of  selection  rules  involves  the  examination  of  the  symmetry  properties  of  the  wave 
functions  under  reflections  at  the  origin  or  under  exchange  of  identical  nuclei.  For  details  of  these  rules  and 
application  to  more  complicated  molecules,  see  Herzberg  (1950). 

9.2        Spectra  of  Diatomic  Molecules 

By  the  use  of  the  Schrodinger  equation,  the  spectra  of  molecules  may  be  classified,  the  interactions  of 
various  modes  of  motion  may  be  understood,  and  to  some  extent  the  spectra  may  be  calculated  (Pauling  and 
Wilson,  1935;  Nielsen,  1959).  By  the  introduction  of  some  experimentally  determinable  data  such  as  dipole 

moments,  intensities  and  spectral  line  frequencies,  an  essentially  complete  account  may  be  given  of  the  spectra 
of  atmospheric  constituents.  The  task  of  determining  the  spectra  is  simplified  by  a  most  useful  approximation 
due  to  Born  and  Oppenheimer;  their  argument  shows  that  since  the  nuclei  are  much  more  massive  than  the 
electrons,  the  electrons  move  through  many  cycles  of  the  motion  before  the  nuclei  move  appreciably.  Hence 
the  electronic  motion  can  be  calculated  approximately  under  the  assumption  of  fixed  nuclear  positions.  Thus 
the  Schrodinger  equation  may  be  separated  into  two  equations,  one  describing  the  electronic  motions,  the 
other  the  motion  of  the  nuclei.  In  turn  the  wave  equation  for  the  nuclei  may  be  separated  approximately  into 
equations  for  the  rotation  and  vibration  of  the  molecule.  As  a  result  of  this,  the  energy  of  a  molecule  may,  as  a 
first  approximation,  be  expressed  as  a  sum  of  energies  due  to  the  electronic,  vibrational,  rotational,  and 
interaction  energies: 

E  =  Eg  +  Ey  +  Er  +  Ej  ,  (9:6) 

in  which  the  interaction  energy  is  often  small  compared  to  the  other  terms.  Because  of  these  approximations 
we  may  treat  rotational,  vibrational  and  electronic  spectra  separately  to  some  extent.  However,  internal 
motions  of  the  molecule  may  occur  in  which  combinations  of  these  three  types  of  motion  occur 

simultaneously,  such  as  rotation-vibration  spectra  or  electronic  spectra  in  which  electronic  motions  are 
involved  with  vibrational  and  rotational  motions.  For  further  discussion  of  these  conditions  under  which  the 

interaction  term  may  be  ignored  and  those  under  which  it  is  significant,  see  Nielsen  (1959).  The  translational 
motion  of  the  molecule  enters  into  the  spectra  through  the  Doppler  effect  (see  9.4.3). 

9.2.1     Rotational  Spectra  of  Diatomic  Molecules 

As  mentioned  above,  the  rotation  of  the  molecule  as  a  whole  has  a  total  angular  momentum  vJ(J+l) 

h/27r  where  J  can  only  have  the  integer  values  J  =  0,1,2,  ...  The  projection  of  this  angular  momentum  onto 
any  axis  (without  loss  of  generality,  choose  the  z-axis)  is  M  •  h/27r  where  M  can  take  the  integer  values  from 
-J  to  J,  that  is  -J,  -J  +  1,  ...  0,1,  ...  J  -  1,  J.  This  is  the  property  of  quantization  of  molecular  systems 
mentioned  above.  Both  the  angular  momentum  and  its  component  are  quantized.  The  axis  (z-axis)  on  which 
the  component  of  angular  momentum  is  measured  is  usually  defined  by  an  electric  or  magnetic  field,  or  other 
physical  quantity  defining  an  axis. 

From  the  angular  momentum  we  may,  just  as  in  ordinary  mechanics,  calculate  the  quantized  energy  of 
rotation.  It  is 

Er=-7Z7J^J^»=77;J(J+1).  (9:7) 
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where  fn  is  the  reduced  mass  of  a  pair  of  nuclei,  iri  =  mim2/(mi  +m2),  and  r  is  the  internuclear  distance. 

Clearly  it  is  advantageous  to  let  B  =  h^/87r^I,  so  that  we  may  write 

E,  =  BJ(J  +  1)  (9:8) 

To  a  first  approximation  a  rotating  diatomic  molecule  may  be  thought  of  as  a  pair  of  balls  connected 
by  a  spring.  Clearly,  as  the  balls  rotate,  the  spring  stretches,  increasing  the  internuclear  distance.  It  can  be 
shown  that  the  energy  must  be  modified  to  include  this  effect  and  can  be  given  approximately  by: 

E,  =  BJ(J  +  1)-  Dr(J  +  1)'  (9:9) 

where  D  is  a  small  (compared  to  B)  constant.  (It  is  approximately  equal  to  D  =  4B^/cj^.  The  quantity  co  is 
defined  in  9.2.2.  A  typical  spectrum  of  diatomic  molecules  is  shown  in  (F9.1). 
9.2.1.1     Digression  on  Units 

A  variety  of  units  have  been  used  traditionally  by  spectroscopists.  They  arise  from  the  characteristics 
of  instruments,  from  convenience,  and  from  choices  once  convenient  and  retained  through  custom.  Dispersive 

spectrographs,  using  gratings  and  prisms,  most  conveniently  read  the  wavelength  of  spectral  lines.  Although 
Angstroms  (A)  are  still  used  as  units  of  wavelength,  we  will  use  meters,  or  powers  (possibly  negative)  of  tens  of 

meters.  Thus  5000  A  =  5000  X  10"*  cm  =  500  nm.  The  now  preferred  micrometer  (/nm)  is  the  same  as  the 
frequently  used  micron  (/z).  However^  it  "should  be  noted  that  the  photon  emitted  or  absorbed  by  a  molecule 
has  energy  equal  to  a  difference  of  energy  levels;  its  energy  is  proportional  to  its  frequency.  Thus  it  is 
convenient  to  have  a  unit  derivable  from  wavelength  (read  from  the  spectrometer  dial)  but  proportional  to 

frequency  (or  energy).  Such  a  unit  is  the  wavenumber,  given  as  the  reciprocal  of  the  wavelength,  1/X,  where  X 

is  usually  given  in  centimeters.  Thus  the  frequency  in  much  spectroscopic  literature  is  given  in  cm" ' ,  signified  V. 
Clearly,  since  E  =  hf  then  E  =  hc/X.  When  the  energy  is  measured  in  cm"^ ,  the  values  are  called  tenm-values. 

Further,  microwave  spectroscopists  measure  the  position  of  spectral  lines  in  Hz,  MHz,  or  GHz.  It  is 

convenient  to  remember  that  1  cm"' ,  30,000  MHz  and  1  cm  wavelength  are  equivalent,  as  are  10,000  cm"' , 
10,000  A,  1  M,  1  Mm  and  1000  nm.  When  we  wish  to  specify  units,  we  will  let  Bjrsignify  the  use  of  units  of 

cm"' ,  and  B^  signify  the  use  of  frequency  units.  As  an  example,  for  the  CO  molecule,  B^  =  55,344.9  MHz, 
Dj;  =  0.174MHz. 

9.2.2     Vibrational  Spectra 

The  vibrational  energy  levels  of  diatomic  molecules  can  be  determined  by  the  solution  of  the 

vibrational  part  of  the  separated  Schrodinger  equation  (Pauling  and  Wilson,  1935;  Nielsen,  1959).  An  analysis 

of  a  harmonic  oscillator  model  of  a  molecule  shows  that  the  energy  levels  are  given  by  E  =  ujg(v  +  1/2),  where 

the  vibrational  frequency  cOg  is  measured  in  cm"' .  The  spectral  lines  occur  then  at  t'  =  E(v")  —  E(v')  and  with 
the  selection  rule  Av  =  ±  1 ,  the  frequency  is  i'  =  cOg.  The  possible  values  of  v  =  0, 1 ,2  .  .  .  . 

The  models  serve  as  a  first  approximation  to  the  interpretation  of  infrared  spectra,  but  fail  to  account 
for  the  details  observable  with  high  resolution  spectrometers.  The  principal  modifications  of  the  theory  are  the 

assumptions  that  the  oscillator  is  anharmonic  and  that  it  is  a  non-rigid  rotator.  The  details  of  the  observed 

infrared  "band"  structure  of  molecular  spectra  are  explained  by  the  formulae  arising  from  these  assumptions. 
Under  these  assumptions  the  energy  levels  of  a  diatomic  molecule  are  given  by 

E(J,v)  =  Wg^v  +  |V  cjgXg^v  +yY  +  J(J  +  1)B  -  DJ^(J  +  1)^  -  a(v  +  Aj(J  +  1)  (9:1 

0) 

where  v  =  0,1 ,2  .  .  .  and  J  =  0,1 ,2  ...  .  The  energy  levels  of  a  linear  triatomic  molecule  are  given  by  formulas  of 
the  type  (Herzberg,  1950). 

E(J,v)  =  '^e(^  +7)+  ""e^el^  +jj  +  •'(•'  +  1)^  "  DJ'(J  +  1)'  .  (g-jj) 
Figure  (9.1)  shows  typical  energy  level  structure  and  spectra  of  a  diatomic  molecule.  B  and  D  may  depend  on  v. 

The  energy  levels  of  a  vibrating-rotator  may  be  given  approximately  by  E  =  uJe(v  +t)  +  J(J  +  1)B. 

Consider  a  transition  from  the  state  v'  (less  energy)  to  state  v"  (greater  energy),  i.e.,  an  absorption  spectrum. 
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Figure  9.1     Vibrational-rotational  transitions  and  spectra  of  a  diatomic  molecule. 

Then  the  frequency  of  the  transition  (absorption  or  emission)  is  (in  cm"' )  (By  is  a  function  of  v), 

ir=  we(v"  -  v')  +  BvJ"(J"  +  1)  -BVI'(J'  +  1) 
(9:12) 

The  selection  rule  for  v  is  v"  -  v'  =  ±1 ,2,  .  .  .  ,  and  for  J,  AJ  =  ±1 .  (Av  =  0  is  also  allowed;  this  is  the  pure 

rotation  spectrum.)  Let  (v"-  v')cL)g  =  f^,  the  frequency  of  the  jure  vibrational  frequency,  and  examine  the 
two  formulas  for  AJ  =  1 ,  AJ  =  -1  separately.  We  have,  respectively. 

?^  =  -^  +  2b;'  +  (3b;'  -  b;)j  +  (b;  -  b;)j'  ,  j  =  o,i  , . 

~p  =  '^o  -  (By  +  b;)j  +  (b;'  -  b;)j^  ,  j  =  i  ,2, . . . . 

(9:13) 

(9:14) 

In  order  to  simplify  the  discussion,  without  losing  the  main  features  of  the  spectrum,  we  assume  that  the 

rotational  constants  for  the  upper  and  lower  levels,  B",  B',  are  equal.  This  amounts  to  an  assumption  of  no 

interaction  between  rotational  and  Vibrational  motions.  We  then  have,  replacing  J'  by  J,  and  B"  and  B'  by  B, 

and 

^R  = '^  +  2B  +  2BJ,     J  =  0,1,. 

2BJ,     J=  1,2,... 

(9:13a) 

(9:14a) 

For  these  special  cases  (9:13a)  gives  a  series  of  spectral  lines,  as  J  runs  over  its  possible  values,  of  increasing 

frequency.  This  set  of  Unas  is  called  the  R  branch.  Equation  (9:14a)  gives  a  series  of  lines  of  decreasing 

frequency,  known  as   the   P  branch  (F9.1).   For  a  more  detailed  discussion  of  these  spectra  when  tlie 
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rotational-vibrational  interaction  is  not  neglected,  see  Herzberg  (1967).  Typical  examples  of  spectra  of 
diatomic  molecules  are  shown  in  (F9.2)  These  are  low  resolution  spectra  in  which  the  rotational  structure  is 
not  seen. 

Note  that  (F9.1)  shows  no  line  at'V=V'Q.  Such  a  line,  known  as  the  Q  branch,  for  which  J"  =  J',  seldom 
occurs  in  the  absorption  spectra  of  diatomic  molecules  (Herzberg  1950),  but  is  often  observed  in  larger 
molecules. 

Thus,  in  making  a  transition  from  one  level  (or  state)  to  another,  the  frequency  of  the  spectral  hnes  is 

determined  by  the  difference  of  energy  levels  as  shown  above.  However,  no  spectral  "line"  is  perfectly  narrow, 
i.e.  it  is  not  exactly  monochromatic.  The  line  intensity  is  a  "bell-shaped"  curve  as  a  function  of  frequency.  The 
molecule  absorbs  or  emits  strongly  at  the  frequency  at  the  highest  point  on  the  curve,  but  may  absorb  or  emit 
weakly  far  from  the  line  center.  Thus  a  material,  such  as  water  vapor,  with  thousands  of  absorption  Hnes,  can 

have  appreciable  absorption  in  a  region  devoid  of  line  centers,  due  to  the  sum  of  the  "tails"  of  many  nearby 
lines.  The  subject  of  the  width  of  spectral  lines  is  discussed  in  9.4. 

9.2.3     The  Boltzmann  Distribution  Law 

Consider  a  volume  containing  a  gas  which  has  the  same  temperature  throughout.  The  molecules  in  this 
gas,  by  collision  and  by  radiation,  exchange  energy.  Thus  the  total  energy  of  the  system  is  distributed  in  some 

manner  among  the  molecules.  The  absorption  spectrum  of  this  gas-filled  volume  is  strongly  dependent  on  the 
distribution  of  the  molecules  among  the  various  possible  energy  states,  since  the  possible  molecular  transitions, 
following  irradiation,  depend  on  the  inital  energy  states  of  the  molecules. 

The  Boltzmann  distribution  law,  valid  over  a  very  wide  range  of  conditions,  states  that  the  number  of 

molecules  in  a  given  energy  Ej^  is  proportional  to  the  exponential  of  the  energy  of  that  given  state  in  units  of 

kT,i.e., 

oo 

where  k  is  the  Boltzmann  constant,  and  T  is  Kelvin  temperature.  G  is  a  constant  such  that  V   Nj^  =  1.  Thus n=l 

the  number  of  molecules,  in  a  system  in  temperature  equilibrium,  in  an  energy  state  n,  is  a  monotonically 
decreasing  function  of  the  energy,  when  at  each  energy  there  exists  only  one  distinguishable  state. 

Molecules  may  have  many  states  of  the  same  energy,  and  these  states  must  be  counted  separately,  since 
they  may  each  be  occupied.  When  this  phenomena,  called  degeneracy,  occurs,  we  may  put  the  equation 
explicitly 

Ngnexp(-Ei/kT) 

^n=^iexp(-Ei/kT)-  (9:16) i 
N  is  the  total  number  of  molecules  in  the  system,  and  gj  is  the  number  of  states  having  energy  Ej.  For  the 

lowest  vibrational  state,  in  the  rotational  state  J,  a  diatomic  molecule  has  gj  =  (2J  +  1)  because  of  the 
(2J  +  1)  -  fold  degeneracy  of  the  rotational  states  in  the  absence  of  an  external  field,  i.e.  the  2J  +  1  values  of 
M  designated  states  of  equal  energy  (9.2.1). 

Special  cases  of  this  formula  are  useful  (Herzberg,  1950).  When  there  is  no  degeneracy,  e.g.  in  a 

vibrational  spectrum  of  a  diatomic  molecule,  then  the  number  of  molecules  in  the  v-th  vibrational  state  is 

Ny  =  N  exp(- Ey/kT)  .  (9:17) 

In  a  rotational  state  at  room  temperature,  the  number  of  molecules  in  the  J-th  rotational  state,  the  degeneracy 
being  2J  +  1,  is 

Nj=|^(2j+i)e-BJ(J+l)/kT  (9.18) 

(If  Ey  is  given  in  cm"' ,  replace  it  by  E^hc;  similarly  for  B.)  The  populations  given  by  tlie  above  equations 
determine  the  quantities  N^  of  9.4,  below. 
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Figure  9.2    Spectra  of  typical  diatomic  molecules  (after  Pierson,  et  al. ,  1 956 J. 

9.3       The  Spectra  of  Polyatomic  Molecules 

When  the  molecule  contains  more  than  two  nuclei  it  has  at  least  the  complexity  of  the  famous  three 
body  astronomical  problem,  and  further  approximations  and  elegant  approaches  are  needed.  The  Schrodinger 
equation  can  again  be  separated  into  a  rotational  wave  equation,  a  vibrational  wave  equation  and  an  electronic 
wave  equation,  and  the  total  energy  is  the  sum  of  three  separate  energies,  plus  interaction  energy,  as  in  (9:6). 
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In  the  rotational  spectra  it  is  found  that  the  forms  of  the  spectra  are  quite  different  for  two  cases: 

symmetric-top  molecules  are  those  which  have  two  equal  principal  moments  of  inertia,  asymmetric-top 
molecules  have  three  unequal  moments  of  inertia.  The  vibrational  spectrum  depends  on  the  geometric 
arrangement  of  nuclei. 

9.3.1  Symmetric-top  Molecules  —  Rotational  Spectrum 

Two  principal  moments  of  inertia  can  be  equal  even  in  molecules  without  symmetry.  No  known  cases 
of  these  occur  among  the  spectra  of  interest  here.  The  important  symmetric  tops  are  those  whose  moments  of 

inertia  are  equal,  precisely,  because  of  the  symmetry  of  the  molecule.  In  molecules  with  an  axis  of  three-fold 

symmetry  (i.e.  an  axis  such  that  rotation  by  120°  produces  the  same  configuration)  or  higher  symmetry,  the 
two  moments  of  inertia  in  the  plane  perpendicular  to  the  axis  of  symmetry  must  be  equal.  We  choose  I^  to  be 

the  moment  of  inertia  along  the  symmetry  axis  and  A  is  the  corresponding  rotational  constant.  Similar 
conventions  hold  for  B  and  C;  here  the  moments  of  inertia  lie  in  the  plane  perpendicular  to  the  symmetry  axis. 

If  Ia  ̂  "b  ~  '^C'  ̂ ^^  molecule  is  called  a  prolate  symmetric  top;  if  I^  >  Ig  =  I(-,  an  oblate  symmetric  top. 
These  are  the  shapes  of  the  ellipsoid  formed  on  principal  axes  with  lengths  equal  to  the  moments  of  inertia. 

The  energy  levels  of  a  symmetric  top  molecule  (in  the  absence  of  stretching)  are  given  by 

E(J,K)  =  BJ(J  +  1)  +  (A-  B)K^  .  (9:19) 

J  is  again  the  total  angular  momentum  quantum  number  (J  =  0,1,2,  .  .  .  )  and  the  square  of  the  projected 

angular  momentum  onto  an  axis,  usually  taken  as  the  body  fixed  symmetry  axis,  is  K^h^/47:^,  where  K  may 
take  the  values  -J,  -J  +  1, .  .  .  ,  J.  Thus  J  cannot  be  smaller  than  K. 

For  a  diagram  of  the  energy  levels  of  symmetric  tops  see  p.  51  of  Townes  and  Schawlow  (1955).  The 

allowed  frequencies  of  symmetric  top  molecules  may  be  determined  by  the  usual  difference  of  energy  levels, 

when  the  selection  rules  are  known.  The  selection  rules  are  AK  =  0,  and  AJ  =  ±1  for  K  =  0;  AJ  =  0,  ±1 ,  for 

K  T^  0.  Thus  the  transition  frequency  is 

j;  =  2B^(J  +  l)  (9:20) 

in  the  absence  of  centrifugal  stretching  and  other  small  effects.  (Diatomic  molecules  are  special  cases  of 

symmetric  tops;  hence  tlie  spectra  of  many  atmospheric  molecules  are  described  by  such  formulae.) 

If  the  symmetric  top  is  not  assumed  rigid,  the  energy  levels  are  better  approximated  by  (Herzberg, 
1945) 

E(J,K)  =  BJ(J  +  1)  +  (A  -  B)K'  -  DJ'(J'  +  1)  .  (9:21) 

We  note  a  significant  difference  between  the  rotational-vibrational  spectra  of  a  simple  rotator  (9.2.2) 

and  those  of  a  symmetric  top  molecule.  Since  AJ  =  0  is  permitted  for  K  ̂   0,  a  new  series  of  lines,  the  Q 

branch  (9.2.2)  may  appear  in  the  gap  between  the  P  and  R  branches.  The  only  stable  diatomic  molecule  with 

an  observable  Q  branch  is  nitric  oxide  (NO),  (see  F9.3).  The  reasons  for  this  are  discussed  in  Herzberg  (1950). 

Since  K  enters  as  a  squared  quantity  and  since  for  each  J  there  are  J  +  1  values  of  K^ ,  then  for  each  value  of  J 
there  are  J  +  1  different  energy  levels.  Because  in  (9:20)  K  does  not  enter  the  expression  for  the  frequency  of 

symmetric  tops  there  is  only  one  spectral  line  for  each  value  of  J.  The  transitions  are  called  degenerate  in  such 
cases. 

When  the  interaction  between  centrifugal  stretching  and  rotation  are  taken  into  account,  the  spectral 

frequencies  are  given  by 

i^  =  2B(J+  1)-  4Dj(J  +  .l)^  -  2Djk:(J+  1)K'  (9:21a) 

for  both  prolate  and  oblate  tops.  In  this  case  the  rotational  transition  is  spht  into  J  +  1  spectral  hnes,  with 

separation  dependent  on  K^. 

9.3.2  Asymmetric-top  Molecules  -  Rotational  Spectrum 

The  energy  levels  of  asymmetric-top  molecules  are  considerably  more  complicated  than  those  of  the 
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Figure  9.3    Fundamental  vibrational  band  of  NO  (after  Pierson,  et  al.,  1956). 

symmetric  top  and  details  must  be  obtained  from  the  references.  The  rotational  energy  may  be  written 

Er  =  ̂  (A  +  C)J(J  +  1)  +  ̂  (A  -  C)E» 
(9:22) 

where  E^  is  a  numeric  which  can  be  found  in  tables  given  by  Townes  and  Schawlow  (1955).  Ej  is  a  function  of 

k;  K  =  (2B  -  A  -  C)/(A  -  C)  is  called  Ray's  asymmetry  parameter.  It  is  a  measure  of  the  degree  of  asymmetry 
of  the  molecule,  t  is  K_,  -  Ki ,  where  K_i  is  the  limiting  value  of  the  quantum  number  K  for  the  limiting 
prolate  symmetric-top  and  Ki  for  the  limiting  case  of  the  oblate  symmetric-top.  In  Townes  and  Schawlow 
(1955)  can  be  found  a  thorough  description  of  the  arrangement  of  energy  levels.  Consult  also  Herzberg  (1950) 
and  Nielsen  (1959). 

9.3.3     Polyatomic  Molecules  -  Vibrational  Spectra 

For  simplicity  consider  the  molecule  to  be  represented  by  a  set  of  balls  with  springs  connecting  them, 
picturing  the  nuclei  bound  by  forces  arising  from  the  electronic  and  nuclear  interactions.  This  complex 
arrangement  can  be  simplified  by  realizing  that  just  as  in  classical  mechanics,  any  possible  motion  of  the 

molecule  can  be  represented  as  a  superposition  of  "normal"  vibrations.  (The  "normal  coordinate  method"  is 
also  used  to  simplify  complex  passive  electrical  circuit  analysis.)  If  the  normal  coordinates  can  be  determined, 

all  possible  vibration  modes  are  determined  as  linear  combinations  of  the  basic  set.  If  the  energy  of  the  k-th 
3n 

vibrational  mode  is  Ej^  the  total  energy  is  Ey  =  Y   E\^,  where  n  is  the  number  of  atoms  in  the  molecule.  Each k=\ 

mode  can  be  described  as  a  harmonic  oscillator,  hence  the  total  energy  can  be  written  (Pauling  and  Wilson, 
1935,  Chap.  10) 

=  l(vic  +  |*^'^l< 

(9:23) 

where  vj^  =  0,1,2,  ...  and  v\^  is  the  frequency  of  the  kth  normal  mode  of  vibration.  The  molecule  HjO,  for 
example,  has  three  independent  vibrational  modes  which  may  be  specified  by  values  of  v,,  Vj,  V3.  In 
accordance  with  the  quantization  discussed  in  (9.1.1)  the  normal  frequencies  are  quantized  and  v, ,  V2 ,  Vj  are 
their  quantum  numbers. 

The  n  nuclei  of  a  polyatomic  molecule,  imagined  to  be  held  together  by  bonds,  can  have  their  positions 
described  by  giving  three  Cartesian  coordinates  for  each  nucleus.  These  coordinates,  3n  in  all,  are  not  the  most 
useful  for  describing  the  relative  motions  of  the  nuclei,  which  are  the  vibrational  motion.  For  example,  two 
balls  connected  by  a  spring  could  be  described  by  the  translation  of  the  center  of  mass  and  the  rotation  about 
an  axis,  and  by  the  distance  between  the  two  balls.  Only  the  latter  coordinate  would  be  relevant  to  a  study  of 
the  vibration.  Thus,  for  vibrational  motion  we  may  ignore  translation  of  the  center  of  mass  and  rotation  about 
3  independent  axes  through  the  center  of  mass.  In  general  the  vibrations  are  described  by  3n  -  6  coordinates. 
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Figure  9.4   Particle,  held  by  springs,  in  two  dimensions,  described  by  two  different  coordinate  systems, 

(x  -  yj  and  (x  -  y'j. 

(Linear  molecules  would  have  3n  —  5  such  internal  degress  of  freedom  because  rotation  cannot  occur  about 
the  linear  figure  axis.)  We  may  use  many  different  arbitrary  coordinate  systems  to  describe  vibrations  so  long 

as  they  are  independent  and  3n  —  6  in  number. 
As  a  simple  illustration,  consider  a  particle  held  in  two  dimensions  by  springs  (F9.4).  The  supports  do 

not  allow  translation  or  rotation.  We  may  see  that  the  selection  of  the  x'-y'  coordinate  system  leads  to  a 
complicated  description,  since  the  motion  along  the  x'(or  y')  axis  lead  to  a  change  of  kinetic  and  potential 
energy  in  each  spring.  If  we  use  an  x-y  coordinate  system,  then  displacement  along  each  axis  is  dependent  on 
only  one  spring.  Note  that  each  coordinate  system  equally  well  describes  the  position  of  the  particle  and  that 
positions  in  each  coordinate  system  may  be  expressed  as  a  linear  combination  of  the  other  coordinates.  The 

reader  may  verify  that  the  equations  of  motion  for  the  particle  in  the  unprimed  system  are  mx  +  k^  x  =  0  and 

my  +  ky  y  =  0,  while  for  the  primed  coordinates  they  are  mx'  —  ky^\'  —  k^y  y'  =  0  and  my'  -  k^y  x'  -  kyy'  =  0, 
where  m  is  the  particle  mass,  and  the  k's  are  the  appropriate  spring  force  constants.  If  we  had  started 
with  the  "wrong"  coordinates  and  obtained  the  second  set  of  equations  we  would  be  able  to  simplify  them, 
"uncouple"  them,  by  substituting  appropriate  coordinates  which  are  a  linear  combination  of  the  prime 
coordinates.  The  mass  may  carry  out  complicated  motions  which  are  linear  combinations  of  two  harmonic 
motions  of  (in  general)  different  frequencies. 

The  more  general  case  of  a  polyatomic  molecule  has  similar  characteristics.  Such  a  system  has  3n  -  6 
(or  3n  —  5)  different  normal  vibrations.  In  a  normal  vibration  mode  each  particle  carries  out  simple  harmonic 
motion  and  all  particles  move  in  phase  and  have  the  same  frequency  of  vibration.  If  the  system  is  randomly 
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excited,  say  by  random  blows  to  the  nuclei,  then  the  resulting  complicated  motion  can  be  described  by  a 
superposition  of  the  normal  modes  with  suitably  chosen  amplitudes.  The  amplitudes  are  quantized  as 
harmonic  oscillators,  as  discussed  above.  Some  of  the  above  discussion  must  be  modified  when  degeneracy 
exists.  For  a  discussion  of  this  and  other  details  see  Herzberg  (1945).  Linear  vibrations  of  a  linear  XYZ 
molecule  (no  equal  nuclei)  and  for  SO2  are  shown  in  (F9.5). 

Transitions  may  occur  in  which  one  of  the  vibrational  quantum  numbers  change.  If  the  change  is  by 
more  than  one  unit,  then  resulting  band  (due  to  rotational  transitions)  is  called  an  overtone.  If  several 
quantum  numbers  change  during  a  transition,  it  produces  a  combination  band.  These  transitions  greatly 
increase  the  complexity  of  the  resulting  spectrum.  For  details  see  Herzberg  (1945). 

9.4        Linewidth  as  a  Function  of  Temperature  and  Pressure 

If  in  the  frequency  spectrum  of  any  oscillator,  classical  or  quantum,  there  occurs  a  region  which  is 

relatively  narrow,  and  if  the  frequency  spectrum  is  a  "bell-shaped"  function,  we  may  devise  a  measure  of  the 
"width"  of  this  curve.  Frequently,  in  the  output  of  a  radio  oscillator,  or  a  klystron  or  magnetron,  we  may 
observe  such  shapes  of  the  frequency  spectrum,  and  also,  if  the  spectrum  of  an  atom  or  molecule  is 
investigated  with  sufficient  resolution,  we  may  find  such  shapes.  Similarly  we  find  such  shapes  in  the 

absorption  as  a  function  of  frequency  in  physical  systems  such  as  l^R-C  filters,  wave  guide  filters  and  the 
absorption  spectra  of  gases,  liquids  and  solids.  We  may  loosely  call  such  an  emission  or  absorption  an 
absorption  line  or  emission  line.  However,  strictly  speaking,  in  quantum  systems,  the  term  line  is  reserved  for 

the  emission  or  absorption  due  to  a  transition  between  two  distinct  levels  or  (somewhat  more  loosely  used) 

between  two  sets  of  unresolved  levels.  The  term  "line"  arises  from  the  image  of  a  spectrograph  slit  as  seen  on  a 
photographic  plate.  It  has  been  observed  experimentally  that  no  spectral  line  is  vanishingly  narrow.  An 
observing  instrument  with  sufficient  resolving  power  wUl  always  reveal  a  finite  linewidth.  The  apparent 
breadth  of  spectral  lines  (and  bands)  of  a  gas,  liquid  or  solid  depends  on  the  pressure,  temperature  and 
composition  of  the  sample  observed,  on  the  presence  of  fields,  particularly  electric  and  magnetic  fields,  and  on 
the  uniformity  of  these  factors. 

9.4.1     The  Natural  Linewidth 

An  isolated  molecule,  not  subject  to  a  radiation  field,  in  an  upper  state  with  a  probability  per  unit  time 

for  spontaneous  emission  given  by  (9:5),  may  go  to  a  lower  state  with  the  emission  of  a  photon.  If  At  is  the 
hfetime  in  the  state  (equal  to  the  reciprocal  of  the  probability  per  unit  time  of  a  transition),  the  spread  of 

energy  AE(=  hAf)  cannot  be  less  than  AE«sh/At,  where  h  =  h/27r  by  the  Heisenberg  uncertainty  principle 

(Eisberg,  1961).  But  At  =  1/Aj„n-  Thus 

A.  =   Snpj  (9:24) 

mn  I         2 

,    I  mnl 
3e„hc 

-o' 

XYZ 

v-i  o—   -O   -O 

Vg  o   1   o      I    Lin 
ear  Molecule 

-€)—   — O 

o 

s 
</ 

p 

s 

0 0 0 0 

^2 

^3 

^1 

Figure  9.5    Normal  vibration  modes  for  linear  XYZ  molecule  and  for  SO2 . 
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Since  this  natural  linewidth  is  proportional  to  the  cube  of  the  transition  frequency,  it  will  be  seen  that 
it  is  not  important  in  the  microwave  or  even  the  infrared  region,  but  becomes  increasingly  important  at  visible, 
ultraviolet  and  higher  frequencies. 

9.4.2     Classical  Radiator-Linewidth 

A  radiator  damped  by  radiative  reaction,  i.e.  by  loss  of  energy  to  the  electromagnetic  field,  produces  a 

field  proportional  to  Eq  exp(— ioj^  —  a/2)t.  We  may  visualize  the  radiator  as  a  charge,  bound  by  a  harmonic 
force  to  a  point.  The  Fourier  transform  of  this  field  is  E(w)  =  (EQ/2k)/[i(aj  -  cJq)  -  a/2] .  Then  the  radiated 
intensity  as  a  function  of  frequency  is 

I  =  'o''  ̂
 27r    (w-  Wo)2  +aV4  '  (9:25) 

mih  a  full  frequency  width  at  half  intensity  of  Aco  «  a.  Although  the  form  of  this  line  shape  for  a  classical 
emission  and  absorption  of  light  is  the  same  as  deduced  from  quantum  mechanics,  the  hnewidth  has  a  different 

frequency  dependence  (Heitler,  1960).  The  quantity  1/a  is  the  time  taken  by  the  energy  to  fall  to  1/e  of  its 
initial  value.  It  is  called  the  lifetime  of  the  oscillator. 

9.4.3     Line  Broadening  by  Collisions  and  Doppler  Effect 

Line  broadening  is  caused  by  colhsion  or  interruptions,  by  Doppler  effects,  by  electric  and  magnetic 
fields.  Radiative  broadening  effects  (Heitler,  1960)  can  be  significant  but  will  not  be  treated  here. 

The  Doppler  effect,  the  shift  in  frequency  of  radiation  from  a  body  in  motion,  may  be  calculated  by 

observing  that  the  frequency  change  is  Av=  —  Vq{Vq  =  center  line  frequency,  u  =  the  component  of  velocity  in 

the  direction  of  observation),  and  the  probability  that  u  lies  between  u  and  u  +  du  is  ̂ /— e(-i3u^)du  (|3  =  75^' 

m'  =  molecular  weight,  R  =  universal  gas  constant).  Then  the  intensity 

I(.^)  =  D  exp[^c^(i^  -  J^o'V'^o]  (9:26) 

where  D  is  a  normalizing  constant. 
Spectral  line  broadening  by  interruption  caused  by  collisions  of  molecules  in  heat  motion  is  the 

predominant  line  width  effect  at  atmospheric  pressures.  In  its  simplest  form,  the  theory  asserts  that  the 
broadening  is  caused  by  collisions  between  molecules,  which  perturbs  the  radiator  in  such  a  way  that  its 

position  (x)  and  velocity  (x)  are  distributed  in  a  random  way  compared  with  their  values  before  collision.  The 
form  of  this  distribution  determines  the  form  of  the  line  width  (Breene,  1961).  The  shape  due  to  Lorentz  is 
obtained  by  an  assumption  that  the  average  values  of  x  and  x  after  collision  are  zero  and  the  absorption 
coefficient  has  the  form  for  a  single  absorption  line: 

i^(^)  =  ih^hr (9:27) 

(i^ij  -  uf  +  a'      (i^ij  +  uf  +  a^ where  fj;  =  molecular  transition  frequency,  v  =  frequency  of  the  incident  radiation,  Nj;  =  number  of  molecules 

in  state  i  minus  number  in  state  j  (per  unit  volume).  The  absorption  coefficient  is  the  fractional  absorption  of 

radiation,  per  unit  distance  of  travel.  That  is,  dl/I  =  — lc(i')dx  or  I  =  lQe~k(t')x 
By  assuming  that  the  distribution  of  x  and  x  is  of  a  Boltzmann  type  rather  than  uniform,  Van  Vleck 

and  Weisskopf  (1945)  obtained,  for  the  microwave  region,  the  form 

m  =  ̂ ^r--^b^ 
2 

3hc»^ijeo  I  'J I  |(^..  _  ̂ )2  +  ̂2      (^..  +  j,)2  +  ̂ 2 

(9:28) 

Gross  (1955)  and  Zhevakin  and  Naumov  (1963),  using  a  model  of  Uhlenbeck  and  Wang,  calculated  the 
distribution  of  position  and  velocity  from  kinetic  equations  and  obtained  (for  the  infrared  and  optical  range) 

STT^t^iiNii        .  4^2 
(9:29) ^^^^-id^y- 

(t^ij^  -  j^^)^  +  4u^a^ 
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Very  few  line  shapes  have  been  measured  with  sufficient  precision  to  choose  between  these  shapes. 

There  is  some  evidence  that  in  the  microwave  and  millimeter  regions  the  Zhevakin-Naumov  shape  fits  best,  but 
in  the  infrared  the  Lorentz  shape  is  often  chosen  for  simphcity.  With  this  choice  it  can  be  written  (for  the  near 
infrared)  in  the  form 

H^)  =  7 ;   ^   ;  =  Si  •  b(.)  (9:30) 

where  Sj  is  the  line  intensity  (or  line  strength),  Oj  the  half  width  at  half  height,  and  v^  is  the  frequency  at  peak 

intensity  of  the  i-th  line.  The  line  strength  is  a  measure  of  the  transition  probability  of  a  given  transition.  It  is 

k(u)di>.  It  is 
related  to  the  oscillator  strength.  See  Green  and  Wyatt  (1965).  Line  strengths  must  often  be  determined 

experimentally.  The  half  width  is  pressure  and  temperature  dependent: 

ai(P,T)  =  ̂ ^jm  ^-^^ 
where  P  is  pressure.  The  subscripts  indicate  values  at  a  reference  temperature  and  pressure.  The  line  intensity 
depends  on  the  temperature  only,  through  the  Boltzman  distribution  factor  (Deutschman  and  Calfee,  1967), 
and  can  be  expressed  as 

S(T)  =  S 
(9:32) 

where  E"  is  the  upper  level.  Although  the  quantities  a^  and  Sq  are  theoretically  calculable,  the  difficulties  of 
calculation  usually  result  in  the  necessity  to  determine  Sq,  a^,  n  and  m  experimentally  for  each  line. 

Pq  =  1  atm,  Tq  =  287.7  K,  n  =  0.62,  and  m  =  1.5  are  typical  values  of  these  constants  for  atmospheric  water 
vapor. 

The  broadening  of  spectral  lines  due  to  the  electric  fields  arising  in  a  plasma  containing  electrons  and 
ions  is  not  so  completely  developed  that  formulae  can  be  given  to  apply  to  all  cases  (Breene,  1961).  The 
mechanism  of  the  broadening  is  clear  although  the  mathematical  difficulties  are  great.  A  plasma  containing 
electrons  and  ions  has  electric  fields  due  to  each  of  these.  The  slowly  moving  ions  produce  virtually  static 
fields,  while  the  rapidly  moving  electrons  produce  electric  fields  varying  a  great  deal  and  quickly. 

The  energy  of  a  molecule  in  an  electric  field  is  dependent  on  the  orientation  of  its  angular  momentum 

vector  J  with  respect  to  the  field  E.  Only  a  discrete  set  of  orientations  of  J  to  E  may  exist,  in  particular  J  +  1 

(or  J  +  1/2)  states  where  J  is  an  integer  (or  half-integer).  The  energies  of  these  states  are  W  =  Wq  -/Ig  E,  where 

fi^  is  the  average  component  of  the  molecule's  electric  moment  in  the  field  direction,  and  Wq  is  the  energy 
without  an  electric  field.  The  energies  of  the  molecular  levels  are  thus  varying  rapidly  due  to  the  electric  field 
of  the  ions  and  electrons  and  hence  the  spectral  range  over  which  absorption  may  occur  is  broadened.  The 
exact  spectral  range  will  be  determined  by  the  form  of  the  fields  (point,  dipole,  quadrupole)  and  by  the 
stafistics  of  the  relative  motion  of  radiator  and  perturber.  Broadening  due  to  dipoles  has  the  Lorentz  form 

K'^)  =  -   —   ;   '  (9:33) 
^{v-  u^y  +  (5/2)^ 

where  ̂ v)  is  the  radiated  intensity  as  a  function  of  frequency,  S  is  the  line  strength,  Vq  the  resonant  frequency 

and  6,  the  half  width,  is  proportional  to  4.54  N/i  where  N  is  the  number  of  dipoles  per  c.c.  and  n  is  the  dipole 
moment.  For  other  cases  reference  may  be  made  to  Breene,  (1961). 

9.4.4     Relaxation 

The  molecules  in  a  gaseous  medium  which  absorb  energy  from  impinging  radiation  are  put  into  an 
excited  state.  If  they  were  to  again  fall  to  the  ground  state  emitting  a  photon  of  the  same  energy  tlirough 
spontaneous  emission,  they  would  contribute  to  the  field  in  a  random  way,  in  general  not  coherent  witli  it  and 
not  in  the  same  direction  as  the  incident  field.  Thus  this  spontaneous  emission  represents  a  loss  mechanism  in 
the  transmission  of  energy  in  a  beam  from  a  source  to  a  detector.  If  the  radiation  field  is  sufficiently  strong, 
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induced  emission  and  amplification  rather  than  net  absorption  will  occur,  as  in  laser  action,  if  sufficiently  high 

population  of  upper  levels  is  achieved  (population  inversion). 
There  are  other  processes  involved  in  the  deexcitation  or  loss  of  energy  of  an  excited  state. 

Noruadiative  deexcitation  may  occur  in  which  the  energy  of  the  molecule,  through  collision  with  other 
molecules,  is  lost  to  kinetic  energy.  In  addition,  depending  on  the  selection  rules,  a  molecule  in  an  excited 
state  may  reach  the  ground  state  by  several  intermediate  levels,  resulting  in  the  emission  of  several  photons  of 
lower  energy  than  that  absorbed,  and  of  course  combinations  of  several  processes  may  occur  in  a  given  sample. 

If  these  processes  do  not  operate  or  operate  with  insufficient  efficiency,  the  medium  may  saturate: 
that  is,  reach  a  state  where  little  further  absorption  may  occur  since  the  molecules  are  not  in  the  lower  state 

from  which  they  start  the  absorption  process.  This  process  can  occur  at  low  pressure  when  the  intensity  of 
radiation  (I)  is  so  large  that  the  molecules  cannot  get  rid  of  the  absorbed  energy  fast  enough.  Under  these 

conditions  the  molecular  energies  are  no  longer  distributed  as  in  the  Boltzmann  manner,  nQ/ni=e~^i'^^.  The 
new  distribution  leads  to  a  different  linewidth  (Townes  and  Schawlow,  1955): 

87r'n 
0 

2, ,2 

(.-.o)^+a^+-^ 

(9:34) via 

Here  Uq  is  the  number  of  molecules  per  unit  volume  in  the  ground  state  i,  and  2t  is  the  rate  of  approach  to 
equilibrium  of  the  system,  without  radiation  present,  i.e.  to  the  Boltzmann  distribution.  Thus,  under 
saturation  conditions  the  maximum  absorption  is  decreased  and  the  half  width  is  increased. 

9.4.5     Fine  and  Hyperfine  Structure 

A  single  spectral  line  may  be  broadened  by  the  processes  described  above.  The  line  may  appear 
broadened  due  to  unresolved  structure  in  a  spectrograph  of  insufficient  resolving  power.  Two  sources  of  such 
unresolved  structure  frequently  found  in  spectra  examined  with  only  moderate  resolving  power  are  the  effects 
of  the  electron  spin  and  nuclear  spin. 

An  electron  has  an  intrinsic  spin  angular  momentum  S  which  results  in  a  magnetic  moment  ji^.  The 

projection  of  this  magnetic  moment  on  an  axis  is  quantized  and  can  assume  only  two  values,  each  parallel  to 
the  axis,  in  opposite  directions.  The  quantum  number  for  the  spin  is  s  and  it  has  the  value  1/2.  The  total 

angular  momentum  is  S  =Vs(s  +  1)  h/27r  and  the  projection  S2  =  m5h/27r  where  ms  =  ±1/2  is  the  quantum 
number  of  the  projection. 

The  coupling  between  the  electron  magnetic  moment  and  the  orbital  magnetic  moment  may  produce  a 
splitting  of  the  energy  levels  for  orbital  electrons,  producing  more  than  one  spectral  line,  lying  close  together. 
It  is  this  effect  which  may  produce  the  broadened  appearance  of  spectra  in  molecular  electronic  transitions. 
The  spectral  structure  is  called  fine  structure. 

Hyperfine  structure  typically  three  orders  of  magnitude  smaller  than  fine  structure  arises  from  the 

nuclear  magnetic  dipole  moment  jUj  due  to  nuclear  spin  angular  momentum  Ij^.  Similarly  to  electron  spin 

Ip  =  '\/i(i  +  1)  h/27r  and  Ij^   =  mj  h/27r.  However,  1  is  not  confined  to  the  value  1/2,  and  mj  =  -i,  -i  +  1,  .  .  . 

+i  —  1,  +  i.  The  nuclear  spin  may  interact  with  the  other  angular  momentum  of  the  molecule  through  its 
magnetic  momentum,  splitting  energy  levels  and  allowing  many  close  lying  spectral  lines.  For  further  details 
see  Eisberg(1961). 

A  further  source  of  splitting  and  apparent  broadening  may  arise  if  the  sample  of  molecules  has  a  variety 
of  nuclear  isotopes.  The  spectrum  may  be  changed  by  mass  differences  and  nuclear  spin  differences. 

9.5        Atmospheric  Emission 

The  atmosphere  absorbs  and  also  emits.  Calculated  emission  spectra  of  the  sky  have  not  been  successful 

in  predicting  the  spectral  radiance  as  a  function  of  frequency.  The  radiation  observed  from  the  atmosphere 
arises  from  spectral  emission  excited  by  the  sun,  from  Rayleigli,  Raman  and  Huorescent  scattering,  and 
molecular  emission. 

Measurements  of  the  spectral  radiance  of  the  sky  have  been  made  by  Bell  et  al.,  (1960).  The  scattering 
of  sunlight  is  of  course  only  important  in  tlie  daylight  and,  because  of  the  dependence  of  Rayleigh  scattering 
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on  the  fourth  power  of  the  frequency,  most  important  at  the  higher  frequencies,  generally  higher  than  green 

light.  The  molecular  emission  of  the  sky  is  important  at  wavelengths  longer  than  4nm.  Either  ty
pe  of  emission 

is  modified  by  atmospheric  absorption  bands.  In  remote  probing  of  the  atmosphere  by  active  
methods,  these 

emissions  form  a  noise  background. 

Table  (9.1),  after  Ligda,  shows  the  background  noise  levels  at  X  =  0.7Mm.  This  region  is  of  particular
 

interest  because  the  ruby  laser  wavelength  occurs  at  6934  A.  The  ruby  laser  has  been  used  in  laser  radar  (lidar) 

form  for  atmospheric  remote  sensing  and  the  atmospheric  background  is  of  importance  in  determining  its 

signal-to-noise  characteristics. 

Table    9.1   Sky  Background  Noise  Levels  at  700  nm 

Condition  Spectral  Radiance  (Wm  ̂   ster.  ̂   A  '  ) 

Sun  2.0X10^ 

Clouds  6.0X10-^-5X10-^ 

Moon  3.0X10-^ 

Clear  day  sky,  blue  9.0  X 10"*  -  9  X 10"^ 

Dark  day  sky  9.0  X  10'^  -  8  X  lO"" 

TwUight  l.OX  lO"'' -  l.OX  10"^ 
Moonlit  clouds  8.0  X  lO"'  -  8.0  X  10"^ 

Moonlit  sky  1.0  X  10"^  -  1  X  10'^ 

Dark  night  sky  7.0X10''° 

The  variation  of  spectral  radiance  of  the  sky,  at  sea  level  and  at  100,000  feet  altitude,  as  a  function  of 

wavelength,  is  given  by  Clark  (1969). 

9.6        Methods  of  Calculating  Atmospheric  Attenuation 

Spectral  absorption  by  atmospheric  gases  is  a  fundamental  atmospheric  property,  important  in 
telecommunications,  radar,  remote  observations  by  satellite,  and  the  study  of  atmospheric  properties.  It  is 
especially  of  great  importance  in  the  study  of  the  heat  balance  of  the  earth.  Thus  the  determination  of  the 
absorption  properties  of  the  atmosphere  as  a  sum  of  the  absorption  properties  of  the  separate  constituents  is 
basic  to  many  areas  of  science  and  engineering. 

Unfortunately  a  simple  approach  to  the  problem  of  determining  spectra  is  not  possible.  It  is  impractical 
to  consider  a  library  of  sample  spectra  to  consult  as  needed,  since  the  spectra  are  strongly  dependent  on 

temperature,  pressure  and  on  varying  constituents  such  as  water,  aerosols,  and  local  pollutants.  In  addition  the 
spectra  observed  will  vary  considerably  with  the  resolution  of  the  instrument  used  to  measure  them  and  with 
the  inhomogeneities  and  length  of  any  path  in  the  atmosphere.  Some  variation  of  background  would  be 
encountered  from  night  to  day  because  of  the  scattering  of  sunlight  and  molecular  emission.  In  place  of  such  a 

library,  it  is  possible  to  compute,  for  any  specified  atmospheric  situation  and  any  observational  mode,  the 
expected  spectra,  if  basic  experimental  data  have  been  previously  obtained. 

The  calculation  of  absorption  spectra  can  be  a  difficult  and  expensive  computer  calculation  when  the 
number  of  lines  is  large  and  their  intensities,  line  widths  and  frequency  locations  are  varied  and  unsystematic. 
Consequently  a  variety  of  methods  have  been  devised  to  shorten  the  calculation.  Each  of  these  requires  some 

compromise  of  accuracy. 
Elsasser  ( 1 942)  has  used  a  model  of  the  spectra  in  which  he  assumes  that  the  lines  within  an  absorption 

band  have  Lorentz  shapes,  with  the  same  line  strength,  and  are  equally  spaced.  Goody  (1964)  used  a  statistical 
model  in  which  the  Lorentz  shaped  lines  were  assumed  randomly  spaced  and  the  line  strengths  were  Poisson 
distributed.  A  review  of  these  and  other  calculation  methods  is  given  by  Moskalenko  and  Mirumyants  (1970). 

However,  the  solution  of  atmospheric  transmission  problems,  the  determination  of  the  absorptive  and 
emissive  properties  underlying  atmospheric  thermodynamics,  and  the  measurement  of  parameters  useful  in 

remote  sensing  all  require  an  understanding  of  the  "complete  detailed  spectrum,  band  for  band  and  line  for 
line."  In  order  to  give  a  complete,  reliable  answer  to  the  question  of,  say,  the  percentage  transmission  at 
between  2  and  2.5Mm  over  a  slant  path  through  the  atmosphere  it  is  necessary  to  have  a  large  amount  of  data 
on  the  line  positions,  line  shapes  and  widths  and  line  strengths,  as  well  as  the  parameters  of  the  transmitting 
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and  receiving  systems.  Not  only  the  lines  in  this  range  must  be  known,  but  also  those  nearby,  since  at  higher 

pressures  they  will  contribute  by  their  collision-caused  width.  The  principal  absorbing  molecules  in  this  range 
are  H2O,  CO2  and  CH4 ;  but  in  other  ranges,  and  to  some  extent  in  the  near  infrared,  we  must  include  O2 ,  N2 , 
CO,  O3,  NO2,  NO,  N2O,  HNO3,  among  the  normal  constituents.  The  largest  permanent  dipole  moments  are 

possessed  by  H2O  (1.84  X  10"'  *  cgs  esu  (electrical))  and  by  O2  (1.854  X  10"^°  erg/gauss  (magnetic)).  Ozone 
(O3)  is  important  in  the  upper  atmosphere,  although  in  the  lower  atmosphere  its  absorption  bands  are  masked 
by  water  vapor  and  carbon  dioxide.  Weak  lines  of  CO,  NO,  NO2  and  N2O  are  found  at  centimeter  and 
millimeter  wavelengths.  Their  low  concentration  (less  than  10  parts  per  million  by  volume)  and  low  dipole 

moments  (less  than  1 .0  X  10"'  ̂   cgs  esu)  do  not  allow  a  large  contribution.  At  some  wavelengths  their  effects 
can  be  important,  as  can  that  of  CH4.  In  addition,  in  some  geographical  regions,  pollutants  play  a  role,  and  in 
the  upper  atmosphere  free  radicals  and  molecular  ions  are  important.  AU  of  these  constituents  have  regional, 
seasonal  and  random  variations.  The  complexity  of  the  problem  is  illustrated  by  Figure  (9.6),  the  atmospheric 

absorption  spectrum  (Gates,  1960,  and  Gates  and  Harrop,  1963),  obtained  by  using  the  sun  as  a  source,  over 

the  range  from  1  to  13/im.  Clearly  the  traditional  printed  listing  of  line  positions  and  strengths  is  not  a  useful 
way  of  collecting  or  presenting  data.  Consequently  an  effort  is  now  under  way  to  collect  all  the  data  on  the 
major  atmospheric  constituents  into  a  format  suitable  for  input  into  a  large  computer.  This  work  is  being 

performed  at  the  Wave  Propagation  Laboratory,  NOAA-ERL,  Department  of  Commerce,  Boulder,  Colorado. 
The  objective  of  this  work  is  to  provide  a  source,  available  to  any  interested  person,  of  all  the  data 

relevant  to  atmospheric  transmission.  Questions  of  atmospheric  transmission  can  be  answered  by  computation 
in  a  Fortran  program  (Deutschman  and  Calfee,  1967).  At  present  only  a  small  portion  of  the  data  is  assembled, 
principally  the  major  normal  atmospheric  constituents,  in  the  near  infrared,  from  .7  to  15  /jm.  Some  data  on 

atmospheric  constituents  is  available  outside  the  .7-15  nm  range. 
The  calculation  of  the  accumulative  absorption  due  to  atmospheric  gases  on  a  slant  path  is  given  in 

detail  by  Calfee  and  Gates  (1966)  and  Deutschman  and  Calfee  (1967).  The  procedure  consists  of  dividing 
the  path  into  as  many  layers  as  necessary  to  approximate  the  physical  situation.  Each  layer  is  assigned 
a  single  pressure,  temperature  and  absorber  concentration.  The  line  shape  may  be  chosen  in  any  form 

when  evidence  is  sufficient^  to  distinguish  between  the  various  candidates  (9.4),  but  normally  the  Lorentz 

shape  is  used.  The  atmospheric  transmittance  as  a  function  of  frequency  is  t^(u)  =  exp  [— lc(t')Wf^] ,  where 

^i              Q^i  + 
k(i')  =  2   (see  9.4.3).  Wj^  is  the  amount  of  the  absorbing  constituent!  in  the  n-th  layers.  The 

i   ̂   (t-  -  v-^f  +  Oj^ 
i 

total  transmittance,  through  i  layers,  t(v)  =    U  Tj^(i>).  The  summation  over  spectral  absorption  frequencies  j'j 
n=l 

must  be  extended  well  beyond  the  interval  of  interest  because  of  the  cumulative  effect  of  the  line  tails.  The 
transmittance  spectrum  must  then  be  degraded  by  a  slit  function,  its  width  and  shape  depending  on  the  system 
employed  in  observation  or  communication.  Since  S  is  independent  of  frequency  we  see  that 

du  .  (9:35) 

The  line  strength  is  a  constant  for  a  given  temperature  and  is  related  to  the  probabilities  of  transitions  between 
the  initial  and  final  energy  levels  of  the  absorbing  molecule  and  to  the  relative  population  of  these  levels 

(9.4.3). 

9.6.1     Effect  of  Filter  Width 

The  detection  of  radiation  always  involves  a  resolution  factor  or  filter  passband.  The  shape  and 

particularly  the  width  of  the  filter  passband  influence  the  recorded  spectrum  significantly  (Calfee,  1966). 

Figure  (9.7)  shows  a  theoretical,  i.e.,  high  resolution,  spectrum  compared  with  a  spectrum  degraded  or 
convoluted  by  a  spectral  slit  width  or  filter  function.  That  is,  if  the  spectrum  is  l(v),  the  degraded  spectrum  is 

Jri
H-9

/2 

I(i^)
S(i^'

)  

di^' 
 
,

 

 

(9:3
6) 

where  I,(p')  is  the  filter  shape  and  i>  is  the  maximum  width  of  the  filter.  Such  a  filter  function  performs  a 

f  For  water,  the  conventional  units  for  w_  are  gm/cm   ;  for  other  gases  the  usual  units  for  ■ 
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Figure  9.6    Low  resolution  atmospheric  infrared  absorption  spectrum,  I  to  13  nm,  using  the  sun  as  a  source. 
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Figure  9.7    Theoretical,  high  resolution  spectrum  of  HjO,  3850  to  3900  cm' 
compared  with  spectrum .1     t neoreiicai,  nigri  resolution  spectrum  oj  nj^,  JOJU  lo  jyuu  cm      ,  cumfjurcu  wit 

broadened  by  instrumental  bandwidth  (spectrometer  slit  equivalent  to  1  cm' ^  width). 

sliding  average  of  the  "true"  spectrum.  It  should  be  noted  how  differently  the  two  spectra  appear  in  (F9.6). 
Given  the  degraded  spectrum,  it  is  possible  to  compensate  mathematically  for  the  filter  and. to  recover  the 

original  spectrum  if  the  filter  shape  is  known,  and  the  signal-to-noise  ratio  is  high.  Only  by  the  proper  use  of  a 
slit  function  in  the  calculation  of  a  spectrum  can  a  proper  comparison  be  made  with  experimental  results. 
Also,  the  spectrum  observed  with  finite  resolving  power  cannot  be  well  compared  with  computed  spectra 
unless  the  finite  slit  width  is  included  in  the  computation. 

9.7        Spectra  of  Atmospheric  Constituents 

The  objective  of  this  section  is  to  present  the  absorptiont  spectra  of  normal  atmospheric  molecular 
constituents,  principally  in  the  microwave,  infrared  and  visible  spectral  regions.  This  restriction  is  xdolated 
when  ultraviolet  spectra  are  available  and  of  importance  in  atmospheric  transmission.  The  frequency  of  bands 

t  For  emission  spectra  see  references  to  Herzberg. 
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and  lines,  their  widths  as  functions  of  temperature,  pressure  and  composition  and  the  corresponding 
transmission  as  a  function  of  frequency  are  desirable  parameters  to  list  for  each  molecule.  However,  such  a 

complete  presentation  is  not  possible  because  of  the  complexity  of  many  spectra  and  because  many  of  these 
quantities  are  not  known.  Thus  only  selected  spectra,  mostly  those  of  importance  in  remote  sensing,  are 
presented.  Sufficient  references  are  given  for  more  complete  information. 

In  contrast  to  the  normal  atmospheric  molecules,  the  pollutants  form  an  almost  endless  list,  and  their 
spectra  are  often  more  complex  and  less  well  recorded  or  understood.  Some  of  these  will  be  presented  in 

Chapter  24. 
In  the  atmosphere  various  minor  constituents  produce  weaker  absorption  bands  than  water.  Water  is 

chiefly  confined  to  the  lower  atmosphere  and  since  constituents  such  as  CO2,  CO,  NjO  and  CH4  are 
uniformly  distributed,  absorption  at  higher  altitudes  due  to  these  components  become  comparatively 
important  since  water  vapor  diminishes.  The  absorption  due  to  these  components  can  be  seen  in  (F9.6). 

9.7.1  N2 

Molecular  nitrogen  has  no  permanent  dipole  moment,  hence  no  microwave  or  infrared  spectra,  i.e.,  no 
rotational  or  vibrational  spectra.  It  does  have  a  continuous  infrared  spectrum  due  to  a  collision  induced  dipole 
moment  and  a  spectrum  arising  from  electronic  transitions,  lying  in  the  ultraviolet. 

Dipole  moments  can  be  induced  in  molecules  during  collision  processes  and  are  sufficiently  strong  to 
produce  an  observable  absorption  in  long  paths  through  the  atmosphere.  The  absorption  due  to  induced  dipole 

moments  in  N2  lies  in  the  region  2400  to  2500  cm"'  and  in  the  rotational  bands  from  300  cm"'  to  lower 
frequencies,  centered  near  100  cm"'  (Farmer  and  Houghton,  1966).  At  29  cm"'  the  absorption  due  to  N2 
accounts  for  22%  of  the  total  in  a  vertical  path  from  sea  through  the  atmosphere  (Bosomworth  and  Gush, 
1965). 

The  emission  spectrum  of  the  night  sky  contains  blue,  violet  and  near  ultraviolet  radiation  due  to  tlie 

Vegard-Kaplan  bands  of  N2.  These  bands  have  been  observed  in  gas  discharges,  but  not  in  absorption 
(Herzberg,  1959). 

9.7.2  O2 

Oxygen,  like  N2,  possesses  no  permanent  electric  dipole  moment,  hence  exhibits  no  rotational  or 
vibrational  spectrum.  However,  it  has  a  magnetic  moment  arising  from  the  interactions  of  electron  spin  and  the 
angular  momentum  of  the  molecule  as  a  whole.  As  the  result  of  this  unusual  situation  it  does  possess  a 
microwave  spectrum,  near  60  GHz  with  one  transition  near  118  GHz.  Another  series  of  lines  arising  from 

different  selection  rules,  combining  transitions  between  molecular-rotational  and  electronic  spin  states,  appear 
in  the  submillimeter  region,  extending  into  the  infrared. 

Strong  O2  bands  occur  at  7596  A  and  12680  A.  Atmospheric  absorption  bands  are  found  in  the  infrared 
at  1 .27  jum  and  1 .07  /nm.  For  some  weak  O2  lines  near  laser  wavelengths,  see  Long  (1965). 

An  interesting  phenomenon  occurs  in  atmospheric  O2  which  absorbs  sound  radiation  in  a  moist 

atmosphere.  A  near  coincidence  exists  between  the  lowest  vibrafional  level  of  oxygen  (1556  cm"')  and  the 
infrared  vibration  of  H^O  at  1595  cm"'  whose  upper  state  is  v,  =  0,  V2  =  1,  V3  =  0.  As  a  result,  the 
percentage  of  O2  molecules,  excited  by  the  compression  of  sound  waves  into  the  first  vibrational  level,  which 
remain  in  the  excited  state,  may  then  collide  with  H2O  molecules  and  transfer  their  energy  into  the  010 

vibrational  state  of  H2O,  effectively  heating  the  H2O  by  this  resonant  exchange.  The  interchange  of  energy  is 
quite  rapid  (Henderson,  Clark,  Lintz,  1965). 

9.7.3  H2O 

The  most  complicated  spectrum  which  we  have  to  deal  with  in  normal  atmospheric  gases  is  that  of 
H2O.  This  molecule  is  light,  highly  anharmonic  and  has  a  large  centrifugal  distortion.  It  is  an  asymmetric  top 
(no  principle  moments  of  inertial  equal)  molecule.  The  complication  of  its  spectrum  is  such  that  it  is 

impossible  to  give  a  single  formula  covering  all  vibrational-rotational  spectra  from  which  can  be  calculated  the 
transition  frequencies  to  high  accuracy.  The  best  treatment  is  to  determine  tables  of  energy  levels  by  the  use  of 
sum  and  intercombination  rules  and  expansions  over  short  ranges  from  which  the  transition  frequencies  are 

determined.  Coriolis  forces  and  other  perturbations  play  large  roles  in  some  transitions.  A  comparison  of  a 
portion  of  the  CO2  spectrum  with  a  more  complicated  H2O  spectrum  shown  in  (F9.8)  illustrates  the  great 
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difference  between  the  spectrum  of  a  linear  molecule  and  an  asymmetric  top. 
The  extremely  large  attenuation  due  to  atmospheric  water  vapor,  in  the  infrared  and  far  infrared 

prevents  practical  use  of  these  wavelengths  for  astronomical  observation  or  remote  sensing  through  the  lower 
atmosphere  (Derr,  1967;  Zhevakin  and  Naumov,  1963;  Gates  et  al.,1964;  Benedict  et  al.,1952). 

In  the  near  infrared,  the  important  bands  of  H2O  are  shown  in  (F9.6).  Detailed  data  on  the  2.7  /um 
band  are  given  in  Gates,  et  al.(1964)  and  on  the  1.9  and  6.3  ̂ m  bands  in  Benedict  and  Calfee  (1967).  The 
microwave  and  millimeter  wavelength  spectrum  of  water  is  given  by  Derr  (1967),  and  by  DeLucia  et  al. 
(1972).  The  isotopes  of  water  HDO  and  D2O  occur.  HDO  is  important  in  long  atmospheric  absorption  paths. 
D2O  has  been  observed  in  the  laboratory. 

The  water  molecule  has  a  much  more  complicated  spectrum  than  carbon  dioxide.  It  is  not  linear,  but 
rather  of  triangular  form  (see  F9.5).  The  three  moments  of  inertia  differ  greatly.  Such  molecules  are  called 

asymmetric-top  rotators.  The  asymmetry  parameter  k  = 
2B  -  A  -  C 

A-C (where  A,  B,  C  are,  except  for  constant 

multipliers,  the  inverse  moments  of  inertia),  is  equal  to  —0.4377.  The  rotational  constants  are,  for  the  lowest 

vibrational  state  (DeLucia  et  al.,1 972),  A  =  835,895.31  MHz,  B  =  435,156.52  MHz,  and  C  =  278,278.87  MHz. 
The  general  theory  of  such  molecules  can  be  found  in  Herzberg  (1945),  and  Nielsen  (1959). 
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Figure  9.8    Comparison  of  CO 2  and  Hi  O  spectra. 

The  rotational  constants  for  water  and  the  observed  vibrational  states  are  summarized  in  Herzberg 

(1945).  Even  in  a  given  vibrational  state,  the  constants  cannot  be  used  in  the  usual  formulas.  They  give  only  an 

approximation  to  the  calculation  of  rotation-vibration  energies,  because  of  the  importance  of  additional  terms 
in  the  centrifugal  stretctiing  constants  and  other  perturbations. 

It  is  worth  emphasizing  that  the  employment  of  even  sixth  order  terms  in  the  formulas  for  the 
rotational  transitions  in  the  simpler  ground  vibrational  state  is  insufficient  to  give  usable  accuracy  in 
calculating  transitions.  Several  research  groups  have  performed  these  very  difficult  calculations  and  found  that 
they  are  not  useful  for  predicting  the  transition  frequencies.  Kivelson  and  Wilson  (1952)  give  an  example  of  an 
approach  which  is  successful  in  less  asymmetric  molecules,  but  fails  in  water.  A.  Clough  and  W.  Benedict,  by 
diagonalizing  the  Hamiltonian  have  succeeded  in  excellent  calculational  fits  of  the  water  spectrum,  but  their 
work  is  not  yet  published.  The  basic  problem  in  water  is  the  relating  of  the  energy  levels  to  band  constants  and 
the  molecular  potential  function.  Difficulties  are  caused  by  several  types  of  perturbations  which  cannot  be 



Spectra  of  Atmospheric  Constituents 

9-23 

100 

6933  6934   6935  6936   6937  6938   €939  6940  6941  6940   6943  6944  6945  6946 

X         Angstroms 

Air 

Figure  9.9    Atmospheric  absorption  spectrum,  6934-6945  A  using  the  sun  as  a  source  (after  Long,  1965). 
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Figure  9.10    Vibrational  modes,  CO2 . 

neglected  in  water.  (See  9.7.4  for  a  brief  discussion  of  Fermi  resonance.)  One  important  problem  arises 

because  the  spacing  of  the  rotational  levels  is  not  small  compared  with  the  vibrational  levels.  Tlius  there  is  an 
interaction  between  vibrational  and  rotational  levels  which  prevents  the  determination  of  effective  rotational 
constants.  The  result  is  that  some  lines  are  shifted  and  some  levels  show  abnormal  intensities. 

Although  absorption  by  water  vapor  in  the  visible  is  weak,  both  it  and  O2  have  measurable  absorption 

in  the  region  from  540  nm  to  1000  nm.  Figure (9. 10) shows  atmospheric  absorption  the  region  near  tlie  ruby 
laser  line.  This  spectrum  was  obtained  by  Long  (1966)  through  20  air  masses  by  observing  the  sun  at  a  very 
low  angle.  The  long  effective  path  was  necessary  in  order  to  have  observable  absorption.  Curcio  et  al.  (1964) 
have  compiled  information  on  H2O  and  O2  absorptions  over  the  range  540  nm  to  852nm. 
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Although  these  absorptions  are  weak,  they  have  been  proposed  by  various  workers  as  useful  for  the 

remote  measurement  of  water  vapor  content  in  the  earth's  atmosphere.  The  method  would  be  to  observe  the 
Rayleigh  scattering  as  modified  by  atmospheric  attenuation  on  a  water  absorption  line  and  in  a  window  of  the 
atmospheric  absorption,  essentially  simultaneously.  The  differential  absorption  then  can  be  interpreted  and 
related  to  the  water  vapor  content.  The  source  can  be  a  highly  monochromatic  ruby  laser  which  can  be  tuned 
over  a  range  (by  temperature,  for  example)  to  include  a  water  line  and  then  a  window.  The  ratio  of  the 

on-resonance  to  off-resonance  returns  as  a  function  of  range  is 

R(z)  =  C  exp 

21     p(z')a  dz' 

-'o 

(9:36) 

where  C  is  the  ratio  of  on-resonance  to  off-resonance  source  intensity  and  p(z)  is  the  density  of  water  vapor 
and  a  is  the  molecular  scattering  cross  section.  The  equation  may  be  solved  for 

P(^)  =  ̂ ^CnR(z).  (9:37) 

Thus  water  vapor  density  profiles  may  be  determined  in  this  way  by  measuring  R  as  a  function  of  z  (see 
Schotland,  1969). 

9.7.4     CO2 

Carbon  dioxide  is  a  minor  but  important  constituent  of  the  atmosphere.  It  occupies  approximately 
.033  percent  by  volume  of  the  normal  lower  atmosphere.  Because  of  its  strong  absorption  in  the  infrared  it 
plays  an  important  role  in  the  heat  balance  of  the  earth.  It  is  of  sufficiently  simple  structure  that  its  resonant 

frequencies  can  be  calculated  with  good  accuracy.  It  is  a  linear  molecule,  arranged  symmetrically  as  0-C-O. 
Since  it  has  no  permanent  dipole  moment  it  shows  no  dipole  pure  rotation  spectrum. 

The  CO2  molecule  has  central  symmetry  and  three  modes  of  vibration  (F9.10).  The  motion  in  general 
is  described  by  a  superposition  of  normal  modes.  The  v^  mode  does  not  absorb  infrared  radiation  (not  active 
in  the  infrared)  and  must  be  observed  by  Raman  spectroscopy.  The  V2  mode  is  degenerate,  since  the  two 
modes  are  identical  except  for  direction.  The  change  in  electric  moment  is  perpendicular  to  the  molecular 
symmetry  axis.  The  change  in  electric  moment  for  the  v^  mode  is  parallel  to  the  symmetry  axis. 

The  frequencies  of  the  CO2  spectral  lines  are  given  by 

Kv'J')  =  v{y')  +  J'(J'  -H)B'  -  i'\y  +  1)'D'  (9:38) 

Kv"J")  =  Kv")  +  J"(J"  +  1)B"  -  J"'(J"  +  1)D"  ,  (9:39) 

with  the  single  prime  for  the  upper  level,  double  prime  for  the  lower.  Letting  a  =  B'  +  B",  b  =  B'  -  B", 
c  =  -2(D'  +  D"),  d  =  D"  —  D',  we  have  for  the  P(AJ  =  —1)  and  R(AJ  =  +1)  branches,  the  transition  frequencies 

For  the  Q  branch  (AJ  =  0) 

Kv'J'VJ")  =  ̂ o  +  am  +  (b  +  d)m'  +  cm'  +  dm^  .  (9:40) 

Kv'J"  ->  v"J")  =  1^0  +  bm  +  (b  +  d)m^  +  dm'  +  dm^  .  (9:41) 

For  the  P  branch,  m  =  — J";  for  the  Q  branch,  m  =  J";  for  the  R  branch,  m  =  J"  +  1.  The  possible  values  of  J 
depend  upon  the  symmetry  character  (parity)  of  the  lower  state.  Only  even  values  of  J  are  allowed  for  even 
parity  and  only  odd  values  are  allowed  for  odd  parity  (Herzberg,  1945). 

It  should  be  noted  that  a  single  formula  of  the  type  given  above  can  be  used  in  determining  the 

frequencies  of  the  transitions,  but  only  for  a  given  angular  momentum  condition.  For  different  angular 
momentum  states,  the  constants  must  be  changed.  However,  unlike  water,  within  a  given  vibrational  state 
effective  rotatiojial  constants  can  be  defined. 

A  further  complication  in  the  CO2  spectrum  occurs  because  of  the  "Fermi  resonance"  which  may  arise 
when  a  binary  combination  mode  and  a  fundamental  mode  of  vibration  (9.3.3)  have  similar  wavenumber 
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Figure  9.11    Spectrum,  2-15  txm,  CH4 .(after  Pierson,  et  al. ,  1 956). 

values  (see  Brittain  et  al.,  1970,for  requirements  on  symmetry).  When  the  interaction  occurs,  as  is  the  case  for 

the  V  =  1  level  of  the  t-,  band  and  the  v  =  2  level  of  the  V2  band  in  CO2 ,  it  can  lead  to  a  pair  of  bands  with 

comparable  intensity  values,  in  this  case  near  1388  cm"'  and  1285  cm"'.  The  formulas  above  must  be modified  for  these  cases. 

The  infrared  vibrational  spectra  are  given  by  Herzberg  (1945).  The  principal  bands  are  at 

667.3  cm-' 

vs 
2349.3 vs 
3609 s 
3716 s 
4860.5 m 
4983.5 m 
5109 m 

where  m  =  medium,  s  =  strong,  vs  =  very  strong  band  strength.  Figures(9.6)and(9.8)show  some  bands  of  the 
CO2  molecule  in  the  infrared.  CO2  has  electronic  absorption  in  the  visible  and  near  ultraviolet  regions. 

9.7.5  CH4  (Methane) 

Methane  (Herzberg,  1945)  has  no  rotational  spectra  since  it  is  a  spherical  top  molecule  (all  three 
moments  of  inertia  are  equal)  and  possesses  no  permanent  dipole  moment.  Its  infrared  vibration  spectrum  is 
complicated  by  Coriolis  interactions  with  overtones  of  the  spectrum.  Spectra  and  lists  of  lines  may  be  found  in 
Henry,  et  al.  (1970)  and  Plyer  (1960).  Figure(9.1  l)gives  a  low  resolution  spectrum  of  methane  in  the  range 
2-15  jum. 

The  electronic  spectrum  of  CH4  is  insignificant  for  wavelengths  longer  than  145.5  nm  and  consists  of 
continuous  absorption  bands  at  shorter  wavelengths. 

9.7.6  H2 

Because  it  is  a  homonuclear  molecule,  having  no  dipole  moment,  molecular  hydrogen  has  no  pure 

rotational  spectrum.  The  vibration-rotation  spectrum  has  bands  in  the  infrared  (Herzberg,  1950).  Bands  occui 
at  visible  wavelengths  in  emission.  Electronic  transitions  occur  in  the  vacuum  ultraviolet. 

9.7.7  N2O 

Nitrous  oxide  is  a  linear  polyatomic  molecule,  in  the  unsymmetrical  form  N-N-0.  It  has  a  rotational 
spectrum  (Townes  and  Schawlow,  1955)  in  the  microwave  range.  Three  major  infrared  bands  occur  at  588.8, 
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1285.0,  2223.5  cm"' .  Other  bands  are  listed  by  Herzberg  (1945).  Figure(9.12)shows  the  absorption  spectrum 
of  N2O  in  the  3-16  /im  spectral  range. 

5000  4000 cir  3000       2W0  2000   BOO  1400     1300       BCIO  IK»  1000    9iO       900        850  »00  7J0  TOO  CIT- 

"2   MICRONS  3 
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Figure  9.12    Spectrum,  2-15  nm,  N2O (after  Person,  et  al,  1956). 

The  electronic  transitions  of  N2O  have  several  broad  absorption  continua  starting  at  3065  A  with 
maxima  near  2900  A,  2730  A,  and  1820  A  (Herzberg,  1945).  There  is  a  window  near  2300  A. 

9.7.8  CO 

The  microwave  rotational  spectrum  of  CO  arises  from  a  dipole  moment  of  .10  debyes  (Townes  and 
Schawlow,  1955).  Its  infrared  spectrum  is  given  in  (F9.2). 

The  electronic  transitions  are  described  by  Herzberg  (1950). 

9.7.9  O3 

The  rotational  spectrum  of  ozone  is  described  by  Gora  (1959),  Trambarulo,  et  al.  (1953)  and 

Lichtenstein  and  Gallagher  (1970).  A  strong  complex  spectrum  starts  a  lower  frequency  of  9201  MHz  and 

extends  to  the  infrared  region.  The  rotational  constants  are  A  =  13349.0465  MHz,  B  =  1 1834.5493  MHz  and 
C  =  106536.1813  MHz,  but  the  spectrum  is  so  complicated  by  internal  molecular  interactions  that  the  simple 
rotational  spectral  formulae  (e.g.   9:22)   are  not  very  useful. 

The  infrared  spectrum  of  gaseous  ozone  has  normal  vibrational-rotational  bands  at  710,  1043.3  and 

1740  cm"' .  Other  bands  are  centered  at  2105,  2800  and  3050  cm"' .  (See  Herzberg,  1945  ,  p.  286.)  In  the 
visible  faint  ozone  bands  occur  at  6020,  5872,  and  5750  A.  The  electronic  spectrum  of  O3 ,  lying  mostly  in  the 

ultraviolet  region,  is  of  great  importance  in  the  earth's  atmosphere,  since  the  ozone  of  the  atmosphere  absorbs 
sunlight  very  strongly.  The  details  of  this  may  be  found  in  references  cited  by  Herzberg  (1967,  p.  510).  The 
spectrum  consists  of  bands  at  the  following  wavelengths;  Hartley  band  (2200  to  3000A,  peaked  near  2550A); 
Huggins  bands  (3000A  to  3450A,  weak  extension  to  3740A). 

The  bands  of  ozone  absorption  listed  above  have  a  very  important  consequence  for  atmospheric  remote 
sensing.  Ozone  is  a  very  strong  absorber  of  solar  radiation  in  the  wavelength  region  from  230  nm  to  300  nm.  In 
the  troposphere,  for  ranges  of  several  kilometers,  the  absorption  by  ozone  does  not  prevent  laser  probing. 
(More  precisely,  at  280  nm,  the  average  absorption  coefficient  in  the  lowest  6  km  of  atmosphere  is 

3X  10"' km"',  base  ten  .)  However,  sunlight  is  strongly  attenuated  by  ozone  predominatly  occurring 
between  10  and  40  ion.  (At  23  km  the  absorption  coefficient  is  2.1  km"' .)  Since,  in  daylight,  the  scattered 
sunlight  causes  most  laser  probing  devices  to  be  background  noise  limited,  when  operating  above  300  nm,  the 

elimination  of  sunliglit  realized  by  operation  below  300  nm  allows  a  considerable  increase  in  signal-to-noise 
ratio  (See  Chapter  23). 

9.7.10  HCl 

The  rotational  spectrum  of  HCl  begins  in  the  millimeter  region.  The  dipole  moment  is  1.18  debye 
(Townes  and  Schawlow,  1955).    Figure  (9.2)  shows  the  fundamental  absorption  of  HCl. 
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9.7.1 1  Sources  of  Information  on  Atmospheric  Spectra 

In  addition  to  references  already  given,  the  Bibliography  contains  extensive  sources  of  information  on 
atmospheric  spectra. 

9.8        Concluding  Remarks 

It  is  foreseeable  that,  in  the  future,  the  solutions  to  problems  in  atmospheric  transmission  and  emission 
will  be  obtained  through  readily  available  computer  programs.  At  present  this  capability  exists  only  for  the 
near  infrared.  Before  it  can  be  completed,  the  line  frequencies,  strengths  and  line  width  parameters  must  be 
determined  for  all  lines  of  all  important  atmospheric  constituents  at  all  frequencies  where  telecommunications, 
radar  and  atmospheric  probing  are  desirable.  In  addition,  further  theoretical  and  experimental  work  is  needed 
on  line  shapes  and  on  absorption  in  the  region  between  bands.  These  same  methods  are  applicable  to  the 
atmospheres  of  other  planets  and  to  stellar  atmospheres. 

The  author  wishes  to  thank  R.  F.  Calfee  and  R.  L.  Schwiesow  for  extensive  aid  and  discussions.  Much 

of  the  drudgery  of  preparing  figures  was  done  by  Miss  K.  Yoshida  and  C.  DeHaven,  for  which  I  express  my 
great  gratitude.  Discussions  with  Dr.  Y.  Beers  have  aided  very  much  in  accuracy  and  clarity. 
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This  chapter  discusses  scattering  theory  from  three  successive  points  of  view.  A  quantum 
mechanical  treatment  of  scattering  from  molecules  yields  scattering  cross  sections  for  resonance, 
fluorescence,  Rayleigh,  and  Raman  scattering.  Single  particle  scattering,  or  Mie  scattering,  from 
dielectrics,  is  analyzed  classically.  These  results  are  then  applied  to  collections  of  scatterers  to 
illustrate  collective  effects  such  as  coherent  scatter  from  high  density  scatterers,  scattering  from 
moving  particles  and  scattering  from  acoustic  waves.  Tropospheric  applications  are  repeatedly  used 
to  illustrate  the  results. 

10.0  Introduction 

Scattering  is  important  to  remote  sensing  both  from  the  point  of  view  of  a  sensing  interaction  and 
because  of  interference  with  the  probing  electromagnetic  radiation.  In  discussing  scattering  mechanisms,  we 
will  build  on  the  previous  spectroscopic  chapter  for  quantum  mechanical  principles.  In  turn,  the  results  of  this 
chapter  will  help  in  understanding  atmospheric  constituent  sensing  methods  and  Chapter  1 1  on  wave 
propagation  in  a  scattering  atmosphere. 

All  scattering  of  concern  to  this  chapter  involves  the  interaction  of  a  photon  with  the  bound  electrons 

of  a  material  particle.  In  particular,  we  exclude  nuclear  scattering,  scattering  of  x-rays,  scattering  from  free 
electrons  and  scattering  from  conductors  with  free  electrons.  The  scattering  of  photons  of  moderate 
(ultraviolet  or  less)  energy  from  dielectric  systems  includes  all  processes  of  significant  concern  to  remote 
sensing  of  the  troposphere.  Even  with  these  limitations,  the  topic  is  far  too  broad  to  treat  in  rigorous  detail. 
We  concentrate  on  important  results,  emphasizing  appUcations  and  Hmitations,  and  discussing  the  derivative 
concepts  important  for  each  scattering  result.  Similarly,  we  refer  the  reader  to  particularly  valuable  source 
literature,  with  no  attempt  to  do  justice  to  the  original  papers  in  the  field. 

Although  the  interacting  elements,  photons  and  bound  electrons,  are  identical  for  all  types  of 
tropospheric  scattering,  the  subject  naturally  divides  itself  into  two  types  of  scattering.  Fluorescence  (10.2.2), 

resonance  re-radiation  (10.2.2)  and  Raman  scattering  (10.3.2)  require  a  quantum  mechanical  treatment. 
Rayleigh  scattering  (10.3.2)  is  most  simply,  but  not  necessarily,  treated  by  quantum  techniques  as  well.  Mie 
scattering  (10.4)  is  best  analyzed  by  classical  electromagnetic  wave  formalism.  Sections  10.1,  10.2,  and  10.3 

provide  a  quantum  mechanical  treatment  of  the  applicable  scattering  types  while  10.4  reviews  the  classical 

analysis  of  single-particle  scattering.  Section  10.5  analyzes  scattering  from  collections  of  scattering  centers. 
Terminology  in  scattering  is  not  uniform.  One  finds  various  definitions,  exclusions  and  historical 

arguments  in  the  literature.  The  labels  assumed  without  definition  in  our  introduction  are  most  commonly 

used.  They  will  be  defined  more  effectively  as  the  relevant  theory  unfolds.  Some  authors  consider  that 

fluorescence  and  resonance  re-radiation  are  not  true  scattering  since  they  are  actually  an  absorption  followed 
later  by  the  emission  of  a  photon,  whereas  Raman  and  Rayleigh  scattering  are  single-step  interactions  involving 
two  photons  interacting  simultaneously  with  a  molecule.  For  atmospheric  purposes,  it  is  useful  to  treat  these 
effects  together.  Similarly,  certain  authors  (we  are  included)  prefer  to  call  classical  scattering  without 

frequency  shift  Tyndall  scattering,  although  a  majority  of  experimentalists  refer  to  this  as  Mie  scattering. 
Useful  expositions  of  the  liistory  of  scattering  theory  and  terminology  are  given  by  Kerker  ( 1969)  and  Placzek 
(1934).  It  is  important  to  realize  the  existence  of  these  different  viewpoints,  and  to  make  appropriate  mental 
bridges,  when  studying  the  source  literature  on  scattering  theory. 

10.1  Review  of  Atomic  and  Molecular  Theory 

We  specialize  here  the  notions  of  9.1  for  scattering  purposes.  In  the  process  we  will  point  out 
significant  signposts  along  the  quantum  mechanical  road  to  the  scattering  results,  without  any  attempt  to  be 
rigorous  or  convincing.  The  reader  interested  in  a  complete  development  will  refer  to  the  texts  mentioned. 
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particularly  Dirac  (1958),  Ditchburn  (1963)  and  Placzek  (1934).  Bridge  and  Buckingham  (1966)  consider 
scattering  theory  as  applied  to  the  measurement  of  depolarization  ratios  in  gases.  This  latter  exposition  is 
basically  a  special  case  in  more  detaO  of  the  more  general  theory  presented  by  Dirac  (1958)  and  Placzek 
(1934). 

Quantum  mechanics  postulates  a  function  ̂ (r),  called  a  wave  function  or  state  vector,  which 

characterizes  the  state  of  a  system  of  material  particles.  The  r  is  a  generalized  position  vector  in  a  space  of  n 
dimensions  where  n  is  the  number  of  degrees  of  freedom  of  the  system.  The  term,  4'(r),  is  normalized  so  that 

/ **(r)>I'(r)dr  =  1  =  <^(r)|>I'(r)>  (10: 1) 

where  we  have  introduced  the  implied  integration  brackets  of  Dirac  (1958).  Dirac  (1958)  incidentally  provides 
an  excellent,  though  lengthy,  background  for  understanding  quantum  scattering. 

Similarly  we  postulate  matrix  operators  which  transform  one  state  vector  into  another  in  the  form 

A|vl'>=|cjj>  (10:2) 

These  operators  are  linear  and  Hermitian  and  correspond  in  the  formalism  to  observable  quantities  such  as 

energy,  momentum,  dipole  moment  and  the  like.  The  term,  |^j>  is  an  eigenvector  of  the  operator  A  if 

A|^I'i>  =  ailV  (10:3) 

where  aj  is  a  real  constant  called  the  eigenvalue.  Any  |^>  can  be  expanded  in  terms  of  the  eigenvectors  |4'n> 
of  some  operator,  as 

N 

!*>=   Icnl*n>  (10.4) n=I 

where  N  may  be  finite  or  infinite,  depending  on  the  case,  and  Cj^  are  expansion  coefficients.  If  more  than  one 
Cjj  is  nonzero,  the  arbitrary  state  vector  |^>  is  said  to  be  a  mixture  of  eigenstates  |^j>. 

The  expected  physical  value  resulting  from  a  measurement  on  a  system  in  state  |^'>is  given  by 

<A>  =  <*|AH'>  (10:5) 

where  <A>  is  the  expected  result  of  the  measurement  and  A  is  the  appropriate  quantum  mechanical  operator 

for  the  physical  observable  measured.  If  |^>  is  an  eigenvector  |^j>,  then  <A>  =  aj,  the  eigenvalue.  Otherwise, 
A  will  have  some  dispersion  (i.e.,  distributed  probability  density)  depending  on  the  mixture  of  states  |^j>  into 
the  state  |*>  so  that 

N <A>=    X 
n=l '%  •  (10:6) 

Mandl  (1957)  discusses  observables  in  detail. 

10.1 .1   Energy  Levels  of  Atomic  and  Molecular  Systems 

In  9.1  we  saw  that  atoms  and  molecules  have  a  high  probability  of  existing  in  stationary  states 
(represented  by  eigenvectors)  with  clearly  defined  energy  levels  (eigenvalues  of  the  energy  operator  in  our 
notation).  A  useful  diagram  for  understanding  transitions  between  stationary  states,  depicted  graphically  by 

the  associated  energy  levels,  is  shown  in  (FlO.l).  Here  the  initial  state  ̂ j  is  changed  to  final  state  ̂ l/f  by 
interaction  with  incident  photon  of  frequency  Uq  involving  intermediate  state  ̂ ^  of  the  atom  or  molecule. 

The  quantization  of  energy  levels  is  a  natural  result  of  the  boundary  value  problem  implicit  in  (10:3) 

where  we  require  real  eigenvalues  aj.  This  sort  of  requirement  is  reasonable  for  stationary  states;  i.e.,  states  for 
which  the  expectation  value  <A>  is  a  constant  in  the  absence  of  external  perturbation. 

Actually,  the  postulated  wavefunction  of  the  system  (10:4)  is  more  completely  written  (using 

normalized  expansion  coefficients  c^) 

*('".0=I   Cni//n(r)exp(-27fiEnt/h)  (10:7) 
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Figure  1 0. 1    Representative  energy  level  diagram  for  discussing  the  Raman  effect. 

where  the  i//j^  are  a  complete,  time-independent  eigenvector  basis  set  and  Ej^  is  the  corresponding  eigenvalue  of 
the  total  energy  operator  H,  called  the  Hamiltonian.  By  a  basis  set  of  vectors  we  mean  a  set  suitably  chosen  so 

that  any  arbitrary  vector  may  be  represented  in  terms  of  this  set  in  the  manner  of  (10:4).  E^j  represents  one  of 
the  allowable,  quantized  energy  levels  (eigenvalues)  of  the  atomic  or  molecular  system.  If  the  system  is  in  some 

state  i,  then  Cj  =  1  and  all  other  Cj^  =  0  in  (10:7).  For  stationary  states,  only  the  ;^j^  need  be  considered.  Note 
that  the  eigenvector  basis  vectors  are  by  definition  orthonormal  so  that  corresponding  to  (10: 1)  one  has 

<^il"/'j>  =  5ij  (10:8) 

where  Sj:  is  the  Dirac  delta  function. 

10.1.2  Transition  ProbabiUties 

Traditionally,  transition  probabilities  are  discussed  in  terms  of  time-dependent  perturbation  theory 
where  the  incident  photon  perturbs  the  stationary  state  of  the  atom  or  molecule  and  induces  a  transition.  For 
our  consideration  of  scattering  phenomena,  a  second  order  process,  the  more  elegant  method  of  Dirac  (1958) 

displays  the  significant  results  in  a  better  fashion  than  is  done  by  time-dependent  perturbation  theory.  In  the 

case  of  Dirac's  theory,  the  atom  or  molecule  and  the  incident  photons  are  treated  as  a  quantum  mechanical 
whole  to  which  the  techniques  mentioned  in  10.0  are  applied.  In  the  following  derivation  sketch,  note  how 
naturally  the  different  types  of  scattering  are  defined  as  various  terms  in  the  scattering  result.  Ditchburn 

(1963)  gives  a  useful  distillation  of  Dirac's  method. 
We  will  represent  the  interaction  mechanism  which  gives  rise  to  the  desired  transition  by  some 

operator,  later  called  H^..  H^,  is,  in  general,  time  dependent.  If  H^  is  to  cause  a  transition,  the  state  vector  *j  for 
the  whole  system  cannot  be  an  eigenvector  of  H^.;  for  if  it  were,  (10:3)  shows  that  the  system  is  unchanged  (^j 
has  not  changed).  In  this  case,  no  transition  would  have  occurred.  Since  a  transition  is  a  time-dependent 

process,  we  retain  the  time  dependency  in  (10:7),  signified  by  the  uppercase  4'j.  All  Cj,  but  one  are  zero  in 
(10:7)  because  the  system  begins  and  ends  in  a  stationary  eigenstate.  The  system  eigenvector  ̂ j,  not  an 

eigenvector  of  H^,,  will  be  changed  by  the  action  of  H^,  to  some  other  vector  *'  which  is  not  necessarily  an 
eigenvector  of  the  system,  but  which  can  be  expressed  by  (10:7)  where  the  c^  are  expansion  coefficients  in 
terms  of  the  stationary  states.  This  action  results  in 

where  h  is  some  generally  complex  constant.  Notation  can  be  simplifed  by  relaxing  the  normalization 

condition  on  |^'>  and  including  h  in  the  Cji  so  that 

Hcl*i>  =  |xl''>  .  (10:10) 
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A  fundamental  postulate  of  quantum  mechanics  is  that  the  probability  of  an  observation  (in  this  case  a 

transition  from  state  i  to  f )  is  the  square  of  the  appropriate  coefficient  in  the  state  vector  expansion.  We  write, 
following  (10:6), 

P(i-f)  =  CfCf*  =  |cf|^  (10:11) 

for  the  probability  of  finding  the  system  in  state  f ,  or 

P(i-0  =  l<%l*'>l'  =  |<>I'fiHcl*i>|'  .  (10:12) 

Operator  H^,  changes  |*j>.  The  inner  product  picks  out  the  coefficient  Cf  from  the  expansion  of  the  changed 
vector.  This  postulate  is  really  another  expression  of  (10:6)  which  can  be  written  in  the  form 

<A>=   Y  ̂ ^nCn^n  (10:13) 
n=l 

where  aj^  is  the  n"^  eigenvalue  of  the  operator  A  and  we  have  weighted  the  eigenvalues  by  the  probability  the 
system  is  in  the  n^'^  state.  The  probabiUty  itself  is  as  given  in  (10:12). 

The  analysis  leading  to  (10:12)  assumes  that  Hj.  is  time-independent,  as  for  example  in  the  case  of  a 
steady  magnetic  field.  In  the  case  of  an  incident  photon,  the  perturbation  is  time  dependent  as  photons  arrive 

and  depart.  Following  Dirac  (1958),  section  44,  we  separate  the  time-dependent  operator  H^  into  an  operator 
T  operating  only  on  the  time  dependency  of  the  interaction  and  an  operator  H^.  (which  may  also  be  itself  a 
function  of  time)  operating  on  the  other  n  dimensions  of  the  space  of  the  state  vector.  This  separation  is  an 

alternative  expression  of  the  time-dependent  Schrodinger  wave  equation  of  9.1  (see  also  10: 18).  That  is, 

^  =  (ih)-'H(t)T.  (10:14) 

For  the  time-dependent  probability, 

P(i-f)  =  |<%|Hcl^i>|'  =  -h-2|<xl/f|Hcl*i>|^  .  (10:15) 

Photon  motion  is  removed  from  the  transition  probabiHty  in  this  way  and  only  H^,  for  the  continuous  photon 
field  need  be  considered.  Equation  (10:15)  is  an  especially  useful  form  for  systems  of  interest  for  tropospheric 
scattering  problems. 

We  now  consider  the  form  of  the  scattering  perturbation  operator  H^,  of  (10:10).  For  the  atom  or 
molecule  and  the  radiation  field,  we  represent  the  Hamiltonian  or  total  energy  operator  as 

Ht  =  He  +  Hc  +  Hr  (10:16) 

where  Hg  is  the  Hamiltonian  for  the  electronic  (atomic  or  molecular)  system  alone,  H^  for  the  assembly  of 
photons  alone,  and  H^,  is  the  Hamiltonian  corresponding  to  the  interaction  energy.  If  the  photons  and  bound 
electrons  interact  only  slightly,  we  may  to  a  good  approximation  write  the  wave  function  for  the  system  as  the 

product  of  electronic  wavefunction  ^j,  (10:6)  and  some  wavefunction  *„  for  the  photon  system.  Here,  4>q  is 
formally  similar  to  the  state  vectors  for  a  system  of  simple  harmonic  oscillators.  This  product  is  of  the  form 

%  =  ̂ n*q-  (10:17) 

Then  Hg  operatmg  on  ̂ ^g  will  return  the  eigenvalue  E^  for  the  energy  of  the  electronic  system  while  H^  on 
^fiq  will  indicate  the  energy  of  the  radiafion  system.  In  other  words,  for  the  combined  system  without 

interaction,  the  eigenvalues  are  the  sums  of  bound  electronic  and  radiation  energies,  while  the  eigenvectors  are 

the  products  of  the  subsystem  state  vectors.  ̂ ^^^  is  not  an  eigenvector  of  H^,  however. 

The  specific  form  of  the  interaction  Hamiltonian  is  obtained  using  an  analogy  to  classical  mechanics, 
transformed  by  quantum  mechanical  correspondence  postulates,  and  then  tested  on  typical  eigenvectors  for 
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the  correct  result.  For  example,  Hg  takes  the  form 

Hg  =  -ih—  , 

at 

(10:18) 

so  that  (10:18)  applied  to  (10:7)  by  (10:3)  gives  E^  as  the  eigenvalue  for  the  bound  electronic  energy  of  the 

system  in  the  nth  state.  The  interaction  (combination)  Hamiltonian  H^.  is  obtained  by  analogy  to  a  system 
consisting  of  a  single  electron  of  charge  e  and  mass  m  moving  in  a  time-dependent  electrostatic  force  field.  This 
field  is  completely  described  by  a  vector  potential  A  chosen  so  that  the  scalar  potential  vanishes.  The  classical 

interaction  between  the  field  characterized  by  A  and  the  electron  characterized  by  momentum  p  is 
1 

^r*locc  _ 

"class 

2m 

(P  +  ̂A)^ 

~(P-A)  + 
mc 

2mc' 

(A^). 

This  form  produces  the  expected  classical  result. 
Potential  A  can  be  resolved  into  Fourier  components  as 

/ A  =  /  [Ajf  exp(-ik'r  +  Inw^^t)  +  Aj^  exp(ik'r  -  27rii'jjt)]  d^k 

or  in  the  discrete  k-value  case,  rather  than  the  continuum  case. 

k 

r 

Ap.  exp(-ik'r  +  27rii^i^t)  +  Aj^  exp(ikT  -  27rii'i(t) 

Pk 

(10:19) 

(10:20) 

(10:21) 

where  pj^  is  an  arbitrary  density  of  points  in  k  space  and  27ri^  =  c|k|  so  that  k  is  the  photon  wave  vector 
associated  with  the  complex  amplitude  vector  Aj^.  Aj^  has  two  orthogonal  components,  corresponding  to  two 
independent  states  of  linear  polarization,  which  components  are  mutually  perpendicular  to  k. 

The  discrete  case  introduces  quantization  of  the  electromagnetic  field.  Formally,  each  Fourier 
component  can  be  identified  with  an  equivalent  simple  harmonic  oscillator  as  we  discussed  when  introducing 

the  photon  field  eigenvectors,  <^q.  The  relation  between  the  continuous  and  discrete  representations  of  the 
photon  field  mist  be  discussed  in  detail  to  properly  evaluate  matrix  elements.  We  differentiate  between 

photon  eigenvectors  ̂ q   and  4>^  that  refer  to  the  continuous  and  discrete  representations  respectively. 

Equations  (.10:20)  and  (10:21)  are  a  special  case  in  k-space  of  the  relation,  expressed  here  in  p-space 
(momentum), 

I f(p)d^p fD(p)p„-'   or   I  f(k)d^k 

f«(k)pk 

(10:22) 

p  ""v  k 
where  pp  is  the  number  density  of  discrete  points  or  oscillators  in  the  appropriate  momentum  space  and  p\^  is 

in  k  or  energy  space. 

To  obtain  the  relation  between  4>j^  and  <I>P consider  the  normalization  conditions  (10: 1).  For  a  photon, 

momentum  |p|  equals  ht'/c  so  that  vector  momentum  p  equals  We  and  p  and  k  spaces  are  equivalent  except  for 
a  factor  of  h.  That  is,  in  the  discrete  case. 

Pk  =  Pph^ 
The  normalization  conditions  are 

From  (10:22)  one  may  write  this  as 

<<I>{^'|*{^>=  1  =       l<*,^i*,^>d^k    . f 

j<^m 
>Pkd'k  =  1 

(10:23) 

(10:24) 

(10:25) 
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so  that  by  comparison,  recalling  the  k  and  p  equivalence  for  the  normalization, 

<I>k  =  ̂ ^Pk''^  or  <|.p  =  *^Pp"^    .  (10:26) 

The  basic  representation  of  eigenvectors  as  in  (10:7)  is  in  position  or  r  space  rather  than  in 

energy-momentum  space  as  discussed  immediately  above.  Basic  matrix  elements  will  be  evaluated  between 
state  vectors  in  r  space,  but  in  order  to  use  photon  momentum  operators,  the  state  vectors  must  be 
transformed  to  p  space.  This  transformation  takes  the  form  (Dirac,  1968,  sections  23  and  50) 

$(p,t)  =  h-"/2<|.(r,t)  (10:27) 

where  n  is  the  number  of  degrees  of  freedom  or  dimensionality  of  the  space.  For  photons,  n  is  three  so  that 

<J<r,t)  =  h^'^^ip,t)  (10:28) 

It  is  interesting  to  note  that  the  number  of  photons  per  unit  of  (momentum)  phase  space  is  h"^  times 
the  number  of  photons  per  discrete  state.  This  is  closely  related  to  the  r  space  to  p  space  transformation  of 

(10:28).  The  density  of  oscillators  in  k  space  p^  is  an  arbitrary  parameter  which  must  drop  out  of  all 
calculated  results  for  observable  quantities. 

As  in  the  simple  harmonic  oscillator  case,  the  excitation  state  of  the  radiation  field  can  change  by  only 

one  quantum  for  each  k  in  a  given  interaction.  For  example,  in  absorption  a  photon  of  energy  hi^  disappears 
(Ajj  is  reduced  by  one  quantum)  and  the  bound  electronic  system  changes  to  a  state  of  higher  energy,  from  Ej 

to  Ef  where  AE  =  hi^. 
To  pass  to  the  quantum  mechanical  form  of  (10:19)  note  that  the  operator  corresponding  to 

momentum  p  is  simply  multipUcation  by  mf,  and  for  A  substitute  (Aj^  +  A^)  utilizing  (10:21).  The  important 
interaction  Hamiltonian  is  then 

"c  =  ̂   Ypi^k  +  A*)pk"  +  ̂     /(Ak  +  A*)-(Ak'  +  A*OPk-'Pk'"''  (10:29) k  kic 
where  the  appropriate  oscillatory  exponentials  of  (10:20)  and  (10:21)  are  included  impUctly.  The  Aj^  of 
(10:29)  represent  a  vector  potential  operator  that  is  the  quantum  mechanical  analog  of  the  classical  A^  of 
(10:21).  This  notation  emphasizes  the  analog  between  the  classical  and  quantum  quantities;  it  should  cause  no 

confusion  since  the  quantum  A^  wUl  be  replaced  by  number  operator  rj^g  immediately  below.  Before  the 
operator  is  useful,  we  must  convert  the  Aj^  vector  coefficients  to  simple  number  operators  i7kg-  The  second 
subscript  C  refers  to  the  two  independent  polarization  states  corresponding  to  each  Fourier  component  of  the 

radiation  field.  Operator  7?k£  *  ̂ kC  operating  on  $5  as  in  (10: 17)  returns  as  an  eigenvalue  n^g  the  incremental 

occupation  number  of  the  representative  simple  harmonic  oscillator.  The  energy  in  the  radiation  subsystem 
may  be  expressed  by  classical  analogy  in  terms  of  the  volume  integral  of  functions  of  Aj^  and  alternatively  by  a 
consideration  of  the  energy  of  the  ensemble  of  representative  oscillators.  The  energy  is  expressed  by  the 

radiative  Hamiltonian  Hj.  which,  using  a  volume  integral,  turns  out  to  be 

Hr  =  47r2     ̂ ^kUj,- AJ^p^"',  (10:30) k 

or  expressing  each  of  the  two  non-zero  components  of  the  A^  as  for  the  rj^g, 

Hr  =  4.^     lk^A,g.A*,p,-  .  (10:31) 
kg 

In  both  (10:29)  and  (10:31)  the  quantum  mechanical  A^  includes  implicitly  the  appropriate  exp(27rij^t) 
factor  of  (10:21)  which  is  consistent  with  the  notion  of  the  representative  oscillators  as  an  equivalent 

formalism  where  one  oscillator  corresponds  to  each  possible  photon  state.  In  terms  of  the  oscillator  operators, 

Hr=     2,^knkrvk  (10-^2) kC 
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where  we  have  neglected  the  zero-point  oscillator  energy  which  has  no  dynamical  consequence.  Equating 

(10:31)  and  (10:32),  associating  the  square  root  of  each  coefficient  with  each  of  the  operators, 

AkC  =  ch"^^-''Vk"'%e(2^)''  •  (10-33) 

It  is  convenient  to  express  the  vector  products  of  (10:29)  in  terms  of  the  two  non-zero,  independent  £ 

components  of  polarization.  Substituting  (10:33)  into  (10:29)  we  obtain  the  operator 

Ch  'N  ,  *    ̂        -1/2  „     -1/2 

kC 

The  identity 

2^^!^     Z  (^kC  +  \e)(%'e'  +  <-gO(C-C')i^k"'''^k'"'''Pk-'"Pk'""'      (10:34) 
k£ 
k'C 

p  =  mx  (10:35) 

is  useful  for  clarity  in  (10:34).  This  operator  replacement  leads  to  matrix  elements  of  the  form  Wf|x|^jy5 

which  can  be  directly  differentiated  by  making  use  of  the  time  dependence  in  (10:7).  After  differentiation,  the 

time  dependence  of  course  remains  in  the  ̂ ]^  so  that  we  can  write 

<%|x|>I'i>  =  -27rii^fi<*f|x|*i>  (10:36) 

where  Uf^  is  (uf—  i^j),  the  frequency  (energy)  difference  between  the  stationary  states  of  the  system.  Note  that 
this  derivation  applies  only  to  basic  eigenvectors  of  the  system.  Equation  (10:36)  exhibits  the  time  derivative 
of  the  displacement  operator  on  the  system.  The  limitation  to  stationary  states  (eigenvectors)  is  completely 
reasonable  for  tropospheric  scattering  since  the  bound  electronic  systems  start  and  end  in  stationary  states. 

We  are  now  prepared  to  discuss  various  types  of  scattering. 

10.2      Two  Step  (Single  Photon)  Scattering 

The  first  term  in  (10:34)  can  represent  a  single  photon  process  where  the  oscillator  ensemble  gains  or 
loses  a  single  quanta  (a  photon  appears  or  disappears)  and  the  bound  electron  system  (atom  or  molecule) 

changes  from  one  stationary  state  4'j  to  another  eigenstate  ̂ g.  The  second  term  in  (10:34)  can  only  involve 

two  photon  processes.  It  will  be  treated  in  10.3.  If  a  single  photon  process  is  to  be  interpreted  as  "scattering," 
one  must  observe  a  series  of  Avo  such  single  photon  processes.  First,  a  photon  Vq  disappears  and  the  electronic 
system  undergoes  a  transition  from  state  *j  to  *„.  Subsequently,  after  a  time  determined  by  the  transition 

probabihty  for  the  system  in  state  ̂ „,  a  photon  v^  appears  (is  "scattered"  out)  and  the  bound  electronic 
system  changes  from  state  ̂ g  to  ̂ f. 

Some  authors  suggest  that  this  process  is  not  true  scattering.  Certainly  it  is  not  a  two-photon  process 
but  rather  two  single-photon  processes.  Experimentally,  one  treats  both  one  and  two  photon  processes 
identically.  Theoretically,  both  processes  naturally  follow  from  the  same  interaction  Hamiltonian.  For 

tropospheric  purposes,  we  will  discuss  two-step  scattering  as  a  scattering  process. 
At  sea  level,  a  typical  atmospheric  molecule  experiences  a  mean  time  between  collisions  in  the  order  of 

10"'  seconds.  Lifetimes  of  molecules  in  excited  states  vj/  vary  widely  but  10"*  seconds  is  a  representative 
figure.  It  is  highly  likely  that  a  molecule  in  the  troposphere  excited  in  the  first  step  of  the  two-step  scattering 
process  will  be  de-excited  by  collision  with  another  molecule  in  a  nonradiative  fashion.  Then  the  second  step 
of  the  scattering  never  occurs  and  we  say  the  scattering  is  quenched.  The  probability  of  a  collision  causing  a 
nonradiative  quenching  is  generally  less  than  unity  and  can  be  quite  small.  The  actual  probability  of  a 
nonradiative  decay  depends  on  the  excited  molecule,  the  excited  state  ̂ o  and  the  colliding  molecule.  For 

example,  a  polar  molecule  such  as  HCfi  would  likely  be  a  more  effective  quenching  agent  than  Ar,  and  a  long 

lived  excited  state  is  more  likely  to  be  quenched  than  one  which  undergoes  rapid  spontaneous  decay. 
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Pressure  quenching  is  highly  important  to  consideration  of  two-step  scattering  in  the  troposphere. 
Much  experimental  work  remains  to  be  done  to  measure  quenching  probabihties  for  natural  and  pollutant 
atmospheric  molecules.  Until  these  probabilities  are  known,  we  cannot  effectively  evaluate  the  potential  of 
two-step  scattering  as  a  method  for  remote  sensing  of  the  troposphere. 

10.2.1  Calculation  of  Single  Photon  Scattering 

To  discuss  two-step  scattering  quantitatively,  we  specialize  (10:15)  with  (10:17),  (10:35)  and  (10:36). 
The  TJifg  and  pg  are  commuting  operators  which  act  independently  on  the  appropriate  radiation  and  electronic 

(molecular)  subsystems  respectively.  The  rjj^g  destroy  or  create  a  single  photon  which  we  represent  by  <E>Pfor  a 

photon  acted  on  which  has  energy  hi^.  Note  that  the  eigenvector  time  dependence  of  (10:7)  is  still  attached 

to  $q  and  ̂ j^  or  to  ̂ ^q  in  the  double-subscript  notation  of  (10:17). 
We  require  for  (10: 15)  matrix  elements  of  the  form 

<>I'g|Hc|*i'I'o>  and  <%$s|Hj>I'g>  (10:37) 

for  absorption  and  emission  processes  respectively.  It  is  convenient  to  first  separate  out  the  time  dependence 

of  the  wave  functions.  The  time  variation  of  the  initial  state  ̂ jq  depends  on  the  total  system  energy  so  that 
(10: 17)  with  (10: 7)  gives 

*io  =  *i*o  =  ̂ ''i  exp(-27riEjt/h)0o  exp(- 27rii^ot)  =  i/zj^q  exp [- 27ri(j;o  +  v^t]  ,  (10:38) 

where  the  lower-case  \pa  represent  time-independent  eigenvectors.  Including  the  time  dependence  of  ̂ „  as  a 

product,  the  total  time  function  for  the  absorption  interaction  is  written 

F,(t)  =  exp[-2rri(j^o-  J^gi)t]  (10:39) 

with  the  double  subscript  notation  of  (10:36).  The  matrix  element  becomes 

for  absorption. 
For  emission,  a  similar  argument  gives  the  time  function 

F2(t)  =  exp[27ri(i's-  i'gf)t]  ,  (10:41) 

and  the  matrix  element 

<^I'f*s|Hc|^I'g>  =  <;//f0s|Hc|.//g>F2(t)  .  (10:42) 

If  Vq  or  v^  is  close  to  a  real  energy  level  difference  in  the  molecule,  the  first  term  of  H^.  predominates. 

The  matrix  element  of  the  first  term  in  H^,  may  be  evaluated  in  the  form  <i/'glH,,li//j0P>  or  <\l^f(p^\H^\\lj„>  for 

absorption  and  emission  respectively.  The  0^(r)  photon  wavefunctions  are  written  in  r  (coordinate)  space  to 
be  consistent  with  the  i//j(r)  in  the  form  (10:7) 

From  this  point,  the  development  for  absorption  and  emission  differs.  Consider  first  absorption. 
Fundamentally,  the  photon  momentum  operators  are  much  more  convenient  than  total  energy  operators  for 
relafivistic  systems.  Therefore  (10:28)  is  used  to  replace  the  r  space  wavefunctions  with  the  p  space  form;  this 

introduces  a  factor  h^'^.  The  (P^(t)  are  also  in  terms  of  total  energy  W  (the  energy  of  the  representative 

oscillator  of  10:21).  Hence  the  oscillator  density  Prj''''  associated  with  the  photon  wavevector  must  be 

corrected  by  a  weight  factor  (dW/dp)''''  =  (1/c)''''  for  photons  when  0''(p)  is  introduced  into  the  matrix  element. 
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Note  that  p  is  hi>/c  or  W/c  where  c  is  the  speed  of  hght.  The  discrete  oscillator  density  in  k  space  is  changed  to 

p  space  by  (10:23);  replacing  Pj^"''''  by  p  '''''  introduces  a  factor  h'^'^.  The  discrete  wavefunction  0g(p)  is 

replaced  by  continuous  (Pq(p)  p''^^  by  means  of  (10:26).  Integration  over  all  photon  variables  proceeds  as  in 
(10:22).  The  matrix  element  becomes,  by  (10:35)  with  the  modifications  above, 

pUi'2 

<^g|HcK.O-)>  =  ̂ ^^^^^^^...<^g|P|^i>  •  ('0^43) 

In  the  electronic  space,  (10:36)  allows  replacement  of  the  electronic  momentum  operator  by  the 

dipole  operator  ex  and  a  multiplicative  factor  of  (-27rit'oi).  This  yields 

for  absorption.  Vector  x  is  replaced  by  the  component  Xq  in  the  direction  of  polarization  of  the  incident  light. 
See  for  example  the  discussion  preceding  (10:35)  for  a  discussion  of  the  two  independent  states  of 
polarization  of  the  radiation  field. 

The  transition  probability  is  found  from  (10:15)  with  (10:40)  and  the  preceding  matrix  elements 

(10:44)  to  be 

Pa(i-g) 

h^oc 

<^g|eXo|i//i>F,(t)p  .  (10:45) 

•/o 

This  transition  probability  is  still  time  dependent. 
Consider  the  first  step  of  the  scattering  process,  which  consists  of  the  absorption  of  a  photon  of 

frequency  Vq  and  a  change  in  the  molecular  state  from  i  to  g.  To  evaluate  the  total  probability  of  a  transition 

in  some  small  time  interval  t  =  0  to  t  =  t,  say  P.^(i-g),  we  integrate  (10:39)  with  respect  to  time  giving 

''                   exp  [- 27ri(i'„  -  v^xy]  -  1 
Fi(t)dt  =  ,  .  °   ^    .  (10:46) 

Here  P^(i— g)  is  on  the  basis  of  a  single  photon-molecule  encounter  in  real  space.  To  convert  to  measurable 
system  variables  (traditional  absorption  coefficient)  consider  an  incident  unidirectional  photon  beam  with 
some  distributed  energy  and  a  flux  of  one  photon  per  unit  area  per  unit  time  per  unit  energy  (hf)  range.  The 

energy  density  in  frequency  units  p{u)  is  assumed  constant  in  the  region  i^  —  Vq  but  is  otherwise  arbitrary.  Since 

the  resonance  denominator  in  (10:46)  preferentially  selects  those  Vq^v^,"^^  set  i'Q-Va\  in  (10:45)  (at  the 

center  of  the  applicable  Vq  distribution)  and  integrate  (10:46)  with  respect  to  Vq.  Substituting 

x  =  2Tr(VQ  -  v\^[)t,  the  integral  becomes 

/    F,(t,(^)dt|    dv  =  (T/Tr)l      [(1  -  cos  x)/xMdx  =  7  .  (10:47) 

For  the  transition  probability  per  unit  time  we  divide  by  t.  Performing  these  modifications  on  (10:45)  we 
obtain 

Pa(i  -  g)  =  ̂-1^  i<^k|eXo|^i>|^  (10^48) 
for  the  absorption  coefficient  per  molecule  for  a  photon  beam  of  one  photon  per  unit  area  per  unit  time  per 
unit  frequency  range. 

The  emission  of  a  photon  from  the  excited  molecule  is  the  second  step  of  the  two  step  (single  photon 
interaction)  scattering  process.  Since  the  emission  is  dependent  on  the  state  of  the  molecule  and  not  on  the 
specific  excitation  process,  it  is  obvious  that  on  the  average  the  emission  process  is  isotropic. 

A  change  of  coordinate  system  to  spherical  coordinates  is  therefore  appropriate.  We  are  interested  in 

the  emission  of  a  photon  with  momentum  |p|  =  hf/c  in  any  direction.  The  state  vector  4>^^^  of  interest  in 
(10:42)  is  written  in  spherical  polar  coordinates,  consistent  with  the  nature  of  the  scattering  process.  The 

superscript  i  for  isotropic  denotes  the  spherically  symmetric  state  vector,  0^'  is  in  terms  of  frequency  (total 
energy  W  =  hi^g)  and  the  polar  angles  6  and  0.  This  final  state  is  one  of  a  continuous  range  of  possible  states. 
Since  spatial  coordinates  r  do  not  appear  in  the  emission  interaction,  the  transformation  (10:28)  need  not  be 
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applied.  The  omission  of  this  transformation  is  in  contrast  to  the  absorption  case.  As  in  the  case  of  absorption, 

the  discrete  oscillator  density  associated  with  0^'  ii',d,<p)  requires  a  density  weight  factor  (dWdp)''^^  =  (h/c)"''' 
when  conversion  from  ii',d,(p)  to  (p,9,0)  space  is  made.  The  discrete  oscillator  state  vector  0^'is  replaced  by 

the   continum    expression  <PlPp''^   as  in  (10:26).   Tfiis  substitution  introduces  the  factor  Pp'''^   into   the 
simplification  of  (10:42).  The  density  expression  is  still  in  spherical  coordinates.  The  unit  volume  in 

continuous  phase  space  is  expressed  in  Cartesian  and  spherical  coordinates  as  dpj^dpydp^  and  p^sin9dpd6d0 
respectively.  A  conversion  from  (p,0,0)  space  to  (Px.Py.Pz)  space  is  required  to  evaluate  matrix  elements  in  the 

conventional  sense.  The  element  in  Cartesian  coordinates  must  then  be  multiplied  by  a  weight  factor  (p^sin 

6)  '  to  equal  the  matrix  element  in  the  spherical  coordinates  used  for  the  emission  probability.  That  is, 

<4^^,%\^^>  =  (p^  sin  ̂ y'^<^Pf4>s\iic\^g>  -  (10:49) 

Using  (10:23)  the  density  P^"''^  in  (10:34)  is  replaced  by  h"^'^Pp"''^  as  before.  The  transformation  factors are  included  with  integration  over  all  photon  variables  and  replacement  of  the  electronic  momentum  operator 
by  the  dipole  operator  (10:36)  to  yield  the  matrix  element 

(+27ri!^„f)(p^  sin  ey^ 

Component  Xg  in  the  direction  of  polarization  of  the  emitted  light  reflects  the  fact  that  the  dipole  matrix 
element  must  be  taken  in  the  direction  of  radiation  polarization. 

The  transition  probabihty  from  (10: 15)  with  (10:42)  and  (10:50)  is 

ilnfp^  sine  ulf 

^'^^  '  ̂  ̂   ^3^^       ̂   l<^f1eXs|VF.(t)|^  .  ^'^-^'^ 

In  a  similar  manner  to  the  absorption  case,  we  integrate  F2(t)  with  respect  to  time  from  0  to  r  and  integrate 

the  square  of  the  resultant  with  respect  to  v^  for  all  u^  since  we  are  interested  in  the  emission  of  any  photon. 

This  latter  integration  picks  i'j~p'  ̂ so  p^  may  be  set  equal  to  t-gf  in  (10:51).  Wavefunction  0'  is  for  a 
particular  6  and  0  direction  of  p.  To  convert  to  a  probabihty  per  unit  solid  angle  we  integrate  over  all  6  and  (p 
and  divide  by  47r  steradians.  This  averaging  has  the  effect  of  eliminating  the  sin  6  factor.  For  p  we  substitute 

hi^gf/c.  The  transition  probability  per  unit  time  requires  division  by  t.  These  modifications  on  (10:51)  result  in 

Pe(g-0  =  -|^    |<^f1ex3|0g>|^  (10:52) 
for  the  probability  of  spontaneous  emission.  Stimulated  emission  is  not  generally  applicable  to  remote  sensing 
since  the  incident  fluxes  are  small. 

Collisions  of  the  excited  molecule  with  other  atmospheric  molecules  will  tend  to  non-radiatively 

de-excite  the  single  photon  (two-step)  scattering  molecule.  The  efficiency  of  these  coUisional  de-excitation 
mechanisms  is  extremely  difficult  to  calculate,  even  in  principle,  for  most  molecules.  We  represent  the  inverse 

of  this  pressure  quenching  probability  as  Q  where  Q  =  1  for  the  case  of  the  isolated  molecule  (no  quenching) 

and  Q  ->^  0  where  the  likelihood  of  a  collisional  de-excitation  is  extremely  high  in  a  time  period  characteristic 
of  the  radiative  lifetime  of  the  molecule  [lifetime  T=l/P(g-f)]-  Probability  Q  will  depend  on  the  number 
densities  of  relevant  gases  nj  (quenching  efficiency  depends  on  the  character  of  the  colliding  molecule),  the 
temperature  T,  the  pressure  p  and  the  intermediate  state  g  or  Q(nj,T,p,g).  This  value  Q  is  determined 
empirically  by  controlled  laboratory  experiments. 

10.2.2  Apphcations 

There  are  various  ways  of  expressing  the  scattering  efficiency  of  a  molecule  (or  general  scattering 
center).  The  preceding  discussion  (10.2.1)  evaluated  absorption  and  emission  in  traditional  terms  of  transition 
probabilities.  The  absorption  coefficient  is  a  probability  of  absorption  per  unit  photon  flux  (number  incident 
per  unit  area  per  unit  time)  and  the  emission  coefficient  is  a  probability  per  unit  time  of  a  photon  being 
emitted  from  an  excited  system.  A  useful  form  for  scattering  efficiency  is  the  differential  scattering  cross 
section  da/dJ2.  This  is  defined  most  simply  as 
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da(Q,)  _  (number  of  photons  scattered  into  solid  angle  dO,  per  unit  time  per  molecule)      /-im-ctn 
dfi  (number  of  photons  crossing  unit  area  per  unit  time) 

or  similarly  in  terms  of  energy,  where  for  number  of  photons  substitute  energy.  Here,  da(i7)/dfi  has  the 
dimensions  of  an  area  and  is  in  general  dependent  on  the  scattering  angle  fi.  For  the  particular  case  of 
isotropic  scattering  considered  here,  da/dH  is  independent  of  ̂ 2  and  the  value  of  differential  cross  section  is 
examined  on  a  per  molecule  basis. 

The  transition  probabilities  (10:48)  and  (10:52)  are  not  directly  applicable  to  a  computation  of  the 
differential  scattering  cross  section.  They  are  in  fact  initial  probabilities  per  unit  time,  valid  for  times  short 
with  respect  to  the  lifetime  of  the  initial  state,  or  equivalently,  with  respect  to  the  mean  time  for  a  transition 
to  occur.  Since  time  does  not  appear  explicitly,  it  is  obvious  that  the  probability  increases  linearly  with  time. 
This  increase  is  not  consistent  with  physical  reality  for  times  longer  than  the  lifetime  of  the  original  state. 
Essentially,  the  model  leading  to  probabilities  (10:48)  and  (10:52)  ignores  the  depletion  of  the  initial  state  by 
the  transition  itself.  A  simple  thought  experiment  demonstrates  the  reality  of  steady  state  or  time  integrated 
transition  probabihties.  Consider  a  collimated  beam  incident  on  a  cell  of  known  length  and  known  scatterer 

concentration.  The  attenuation  of  the  beam  gives  a  direct  measure  of  the  steady  state  transition  probability  for 
absorption.  Similarly,  the  scattered  intensity  into  a  detector  subtending  solid  angle  dll  is  a  direct  measure  of 
the  steady  state  transition  probability  for  absorption  followed  by  emission  at  the  chosen  frequency  (including 
quenching  effects).  The  product  of  the  two  time  independent  probabilities  for  absorption  and  emission  yields 
the  differential  scattering  cross  section. 

To  obtain  the  time  integrated  (thus  time  independent)  transition  probabilities  needed  to  evaluate  the 

differential  cross  section,  we  introduce  the  notion  of  natural  line  breadth  or  radiation  damping  effects.  We 

assume  the  probabilities  (10:48)  and  (10:52)  are  valid  for  a  system  with  probability  p(t=0)  =  1  of  being  in  the 
initial  state.  We  further  assume  that  the  probability  of  finding  the  system  in  an  initial  excited  or  ground  state 

decreases  with  time  after  the  perturbation  begins  as  p(t)  =  exp(-7t/2).  Heitler  (1954)  in  his  section  18 
demonstrates  that  for  a  simple  two  level  system,  y  for  emission  is  equal  to  the  total  (initial)  spontaneous 
transition  probability  per  unit  time  for  emission.  This  is  reasonable  since  the  higher  the  transition  probability, 
the  faster  the  probability  of  finding  the  system  in  the  initial  excited  or  ground  state  decays  with  time.  In  the 
sense  that  y  is  defined  to  be  the  reciprocal  of  the  mean  lifetime  of  an  excited  or  pumped  state,  it  must  just  be 
equal  to  the  transition  probability  for  emission  or  absorption  respectively. 

The  uncertainty  relation  for  energy  and  time, 

AEAt  =  h,  (10:54) 

indicates  that  AE  =  h7  since  the  mean  lifetime  of  the  excited  two  level  system,  At,  is  just  I/7.  This  allows 
generalization  to  a  multilevel  system  and  assignment  of  a  natural  width  7:  to  each  level  j.  Clearly  the  width  of 
any  level  j  is  the  sum  of  initial  emission  probabilities  from  j  to  all  lower  levels  as 

7i 

IPeU-h)  (10:55) 

h<j 

in  the  sense  of  (10:52).  Similarly  the  width  of  an  absorption  or  emission  line  is  denoted  by  a  double  subscript 
as 

')'jk=Tj+7k.  (10:56) 

The  ground  state  width  is  zero  by  this  analysis.  In  particular,  we  consider  a  three  level  system  for  the  two  step 
scattering  as  discussed  before.  The  7  associated  with  each  level  is  found  using  (10:52)  as 

7i  =  0 

7g  =  P(g  -  0  +  P(g  -  0  =  ̂  ['^If  |<'Af|eXs|^g>|'  +  .^|<^.|ex3|^g>p] 

7f=P(f-  ̂ )=];p  4J<^iK|</'f>r  (10:57) 
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For  absorption,  F](t)  of  (10:39)  is  modified  by  a  factor  exp(—7jgt/2)  where  7jg  comes  from  the 
absorption  probability  P^  of  (10:48).  Integrating  over  t  from  0  to  °o  we  obtain  in  analogy  to  (10:46) 

/°° 
    , 

Fl'(t
)dt  

=  l/[27
ri(i.

o  

-  u^) 
 
+  7ig/2

)]   
.
 
 

(10:
58) 

u 

Squaring,  and  retaining  the  real  part,  yields  a  factor 

l/[47r2(^o-  '^gi)'  +T?g/4]  .  (10:59) 

In  atmospheric  sensing  applications,  Vq  will  generally  be  a  monochromatic  (laser)  source  with  some  width  at 
half  maximum  w  and  normalized  intensity  density  such  that  IqW  represents  some  incident  power.  We  integrate 

the  preceding  expression  over  Uq  from  Uq—w/2  to  Vq+wJI  and  obtain  the  product 

R('^o  -  ̂ gi)/^^ig  (10-60) 

where  the  resonance  factor  is  given  by 

R(^o  -  ''gi)  =  tan-'  277(1^0  -  j^gj  +  w/2)/7ig  "  tan"'  Iniu^  -  ̂ gj  -  w/2)/7ig  ■  (10:61) 

This  factor  is  just  equal  to  27rw/7jg  for  u^  ~  u^,^  ̂ d  decreases  monotonically  as  It'o^'^gil  increases  (note  that 

R(i'Q-t'gi)  is  dimensionless).  The  existence  of  the  resonance  factor  demonstrates  that  the  laser  source  must  be 
properly  chosen  to  excite  two  step  scattering.  The  time  independent  absorption  probability  is  then 

      Sn\: 

Pa(i  -  g)  =1^  ̂(''o  -  'gi)\<^s\^^o\^i>\'  ■  (10^62) 

For  emission,  F2(t)  of  (10:41)  is  similarly  modified  by  exp(-7gft/2).  We  integrate  over  t  from  0  to<» 

and  integrate  the  square  of  the  resultant  with  respect  to  f^  as  before.  This  shows  that  we  are  interested  in  the 
probability  of  emission  of  a  photon  of  any  frequency  associated  with  the  g  to  f  transition.  Of  course  there  is  a 

very  high  probability  that  v^  is  very  near  Uaf-  This  integration  of  F2(t)  results  in  a  factor  l/27of.  The  result, 
analogous  to  (10:52)  is 

Pe(g-  0--— ^  <^f1ex,|V/g>|^  (10^63) 

2hc^7gf 

which  is  independent  
of  time.  Linewidth  

7gf  is  obtained  
from  (10:57).  

This  natural  linewidth  
is  to  be 

differentiated  from  the  total  experimental  linewidth  which  will  be  dominated  by  pressure  broadening  at 

tropospheric  pressures.  The  pressure  broadened  linewidth  is  typically  the  order  of  3  X  10'  Hz  (0.1  cm"')  at 
atmospheric  pressure  while  natural  7pf  is  typically  an  order  of  magnitude  or  more  smaller. 

Since  at  atmospheric  pressures  the  molecule  will  in  general  be  disturbed  before  both  absorption  and 

re -emission  can  occur,  we  are  justified  in  assuming  that  the  absorption  and  emission  are  independent.  Given 
independence,  the  cross  section  for  single  photon  (two  step)  scattering  is  given  by  the  product  of  the  two  time 

independent  probabilities  Pg'Pe-  Heitler  (1954)  cautions  that  the  assumption  of  independence  is  not  valid  if 
the  radiation  system  is  undisturbed.  In  the  case  of  the  isolated  system,  which  case  is  not  applicable  in  the 

troposphere,  resonance  fluorescence  is  correctly  treated  as  a  single  coherent  quantum  process,  not  as  an 
independent  absorption  and  emission  process. 

The  probability  product,  including  the  quenching  probability  Q  of  10.2.1  is 

da  ,,      „_„  _  (2Tr)^t^git^|fR(i^
o-  t^gi) 

h'c^ig7gf 

for  the  scattering  cross  section  in  area/steradian  with  an  incident  photon  beam  of  one  photon  per  unit  area  per 

unit  time  of  frequency  Uq. 

If  state  i  =  state  f,  then  the  process  is  called  resonance  re-radiation  and  the  incident  frequency  Uq  and 
the  scattered  v^  will  be  the  same  within  the  uncertainty  (linewidth)  of  the  state  g.  If  state  i  =^  state  f,  then  the 
process  is  called  fluorescence  scattering.  If  J^pf  <  J^pi.  the  fluorescence  is  said  to  be  Stokes  radiation;  otherwise 
it  is  called  anti-Stokes  fluorescence. 

^^  [i  -  f(g)l  =   ^,j       ̂      l<'/'HeXsl'^g>l'Q(niTpg)|<^g|eXo|-/'i>|^  (10:64) 
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Except  for  the  frequency  matching  condition  on  Vq,  the  scattering  cross  section  is  dominated  by  the 
dipoie  matrix  elements.  These  matrix  elements  are  identical  to  those  discussed  in  Chapter  9  for  absorption,  but 
they  have  been  discussed  here  in  a  fashion  suitable  for  analysis  of  two  photon  (single  step)  scattering  as  well. 
Section  10.2.1  serves  as  an  introduction  to  10.3  on  two  photon  scattering. 

10.3      Single  Step  (Two  Photon)  Scattering 

Both  terms  in  (10:35)  are  used  to  properly  describe  a  two  photon  process.  If  I'o  '^  chosen  so  that 
absorption  or  spontaneous  emission  is  very  small  in  (10:64),  two  photon  processes  can  be  important  in 
describing  the  interaction  between  photons  and  bound  electronic  systems.  Processes  involving  the 
simultaneous  absorption  of  two  photons  or  simultaneous  emission  of  two  photons  are  also  described  by  this 

interaction  term.  These  processes  might  be  used  for  two-step  scattering  sensing  as  discussed  in  10.2,  but  the 
resultant  scattering  is  so  weak  as  to  be  practically  useless.  It  has  never  been  observed  in  gases. 

A  much  more  useful  interaction  mechanism,  also  described  by  the  two  photon  formalism,  is  the 
simultaneous  disappearance  of  one  photon  and  the  appearance  of  a  different  photon.  The  bound  electronic 

system  may  also  undergo  a  (practically)  instantaneous  transition  during  the  interaction.  'Simultaneous'  in  the 

experimental  sense  means  an  interaction  time  less  than  10"'^  seconds,  or  the  measurement  error,  as 
mentioned  by  Garlick  (1958).  In  a  theoretical  sense,  it  means  that  there  is  no  necessary  time  order  for  the 

destruction  and  creation  of  photons  in  the  interaction  period  as  there  was  for  the  two-step  process.  All 

experimental  evidence  so  far  indicates  that  collision  or  'pressure'  quenching,  discussed  in  10.2,  has  no  meaning 
for  two  photon  scattering. 

Absence  of  quenching  is  significant  from  the  point  of  view  of  tropospheric  sensing  since  it  means  that 

two  photon  processes  will  compete  with  two-step  scattering  more  effectively  at  atmospheric  pressures  than  at 
lower  pressures.  This  is  seen  in  practice.  Two-step  scattering  of  Na  in  the  stratosphere  is  discussed  in  24.2.3, 
but  at  ambient  pressures  in  the  troposphere  two  photon  quantum  scattering  predominates. 

10.3.1  Calculation  of  Two  Photon  Scattering 

Transition  probabihties  for  two  photon  quantum  scattering  are  usually  expressed  as  scattering  cross 
sections  or  effective  area  that  a  photon  must  hit  (per  molecule)  per  unit  solid  angle  of  scattering.  To  evaluate 

the  cross  sections,  we  apply  the  developments  of  10.1.2  to  initial  states  given  by  I^j^q^  ̂ "d  final  states  by 

<'4'f<l'5|.  Intermediate    states    ̂ g  representing   the   bound   electronic   subsystem   in   an   excited   state,   the 
appropriate  photon  being  destroyed,  are  also  necessary  for  the  analysis.  Although  superficially  similar  to  the 

excited  states  of  10.2,  the  ̂ g  for  two  photon  scattering  are  not  required  to  satisfy  conservation  of  energy  in 
the  manner  of  the  energy  integral  used  in  10.2  as  (10:47). 

From  (10:15)  the  photon-molecule  encounter  results  in  a  transition  probability 

P(i  -  f)  =  h-2|<x^f<I>5|Hc|>I'iCl)^>|2  (10:65) 

where  H,.  is  given  in  (10:34).  Since  no  operator  on  the  bound  electronic  subsystem  exists  in  the  second  term 

Hj,*^',  this  contribution  to  the  probability  must  contain  a  factor  Sjf  showing  that  the  electronic  system  is 
unchanged  in  so  called  direct  scattering,  which  is  independent  of  any  intermediate  state  g.  Two  terms  in  the 

summation  contribute,  i.e.,  when  k=o,  k'=s  and  when  k=s,  k'=o,  consistent  with  the  notion  that  the 
absorption-emission  and  emission-absorption  processes  are  valid  and  indistinguishable  for  two-photon 
scattering.  This  direct  matrix  element  is 

2<^f<I>s|Hc<''I^I'iCl>o>  (10:66) 

where  i=f  and  therefore  s=o.  The  factor  of  2  relates  to  the  fact  that  both  the  i^f  and  f^i  orders  of  the 
interaction  are  valid  and  indistinguishable. 

It  is  obvious  that  the  first  term  in  the  interaction  Hamiltonian  (10:34),  H(,<'  >,  must  be  applied  twice  to 
go  from  the  initial  to  final  states  since  only  one  photon  is  changed  each  time  this  term  is  applied.  The  required 
intermediate  basis  states  for  this  implicit  series  expansion  aie  naturally  chosen  to  be  the  eigenvectors  of  the 

electronic  system.  ̂ J/g.  Application  of  the  operator  more  than  once  by  means  of  intermediate  eigenstates  is 
implicit  in  (10:34)  and  is  a  natural  extension  of  the  operation  described  in  (10:10)  which  is  not  to  be  thought 
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of  necessarily  as  a  single,  simple  mathematical  operation.  The  multiple  application  of  Hj,(^)  is  made 
mathematically  plausible  by  Dirac  (1958)  in  terms  of  a  matrix  multiplication  expansion,  on  the  basis  of  the 
^o,  of  a  typical  matrix  element. 

The  transition  through  the  intermediate  state  can  proceed  in  two  ways.  If  the  incident  photon  is 
destroyed  before  the  scattered  one  is  created,  one  has  the  elements 

g 

The  opposite  mechanism  of  creation  first  has  two  photons  existing  in  the  intermediate  state  rather  than  no 

photons  as  in  the  first  case.  We  denote  this  by  a  double  subscript  ̂ q^  and  write  the  element  as 

Z<*f^slHc('>|*g<I>osXVoslHc<'>l*i*o>  •  (10:68) g 

Evaluation  of  these  three  sets  of  matrix  elements  process  as  in  10.2.1.  Equation  (10:7)  allows 
evaluation  of  the  exphcit  time  dependence  of  the  product  state  vectors.  Let  Fi(t)  be  the  time  factor  related  to 

the  direct  matrix  element,  F2(t)  and  F3(t)  to  the  two  matrix  element  factors  of  destruction— creation,  and 
F4(t)  and  F5(t)  to  the  two  matrix  element  factors  of  creation— destruction.  Each  factor  is  considered 
separately,  recalling  that  we  postulate  two  different  (instantaneous  but  formally  sequential)  operations  for  the 
scattering.  In  direct  analogy  to  (10:39)  and  (10:41)  we  write 

F,(t)  =  exp[-27ri(i;os  +  v^f)t]  =  1  (10:69) 

since  i=f  and  Vq=v^  by  the  constraints  on  the  system.  For  the  other  matrix  elements,  the  factors  are 

F2(t)  =  exp[- 2771(1^0  -  I'gi)!] 

F3(t)  =  exp[27ri(i^s-  t'gf)t]  ^^^_^^^ 
F4(t)  =  exp[27ri(j^s  +  '^gi)t] 

Fs(t)  =  exp[-277i(i^o  + V^t]    . 

The  F(t)  are  integrated  with  respect  to  time  from  t=0  to  t=r  in  the  manner  of  (10:46)  to  yield  appropriate 

resonance  denominators  of  the  form  (for  example)  ll[-2m(vQ-u^()] . 

Because  the  scattered  photon  frequency  is  not  directly  related  to  the  g-^f  energy  difference,  we  may 

integrate  F3  and  Fj ,  from  the  emission  part  of  the  matrix  element,  over  variable  v^  and  Vq  respectively.  In  the 

manner  of  (10:47),  this  integration  returns  the  arbitrary  time  r  which  is  divided  out  to  yield  a  transition 

probability  per  unit  time  or  cross  section.  The  incident  frequency  Vq  is  not  in  general  even  approximately 

equal  to  Vo\,  so  that  integration  over  Vq  for  the  absorption  part  of  the  interaction,  which  involves  the  v^^  for 

selection  of  a  destroyed  photon  Vq,  has  no  meaning.  Instead,  the  exponentials  in  the  time  integrated  forms  of 
F2  and  F4  are  averaged  to  one,  leaving  resonance  denominators 

J^F2(t)  dt  =  1/277(^.0  -   v^) 

   (10:71) 
T 

F4(t)dt  =-l/27r(j^s  +  ''ei)  • I 

P(i  -  f)  =  h- 

The  matrix  elements  of  (10:66)  to  (10:68)  are  expressed  in  time  independent  form  with  the  use  of 

(10:71).  Thus  (10:65)  yields  the  probability  for  two  photon  scattering  as 

,<,^\niAl^~.      ,  y<V-f^s|
Hc!'1^gX^g|Hc"1^i^o> 

g  ^'  (10:72) 

<'/^f0s|Hj'Vg'^osX'/^g'^os|Hj'Vi^o> 2ti(v^  +  I'gi) 
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The  appropriate  matrix  elements  are  evaluated  as  in  10.2.  Note  that  the  state  vector  for  the  scattered  photon 

does  not  include  the  superscript  i  for  isotropic  since  for  simultaneous  two  photon  scattering  a  definite 

relationship  exists  between  the  polarizations  and  directions  of  the  incident  and  scattered  photons.  If  however, 

$0  is  taken  as  the  polar  axis  of  spherical  coordinates,  P(i-0  will  be  independent  of  azimuth  angle  (t)  and 

Cq  •  Cj  =  cos  e  where  9  is  the  angle  between  Cq  and  i^,  or  equivalently,  the  complement  of  the  polar  angle  of scatterea  propagation. 

The  first  matrix  element  term  comes  from  the  second  term  of  (10:34).  In  analogy  to  the  arguments 

leading  to  (10:44)  and  to  (10:50),  a  weight  factor  of  (1/c)'''  is  associated  with  each  photon  state  vector  and  of 
I's/c  =  p/h  with  the  spherical  to  Cartesian  coordinate  transformation.  Including  these  factors  with  (10:34),  the 
first  term  is 

2h-'<^p^3|H(^)|^i0o>~    6ifcos0    ̂ ^t^)    2^   ̂ 'f'"'^  ^^^'^^^ 

recalling  that  u^  =  Uq  for  the  case  i=f  required  by  the  delta  function.  Dirac  (1958)  showed  that 

^    Sjf  cos  6    =  5;<'/'f1xs|'/'gX\''g|Xo|^i>(^s  +  '^gi)  -  <'/'f(xo|^gX^gK|^i>(i^s  +  V)   (lO-^"^) 

by  appropriate  use  of  quantum  identities  such  as  XqSs-XsXq=0.  This  allows  combination  of  this  first  term  with 
the  second  and  third  matrix  element  terms. 

The  second  and  third  matrix  element  terms  are  evaluated  in  a  similar  manner.  To  the  factors  h"^  from 

(10:65)  and  eh''Vni(277)^i^'''  from  (10:34)  are  added  density  weighting  factors,  space  transformation  factors 
and  time  derivative  factors  exactly  as  in  10.2.  The  algebra,  following  10.2,  is  left  to  the  reader.  The  result  of 
these  factors  is  the  sum 

1/2 

©       2^V^  <H^,\^gXhK\^-^  -  ̂0-.  <^f|Xol^gX^gN^i>  .     (10:75) 
(27re)" 

hc^    W     
  

^I'o-'
^gi   

     

'■  ■" "       
  
"■  "■    "        f's  +  '^gi 

In  both  of  the  two  previous  expressions,  the  angular  dependence  of  the  scattering  is  contained  in  the  subscript 

of  the  dipole  matrix  operators  in  a  manner  identical  to  that  illustrated  by  (10:34).  The  destruction-creation 

term  in  (10:72)  has  the  opposite  order  or  subscripts  from  the  creation-destruction  term  since  the  photons  are 
acted  on  in  opposite  order. 

All  three  matrix  element  terms  may  be  combined.  The  identity,  obvious  from  FlO.l,  that 

^0  ~  '^s  "*"  ̂ ef  ~  '^ei  ~  0,  is  needed  for  the  reduction.  The  idealized  analysis  leading  to  (10:70)  has  neglected  any 

damping  factor  in  the  oscillatory  term.  As  was  done  in  (10.2.1),  some  damping  factor  exp(— 6pt)  should  be 
associated  with  each  real  intermediate  state  ̂ g.  This  damping  differs  from  the  factor  associated  with 
spontaneous  emission  (natural  hne  breadth).  It  is  not  clear,  either  from  theory  or  experiment,  what  size 
damping  factor  is  appropriate  for  two  photon  scattering.  We  introduce,  by  postulate,  at  this  point  in  the 
analysis  a  6p  into  the  resonance  denominator.  Experimental  determination  either  of  the  extent  of  a  resonance 

effect  in  Uq  space  or  of  the  magnitude  of  such  an  effect  will  yield  a  measure  of  the  size  of  6g-  We  recall  that 

the  time  independent  probability  P(i-f)  is  just  equal  to  the  cross  section  for  scattering.  Therefore  we  obtain  for 
two  photon  scattering 

^4.,    ,.   3 

da  ,.      ̂      WV^s <i//fjeXs|i//g><i//g|exo|>//i>     <iJ/f)exo|i//gXi//g|eXs|i//i> 

I'o-  ̂ gi  +  i6g  ^s  +  '^gi  -'^g 
(10:76) 

for  the  scattering  cross  section  in  area  a  photon  must  strike  per  steradian  scattering  angle  with  an  incident 

photon  beam  of  one  photon  per  unit  area.  This  is  historically  called  the  Kramers-Heisenberg  dispersion 
formula. 

Other  forms  of  this  relation  are  possible.  In  particular,  the  cross  section  is  often  given  as  a  for  the  total 

cross  section  integrated  over  all  solid  angle.  For  this  purpose  one  replaces  the  components  x^  and  x^  with  the 
displacement  vectors  r  (averaged  over  all  angles).  Since  x^  and  Xq  are  related  to  r  in  a  sin  6  fashion,  replacement 

of  the  X  components  with  r  results  in  a  factor  of  sin^  9  =  2/3  for  each  matrix  element  product.  Integration  over 
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all  solid  angle  introduces  a  factor  An  outside  the  squared  factor.  This  alternate  form  suppresses  the  angular 

dependence  of  ( 1 0;  76)  and  is 

2^(27:)^  3 

3^h^c^ 

"o-'s 

I <V/fjer|^gXi//g|er[V/j>      <^f|er|^gX^g|er|.//i> 
^o  -  ̂gi  +  5g  '^s  +  '^gi  +  h 

(10:77) 

10.3.2  AppUcations 

The  two  photon  scattering  cross  section  (10:76)  exhibits  the  characteristic  frequency  to  the  fourth 

power  scattering  cross  section  dependence  for  the  case  when  Vq  is  far  from  fgj.  The  scattering  for  the  two 
photon  case  is  considerably  weaker  than  the  single  photon  (two  step)  scattering  because  of  the  resonance 
denominators  which  are  generally  much  larger  than  unity.  Note  also  the  possible  interference  between  the 
various  terms  in  the  summation  which  can  further  reduce  the  scattering  intensity  in  certain  cases. 

The  frequency  factor  VqP^^  is  given  in  some  derivations  as  (^'o"^fi)''~^s'*'  depending  on  the 
approximations  used.  The  difference  in  the  factors  for  practical  optical  scattering  is  insignificant.  Actual 
calculations  using  (10:76)  directly  are  extremely  difficult  because  the  wave  functions  \}j  are  not  known  for  the 
atmospheric  molecules.  Calculations  for  hydrogen  have  been  made  for  the  rotational  (Yoshino  and  Bernstein, 
1958)  and  vibrational  (Victor  et  al.,  1967)  Raman  transitions  in  molecular  hydrogen.  These  calculations  are 
used  to  provide  an  absolute  scale  to  scattering  cross  section  measurements  made  relative  to  hydrogen  as  an 
internal  reference.  Absolute  measurements  of  scattering  cross  sections  are  very  difficult  to  make.  Such 
measurements  as  have  been  made  are  consistent  with  the  prediction  of  (10:76)  applied  to  molecular  hydrogen. 

The  idealized  analysis  leading  to  (10:76)  neglected  a  damping  term  8 a  in  the  resonance  denominator. 

Far  away  from  resonance  this  term  is  unimportant,  but  near  resonance  it  has  a  significant  effect.  At  present  5g 

is  difficult  to  estimate  theoretically  and  has  not  been  experimentally  evaluated  for  gases.  The  damping  6g  has 

the  effect  of  determining  how  far  from  u^  a  resonance  effect  extends. 

It  is  obvious  that  significant  increases  in  cross  section  over  the  non-resonant  values  are  possible  if  Uq 
approaches  a  real  energy  difference  Vai  in  the  molecule.  When  Vq  is  chosen  in  such  a  manner,  one  term  in  the 

sum  over  g  predominates  and  (10:76)  more  closely  approaches  (10:57).  The  questions  of  whether  one  or  two 

photon  scattering  occurs  for  Uq  near  Urn  and  of  what  is  the  nature  of  the  scattering  predicted  by  (10:76)  in  this 

case  have  not  been  resolved.  Most  informed  opinion  suggests  that  one  and  two  photon  scattering  coexist  near 
resonance,  with  the  stronger  single  photon  interaction  dominant  except  where  pressure  quenching  is  severe.  A 

valid  alternative  view  is  that  as  Vq  approaches  i^gj  the  interaction  time  increases  and  the  scattering  changes 
smoothly  from  a  more  Raman  like  to  a  more  fluorescence  like  scattering  behavior.  Some  experimental 
evidence  to  clarify  these  views  has  recently  been  obtained  (Holzer  et  al.,1970).  The  second  resonance 

denominator  will  become  significant  only  if  Vr,  <  v^  or  if  the  initial  state  is  at  a  higher  energy  than  available 

intermediate  states.  For  typical  laser  pumps  the  scattered  frequency  u^  will  be  the  order  of  600  THz  which  is 
far  greater  than  the  energy  of  any  initial  state  with  significant  population  for  atmospheric  molecules.  Hence 
this  denominator  will  always  be  large  and  may  be  practically  ignored  for  remote  sensing  considerations. 

If  state  i  is  identical  to  state  f  the  scattering  cross  section  (10:76)  refers  to  Rayleigh  scattering.  It  is  also 

possible  to  analyze  Rayleigh  scattering  by  classical  considerations  of  the  average  index  of  refraction.  This 
classical  analysis  is  mentioned  in  10.4  and  is  adequately  treated  in  standard  texts  (Kerker,  1969).  Section 
10.3.3  treats  the  classical  result  only. 

If  state  i  differs  from  state  f  the  scattering  cross  section  (10:76)  refers  to  Raman  scattering.  Raman 

scattering  is  of  particular  importance  to  atmospheric  composition  profile  studies  (24.2.2).  In  principle, 
information  on  absorption  and  emission  line  strengths  gives  useful  estimates  of  the  applicable  dipole  matrix 
elements.  This  author  is  unaware  of  any  such  scattering  estimates  which  have  been  made  so  far.  The  existence 
of  absorption  lines  in  the  spectrum  of  a  molecule  of  interest  does  provide  a  satisfactory  reason  for  looking  for 
resonance  effects  with  laser  pump  frequencies  in  or  near  the  absorption  region.  The  absorption  band  of  ozone 
in  the  blue  is  an  example  of  a  promising  region  to  look  for  resonance  Raman  scattering  to  occur. 
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10.3.3  Empirical  Two  Photon  Scattering  Theory. 

We  have  already  seen  that  single  photon  scattering  is  necessarily  isotropic  and  completely  unpolarized. 

For  two  photon  scattering  a  definite  angular  dependence  and  depolarization  ratio  exists.  Figure  (10:2) 
y 

Figure  1 0.2  Representative  three  dimensional  Raman  scattering  diagram  for  scattering  intensity  as  a  function 
of  angle.  Laser  radiation  is  directed  along  the  y  axis  polarized  in  the  z  direction.  Instrumental  collection 
solid  angles  are  indicated  for  viewing  scattering  in  the  x  and  z  directions. 

indicates  the  three  dimensional  variation  of  scattered  intensity  with  scattering  angle  for  the  specified  incident 

laser  polarization  and  propagation  direction.  The  intensity  follows  an  1(9,0)  =  A  +  B  sin^0  where  Q  is  measured 
about  the  axis  of  incident  polarization  (Porto,  1966).  For  aid  in  visualization  only,  the  pattern  may  be  thought 

of  as  the  superposition  of  a  completely  polarized  dipolar  pattern  with  the  sin^0  character  and  a  completely 
unpolarized,  spherically  isotropic  scattering  contribution. 

The  two  photon  scattering  is  completely  described  on  an  empirical  basis  by  the  two  intensity  constants 

A  and  B.  Alternatively,  one  can  describe  the  scattering  by  the  90°  differential  cross  section  da/df2  =  A  +  B  and 
the  depolarization  ratio  p  =  A/A+B.  Note  that  p  is  also  the  ratio  of  vertically  to  horizontally  polarized 
intensity  when  viewed  in  the  x  direction  in  (F10.2).  Some  authors  give  the  depolarization  ratio  as  p  =  A/B. 
Care  in  understanding  the  definition  used  for  p  is  necessary  for  intercomparison  of  reported  data. 

A  classically  derived  expression  useful  for  Rayleigh  scatter  (Ditchburn,  1963)  is 

da  _  (-.^siU  -  iVt^"       2  rs  (■        area    \ (10:78) 

where  da/dfi  is  the  differential  scattering  cross  section  per  molecule,  n  is  the  refractive  index  of  the  medium 
and  N  is  the  density  of  scatterers.  The  more  familiar  form  of  the  expression  results  if  (10:78)  is  integrated  over 

S2  from  0  to  A-n,  multiplied  by  N  scatterers/unit  volume,  and  %\n^6  is  replaced  by  its  spherical  average  of  2/3. 
One  then  obtains  the  total  scattering  extinction  coefficient  per  unit  path.  For  example,  at  i^  =  600  THz 

(T^=  30,000  cm"'  in  the  green)  and  air  at  STP  the  differential  cross  section  (10:78)  is —  =  (73 

dn    ̂   -^ 

X  10-32)  sin^  © 
m 

sr by  this  formula.  While  the  classical  description  is  useful  for  numerical  calculations,  it  does 
important  physics  of  the  scattering,  which  is  illustrated  in  (10:76).  Actually  (10:78) 

which  ignores  depolarization  effects  (assumes  A  =  0  in  F10.2).  For  isotropic  scattering 
gases,  the  approximation  of  (10:78)  is  valid;  experimentally  one  finds  p  (rare  gases)  <0. 
molecules  such  as  CO2,  p  values  of  0.10  and  higher  are  found. 

No  such  classical  expression  exists  for  Raman  scattering,  which  is  the  other 

scattering  permitted  by  (10:76).  Experimental  measurements  suggest  that  the  magnitude 

nitrogen  at  STP  and  a  laser  pump  near  v  =  584  THz  (approximately  liie  same  conditions 
Rayleigh  scatter)  is  a„ 

  "-3*)  +  (2X  10-35)  sin^ 

(10:79) 

not  demonstrate  the 

is  an  approximation 
centers  like  the  rare 

.005.  For  more  polar 

type  of  two  photon 
of  Raman  scatter  for 
considered  above  for 

^  =  (1X10- 

0  SL 

sr (10:80) 
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per  molecule  (Fouche  and  Chang,  1971).  Nitrogen  is  free  of  direct  absorptions  in  the  region  u=  \5  THz  to 
1500  THz  so  that  by  (10:76)  we  expect  no  resonances  in  this  region.  With  no  resonances,  (10:76)  is  used  to 

predict  the  per  molecule  nitrogen  scattering  cross  section  for  any  other  pump  frequency  Vq  and  the 

corresponding  scattered  frequency  i^s  ~  ''o  ~  Tr 
Practical  measurements  of  A  and  B  for  two  photon  scattering  avoid  the  need  of  calibrating  the 

measuring  instruments  for  absolute  photometric  intensity.  Instead  of  absolute  calibration,  the  spectrometer  is 
calibrated  for  relative  spectral  response  and  the  A  and  B  values  of  the  molecule  to  be  measured  are  ratioed  to 

the  a'  and  B'  of  a  nitrogen  internal  standard. 

10.4      Classical  Analysis  of  Scattering 

If  the  collection  of  bound  electrons  comprising  the  single  particle  scatterer  is  large  enough,  the 
quantum  laws  pass  over  to  the  classical  limit.  For  such  a  particle  one  applies  the  laws  of  classical 
electrodynamics  to  a  solid  dielectric  with  a  complex  index  of  refraction.  With  suitable  simplified  particle 
geometry,  electromagnetic  scattering  as  a  function  of  index,  incident  frequency,  and  particle  geometry  can  be 
calculated. 

Excellent,  complete  treatments  of  the  theory  of  such  scattering  exist  in  the  hterature.  This  situation  is 
in  marked  contrast  to  the  situation  in  quantum  scattering  theory  where  no  unified  exposition  of  the  scattering 
cross  section  exists.  Since  classical  theory  exists  elsewhere,  we  will  omit  in  this  section  much  of  the  detail 
which  characterizes  10.1,  10.2  and  10.3.  The  reader  interested  in  details  of  the  derivation  of  the  following 
formulas  should  refer  to  van  de  Hulst  (1957),  Kerker  (1969)  and  Born  and  Wolf  (1965).  We  will  mention  some 
aspects  of  the  derivation,  following  Kerker  (1969)  more  closely  than  the  other  sources. 

For  tropospheric  sensing  with  laser  sources,  we  limit  the  discussion  to  scattering  of  polarized  radiation 
from  dielectric  spheres.  Comment  on  the  problem  of  nonspherical  scatterers  follow  from  generalized  aspects  of 
the  derivation. 

The  method  for  the  classical  analysis  of  scattering  (Mie  scattering)  involves  solving  Maxwell's  equations 
for  the  electromagnetic  field  when  a  plane  wave  is  incident  on  a  material  interface.  Maxwell's  equations  with 
the  boundary  conditions  at  the  interface  lead  to  ordinary  differential  equations.  The  infinite  series  solutions  to 
these  differential  equations  provide  the  desired  scattering  functions. 

10.4.1  Review  of  Electromagnetic  Wave  Solution 

A  more  detailed  discussion  of  the  electromagnetic  wave  equations  is  found  in  8.1  to  8.3  and  8.6.1.  It  is 
instructive  to  compare  (10:96)  with  (8: 104). 

The  solution  of  Maxwell's  equations  is  aided  by  the  introduction  of  Debye's  scalar  potentials  Di  and 
D2  which  satisfy  the  scalar  wave  equation 

V'Dj-  s/ibj-  eMDi  =  0  ,  (10:81) 

where  s  is  the  specific  conductance  of  the  medium,  e  and  /i  are  the  dielectric  constant  and  magnetic 

permeability,  and  the  dot  superscript  impHes  differentiation  with  respect  to  time.  The  electric  and  magnetic 
field  vectors  are  expressible  in  spherical  coordinates  in  terms  of  the  Debye  potentials  and  their  spatial 
derivatives.  Born  and  Wolf  (1964)  derive  these  expressions  for  the  field  vectors.  Each  vector  is  the  sum  of 

components  of  two  linearly  independent  fields.  For  example 

where  k^  =  (oj^/c^)(e  +  i47rs/a;)  is  the  square  of  the  usual  wave  number  (and  to  is  the  angular  frequency  of  the 
electric  field  co  =  2m>). 

Solutions  for  the  Debye  potentials  are  found  via  separation  of  variables  in  the  form 

Dj  =  Ri(r)0i(0)<I.i(0)  .  (10:83) 

The  solutions  are 
*(0)  -  aj„  cos(m0)  +  bj^  sin(ni0) 
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^"'  0W  =  P,M(cos  .)  ,  ^''-''^ 
the  well  known  associated  Legendre  functions.  For  nonzero  values  of  the  function  we  require  |m|<£  and 

ni=  -C,  .  .  .  ,C.  The  radial  equation  for  the  Dj  is  the  Bessel  equation.  The  solution  of  this  equation  is  the  general 
cylindrical  function  which  may  be  expressed  as  a  li.iear  combination  of  standard  Bessel  functions  Jg+i^Cp)  and 

Neumann  functions  Ng-i-i^(p).  With  the  parameter  p  =  kr,  the  equivalence  is 

rR(r)  =  ce(7rp/2)''2Je+i4(p)  -  de(7rp/2)'''Ng+,^(p)  =  cg^e(p)  +  dgXgCp)  .  (10:85) 

The  function 

fc(p)  =  V'cCp)  +  iXg(p)  (10:86) 

is  a  useful  combination  for  future  work. 

The  incident,  internal  (within  the  scatterer)  and  scattered  waves  are  expressed  in  terms  of  the  general 

solutions  for  the  Dj.  Only  the  i/'g(p)  and  Pg'"^'  (cos  6)  enter  for  the  incident  and  internal  waves,  since  Xg  is  not 

well  behaved  at  the  origin,  while  the  ̂ ^(p)  and  Pg'"^'  (cos  d)  are  useful  for  the  scattered  wave  since  fg(p) 
vanishes  at  infinity.  The  boundary  conditions  at  the  surface  of  the  scattering  body  require  that  the  tangential 

components  of  the  field  vectors  E  and  H  be  continuous  across  the  interface.  These  conditions  give  equations 
for  the  a,  b,  c,  and  d  series  expansion  coefficients.  The  complication  due  to  nonspherical  scatterers  enters  in 
the  boundary  condition  evaluation  of  expansion  coefficients. 

For  a  spherical  scatterer  of  radius  a  and  real  refractive  index  n  (the  ratio  of  velocity  of  electromagnetic 
wave  propagation  in  a  vacuum  to  that  in  the  material),  we  define  a  dimensionless  size  parameter  a  where 

a:=27ra/X.  (10:87) 

Wavelength  A  is  the  wavelength  of  the  radiation  in  the  medium  surrounding  the  scattering  particle.  The 
refractive  index  of  the  particle  relative  to  that  of  the  medium  is  m,  which  is  called  the  relative  refractive  index 

m  =  n(scatterer)/n(surrounding  medium)  .  (10:88) 

A  parameter  (3  =  m  a  is  also  useful.  In  terms  of  these  dimensionless  parameters,  the  needed  series  expansion 
coefficients  are 

_  >//n(")'/^n'(|3)  -  m^n(/3)V/„'(a) 
^"       rn(")'^n'05)  -  m^P^mn(a) 

(10:89) 

^    _  m<//n(a)'^n'(g)  "  '/^n(g)^n'(") ""       mfn(a).//n'(^)  -  .//n(Wn'(")       • 
The  prime  denotes  differentiations  with  respect  to  the  argument. 

10.4.2  Mie  Scattering  Results 

To  make  these  general  expressions  useful,  consider  spherical  polar  coordinates  with  the  incident 

radiation  propagating  in  the  z  direction,  polarized  in  the  x  direction  (0=0).  The  scattering  plane  contains  the  z 

(incident)  axis  and  is  at  angle  0  to  the  x  axis.  Angle  6  measures  the  scattering  angle  to  the  z  axis  in  the  scatter- 
ing plane.  Scattered  polarization  is  resolved  parallel  to  (in)  and  perpendicular  to  (out  of)  the  scattering  plane. 

For  tropospheric  scattering  we  are  interested  only  in  the  behavior  of  the  solutions  at  large  distances 

from  the  scatterer.  In  the  far  field,  only  transverse  electromagnetic  waves  exist.  In  this  case,  E^  and  H,  may  be 
neglected  and  f  g(p)  becomes 

f8(p)  =  i(n+')exp(-ip) 
(10:90) 

fg'(p)  =  i"  exp(-ip) 
where  the  prime  again  indicates  differentiation  with  respect  to  the  argument. 
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The  practical  results  are  given  in  terms  of  two  sets  of  functions.  The  angular  functions  for  the  assumed 
geometry  are  ,.  ̂ 
^  '  7rn(cos0)  =  P[j')(cos0)/sin0 

Tn(cos  e)  =  -  p(i)(cos  e)  . 

de  'n 

(10:91) 

Using  these  and  the  Mie  a^  and  bjj  coefficients  (10.4.1),  the  intensity  functions  are 

'1 

V  2n  +  1     , 

^  n(n  +  n  [^nVcos  Q)  +  h^r^icos  d)] n-1     ̂          ̂  

oo 
V  2n+l      ,        , 

4-  n(n  +  1)  I^n^nCcos  6)  +  bn7rn(cos  6)] 
n=l 

The  results  for  radiation  polarized  parallel  and  perpendicular  to  the  scattering  plane  are 

I II  =  (X/27rr)^i||  cos^  0 

II  =  {\l2mf  ix  sin^  0  . 

(10:92) 

(10:93) 

Both  the  ajj  b^,  depend  on  the  size  parameter  a.  For  small  a,  a  series  approximation  is  useful.  This  case 
is  that  of  a  dielectric  sphere  of  a  diameter  very  small  with  respect  to  a  wavelength  (a«l).  Such  scattering  is 
generally  referred  to  as  Rayleigh  scattering  from  spheres,  which  is  a  fundamentally  different  analysis  than 
molecular  scattering  with  no  change  in  frequency  as  discussed  in  10.3.1.  Incidentally,  some  aspects  of  both 

particulate  and  molecular  scattering  are  the  same,  such  as  the  i^'*  frequency  dependence  developed  below. 
Since  the  a^j  and  bjj  also  depend  on  j3,  the  additional  restrictions  must  be  made  that  |m|— 1 ,  although  it  may 
still  be  complex. 

For  a«l  and  Im^l  the  first  terms  of  a  series  expansion  in  terms  of  a  are  (Kerker,  1969) 

ai  =  - 

2i  /m^  -  A    3 

15 

/  m'  -  1  .    5 

b,  =-^(m^-  l)a= 

TT,    (cos  6)  =   \ 

Ti    (cos  d)  =  cos  0    . 

(10:94) 

Using  these  in  (10:93)  and  keeping  terms  to  a^  (particle  diameter  a) 

I -  (2i\  ̂   nf— 

\X)    r^  |m^  + =  /27rY  a^  I  mi_ 

\X/    r^  I  m^  + 

COS^  0 

sin 

(10:95) 

If  the  incident  light  is  unpolarized,  it  may  be  resolved  into  components  parallel  and  perpendicular  to  the  plane 
of  scattering.  Summing  the  scattered  polarizations 

unpol 
7T 1     a 

2r^ 

m m^  +  2 

(1  +cos^  6) (10:96) 

For  a<0.1 ,  one  expects  error  of  approximation  less  than  1%. 
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10.4.3  Application  of  Mie  Scattering  Results 

The  Rayleigh  approximation  provides  a  useful  computational  expression.  Exact  calculations  of  (10:92) 
are  possible  with  modern  digital  computers.  Much  of  this  work  has  been  done  and  is  available.  Kerker  (1969) 
reviews  various  tabulations  which  can  be  used  by  interested  researchers.  Scattering  diagrams  for  dielectric 

spheres  are  also  available  commercially  (Science  Spectrum,  1970),  although  for  many  purposes  it  is  more 
convenient  to  generate  the  scattering  functions,  as  needed,  as  part  of  a  larger  program.  Computational  matters 
are  discussed  by  Deirmendjian  (1969). 

Quantitative  aspects  of  Mie  scattering  are  useful  for  considering  tropospheric  scattering  effects.  As  the 
size  parameter  increases,  scatter  in  the  forward  direction  is  much  stronger  than  backscatter.  For  example, 

forward  and  backscatter  are  very  nearly  equal  at  a  =  0.01  but  forward  scatter  is  almost  two  orders  of 
magnitude  larger  than  backscatter  at  a  =  1 .0.  As  a  is  increased  further,  the  forward  scattering  maximum  breaks 
into  a  number  of  smaller  subsidiary  maxima.  Born  and  Wolf  (1964)  review  some  results  of  angular  dependence 
of  scattering  intensity.  The  exact  nature  of  the  forward  scatter  enhancement  of  course  depends  on  the  relative 
refractive  index,  absorption  (imaginary  part  of  the  complex  index),  and  polarization  of  the  incident  and 
detected  light  as  well  as  on  a. 

Similarly,  the  scattered  intensity  at  a  fixed  angle  depends  strongly  on  size  parameter  a.  Generally  the 

scattering  intensity  increases  smoothly  with  increasing  a,  with  approximately  an  a"*  dependence,  up  to  a 
maximum  intensity  at  a  ̂   1.  For  larger  a,  the  I(q)  function  exhibits  a  long  series  of  irregular  maxima  and 
minima  typically  oscillating  about  a  value  approximately  one  half  that  of  the  peak  intensity  1(1).  For 

example,  at  90°  scattering  for  m=  1.33  (no  absorption),  the  maximum  and  minimum  are  separated  by 
typically  1.7  a  units  and  differ  from  each  other  by  approximately  four  orders  of  magnitude.  These  large 
oscillations  in  I(q:)  are  damped  for  absorbing  particles.  In  practical  cases,  the  fluctuations  are  further  smoothed 

by  polydisperse  distributions  of  a  (10.5.3). 
Mie  scattering  for  nonspherical  particles  can  be  calculated  by  a  point  matching  method  (Kerker,  1969). 

This  calculational  technique  is  not  yet  well  developed,  but  shows  promise  for  providing  an  approximate 
solution,  to  any  desired  accuracy,  for  scattering  by  nonspherical  particles  such  as  finite  cylinders,  cubes, 
spheroids  and  the  like.  In  general,  one  considers  a  series  solution  in  a,  truncated  after  N  terms  to  provide  the 
desired  accuracy  appropriate  to  the  magnitude  of  a.  This  is  also  done  for  computer  calculations  of  spherical 
scattering  centers.  The  boundary  conditions  give  four  equations  involving  4N  unknowns.  Provided  N  discrete 

points  on  the  nonspherical  geometrical  boundary  are  given,  one  can  solve  the  boundary  equations  for  the  a,^, 
bp,  Cp,  and  dp.  The  N  geometrical  points  must  be  chosen  so  that  they  lead  to  independent  solutions  for  the  4N 
unknowns.  One  assumes  that  the  solution  valid  at  N  points  on  the  particle  surface  is  approximately  valid 
everywhere.  The  point  matching  techniques  have  proven  successful  as  an  alternative  solution  for  spheres  and 

infinite  circular  cylinders.  Holland  and  Gange  (1970)  discuss  spherical  representations  for  non-spherical 
particles. 

Consideration  of  Mie  scattering  cross  section  provides  a  useful  comparison  with  the  quantum 

mechanical  calculations  of  scattering  cross  sections.  By  integrating  Poynting's  vector  for  the  incident  plane 
wave  and  for  the  scattered  spherical  electromagnetic  wave,  one  can  obtain  (Kerker,  1969) 

o,^^l  =  CK'l2n)y  (2n+  l)(kP  +  \h^f) 1^1 

(10:97) 

<'abs=  (^'/2^)   >     (2n+  l)Re(an +  bn)  , 
n=l 

where  the  scattering  and  absorbing  cross  sections  are  expressed  separately.  The  sum  of  scattering  and  absorbing 

cross  sections  is  the  extinction  cross  section  of  the  particle.  The  extinction  cross  section  of  a  large  opaque 

obstacle   is   twice   its  geometrical  cross  section  (Born  and  Wolf,   1964).  For  a  smaller  particle  the  same 
diffraction  effects  can  cause  the  extinction  cross  section  to  be  many  times  the  geometrical  cross  section. 

It  is  possible  to  obtain  considerable  information  about  scattering  particles  by  examining  the  scatter 
function  for  the  paiticie,  either  \{0)  as  a  function  of  angle,  or  I(q)  as  a  function  of  incident  wavelength  or 
frequency.  Unfortunately,  the  scattering  functions  do  not  uniquely  characterize  a  particle.  In  general,  there 
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will  be  many  possible  combinations  of  size  and  refractive  index  which  will  result  in  a  particular  scattering 
function,  especially  when  experimental  uncertainty  is  considered.  The  commerical  scattering  function  atlas 
(Science  Spectrum,  1970)  is  in  fact  designed  for  measuring  particle  size  for  scatterers  of  a  known  refractive 
index.  Extension  of  this  technique  to  polydispersions  (10.5)  or  unknown  materials  is  difficult. 

It  is  important  to  emphasize  that  the  scattered  intensities  for  some  particular  size  parameter  a  (10:93) 
are  strongly  dependent  on  relative  refractive  index  m.  For  a  monodisperse  aerosol,  the  scattering  will  be  very 
sensitive  to  slight  changes  in  the  temperature  and  density  of  the  atmosphere.  For  example,  a  temperature 

change  of  2°C  can  lead  to  a  factor  of  1.5  change  in  scattering  intensity  and  to  a  change  in  degree  of 
polarization  of  the  scattered  light  (Cohen,  1971).  These  effects  will  be  less  important  for  polydispersions 

(10.5.3). 

10.5      Collective  Scattering  Effects 

We  have  considered  so  far  the  scattering  from  individual  scattering  centers  composed  of  systems  of 
bound  electrons.  Depending  on  the  system  and  the  type  of  interaction  sought,  either  quantum  or  classical 
scattering  analysis  is  appropriate.  Whatever  the  mechanism  of  scattering  from  individual  centers,  when  more 
than  one  scattering  center  is  involved,  the  combined  or  collective  interaction  effects  must  be  considered  to 
accurately  model  the  scattering. 

10.5.1  Coherent  Scattering 

If  individual  scatterers  are  regularly  spaced,  as  in  an  ideal  crystal  lattice,  all  scattering  centers  will 
scatter  in  a  definite  phase  relation  to  each  other.  In  this  case  of  coherent  scattering,  amplitudes  of  scattered 
waves  from  each  center  will  add.  The  result  of  scattered  wave  superposition  is  that  only  forward  scattering  will 

occur;  there  will  be  no  lateral  or  backscatter.  Lateral  and  back-scattered  waves  interfere  destructively 
(amplitudes  cancel)  in  coherent  scattering. 

In  practical  terms,  coherent  scattering  is  not  scattering  at  all.  The  only  effect  on  the  incident  beam  by 

the  phase-related  scatters  is  to  change  the  propagation  velocity  of  the  radiation  in  the  medium.  No  energy  is 
scattered  out  of  the  beam. 

When  the  density  of  scatterers  is  very  high  on  a  wavelength  scale,  for  example  10^  or  more  scatters  in  a 
cube  of  radiation-wavelength  dimension,  then  coherence  effects  begin  to  be  important  even  though  the 
individual  scatters  are  still  randomly  oriented.  This  means  that  scattering  from  a  homogeneous  medium 
(homogeneous  on  the  scale  of  a  wavelength)  will  be  coherent  scatter,  and  scattering  from  an  inhomogeneous 
medium  (on  the  same  scale)  will  be  incoherent. 

In  a  gas  at  atmospheric  or  lower  pressures,  the  molecular  density  is  low  on  an  optical  or  infrared 
wavelength  scale  and  the  scattering  will  be  incoherent.  This  means  that  scattered  intensities  (not  ampUtudes) 
will  add  from  each  random  scattering  center.  The  total  scattering  will  be  the  single  particle  scatter  intensity  of 

(10.2)  and  (10.3)  multiplied  by  the  number  of  scattering  centers.  In  a  liquid  the  scattering  is  no  longer 
completely  incoherent.  Total  scattering  is  not  proportional  to  molecular  density,  but  is  less  than  would  be 
calculated  from  independent  scattering  assumptions.  For  example  in  ethyl  ether  the  liquid  scattering  is  lower 
by  a  factor  of  20  (Strong,  1958)  than  the  intensity  calculated  from  independent  scattering  and  verified  by 
many  experiments  for  gases.  Rayleigh  scatter  in  gases  depends  on  random  positions  of  scattering  centers,  but  is 
not  strictly  scattering  from  density  fiuctuations  as  is  sometimes  loosely  claimed.  The  density  fluctuation 
model  has  proven  useful  for  liquid  scattering.  Strong  (1958)  provides  a  brief,  but  clear,  summary  of  these 
coherence  effects. 

The  same  random  distribution  of  scatterers  is  required  for  effective  Mie  scattering.  The  general 

requirement  of  few  scattering  centers  in  a  radiation-wavelength  scale  volume  is  also  applicable.  In  practical 
tropospheric  scattering,  this  condition  for  independent  Mie  scattering  is  almost  always  satisfied. 

When  large  (particulate)  scattering  centers  are  involved  in  the  system,  another  type  of  coherence 
interaction  may  occur.  Even  though  there  are  very  few  scatters  per  wavelength  scale  volume  (typically  fewer 
than  one),  the  near  field  distributions  on  the  particulate  to  surrounding  medium  interfaces  may  interact  to 

produce  a  coherence  effect.  This  effect  is  discussed  qualitatively  by  van  de  Hulst  (1957).  A  satisfactory 
working  rule  seems  to  be  that  the  scattering  particles  must  be  separated  by  the  order  of  ten  times  their  radius 
to  eliminate  near  field  interaction  effects.  Even  in  a  very  dense  fog  this  condition  is  satisfied  and  independent 
scattering  model  calculations  are  valid  for  practical  tropospheric  applications. 
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In  almost  all  cases  of  tropospheric  scatter  phenomena,  it  is  possible  to  ignore  coherent  scattering 
effects  and  assume  independent  scattering,  where  the  scattered  intensity  is  simply  the  single  center  scattering 
function  multiplied  by  the  number  of  scattering  centers. 

10.5.2  Multiple  Scattering 

If  each  scatterer  is  exposed  only  to  radiation  in  the  incident  beam,  and  scattered  light  does  not  strike 
another  scatterer  before  detection,  then  the  single  scatter  model  is  valid.  Clearly  this  implies  either  a  very  low 
density  of  scatterers,  a  weak  scattering  interaction  (small  cross  section)  or  both.  If  the  scatterers  are 
illuminated  with  a  significant  portion  of  previously  scattered  light,  then  some  of  the  detected  light  has  been 
scattered  more  than  once  and  a  multiple  scattering  model  is  appropriate. 

The  practical  test  for  the  absence  of  multiple  scattering  is  the  same  as  the  test  for  independent 
(incoherent)  scattering.  If  the  scattered  intensity  and  the  extinction  of  the  main  beam  are  linearly  proportional 
to  the  density  of  scatterers,  then  one  is  certain  that  both  independent  and  single  scattering  conditions  exist. 
Nonlinearity  in  the  scattering  vs.  density  function  is  evidence  for  either  coherent  or  multiple  scattering 
conditions. 

In  contrast  to  coherent  interactions  which  depend  only  on  scattering  center  density,  multiple  scattering 
effects  depend  principally  on  total  concentration  (in  molecules  per  area)  integrated  along  the  radiation  path. 
That  is,  both  scatterer  density  and  total  extent  of  the  scattering  cloud  effect  multiple  scattering.  Even  if  the 

scatterers  are  completely  independent,  multiple  scattering,  as  in  a  cloud  for  example,  can  be  important. 
The  check  of  linear  proportionality  between  scatterer  density  and  scattered  intensity  is  difficult  to 

apply  in  the  troposphere.  An  alternative  criterion  (van  de  Hulst,  1957)  involves  the  extinction  of  the  incident 
radiation.  If  the  intensity  at  some  distance  x  is 

I(x)  =  I(o)  e"^^  ,  (10:98) 

TX  is  the  optical  depth  along  the  beam  to  point  x.  Here  the  transmission  is  measured  from  the  original  scatterer 
to  the  receiver.  An  empirical  rule  suggests  that  if  tx<0.1  (transmission  >  90%),  single  scattering  is 
predominant.  In  the  range  0.1  <tx<0.3  (transmission  75%  to  90%)  corrections  for  multiple  scatter  allow 
meaningful  results  to  be  obtained  within  the  framework  of  independent,  single  scatter  theory.  For  tx>0.3 
multiple  scattering  requires  a  complicated,  approximate  theory  which  is  not  yet  well  developed  and  which  is 
beyond  the  scope  of  this  short  summary. 

Multiple  scattering  is  very  important  in  the  troposphere,  especially  as  part  of  the  overall  radiative 
transfer  problem.  However  such  scattering  is  a  limitation,  not  a  tool,  for  remote  sensing  studies  in  the 
troposphere  since  multiple  scattering  tends  to  make  interpretation  of  atmospheric  scattering  returns  extremely 
difficult. 

10.5.3  Polydisperse  Size  Distributions 

Deirmendjian  (1969)  has  written  a  definitive  study  of  scattering  on  spherical  polydispersions.  This 
information  is  of  particular  application  to  the  atmospheric  questions  of  radiation  transfer  in  planetary  haze 
and  clouds.  In  this  way  it  is  related  to  the  multiple  scattering  effects  mentioned  above  (10.5.2).  From  the 

point  of  view  of  remote  sensing  of  the  troposphere,  the  question  of  the  scattering  effects  of  polydisperse  size 
distributions  is  of  importance  for  characterizing  the  size  parameters  of  a  particular  aerosol  sample. 

A  qualitative  effect  of  polydisperse  distributions  is  the  smoothing  of  the  1(a)  function  (10.4.3)  already 
discussed.  Actual  numerical  1(a)  and  l{6)  functions  for  polydispersions  are  calculated  precisely  as  outlined  for 
Mie  theory  (10.4)  for  particles  of  radius  r.  Scattered  intensities  are  summed  for  the  discrete  r  distribution, 
using  number  density  coefficients  appropriate  for  each  r.  These  distribution  coefficients  may  be  chosen  by 
some  theoretical  model  or  by  actual  size  distribution  measurements.  A  useful  size  distribution  is  that  suggested 

by  Junge.  This  distribution  seems  to  apply  to  some  natural  aerosol  states  and  is  a  two-parameter  function 
involving  a  multiplicative  scaling  coefficient  c  and  a  shaping  parameter  i>.  If  dn  is  the  luunbcr  of  particles 
between  r  and  r  plus  dr,  the  size  distribution  function  is 

)Yr)  =  ̂  =  cr-(''+l)  (10:09) dr 
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Values  of  v  in  range  2.2  to  4.0  are  representative  of  actual  distributions  of  natural  particles  in  some  instances, 
for  example  silicates  in  the  0.1  ̂ tm  to  10.0  /im  size  range.  A  more  general  form  discussed  by  Deirmendjian 

(1969)  is 

f(r)  =  ar"  exp(-brT)  (10:100) 

which  contains  the  Junge  distribution  as  a  special  case. 
Consideration  of  polydispersions  adds  nothing  new  to  the  previous  theory  (10.4.2)  but  rather  adds 

computational  complexity  only.  Calculations  for  Mie  scattering  by  polydispersions  are  time  consuming  but 

straightforward.  Deirmendjian's  (1969)  work  tabulates  many  needed  results. 

10.5.4  Doppler  Frequency  Shifts 

We  have  so  far  assumed  that  the  scatterer,  whether  a  quantum  or  classical  bound  electronic  system,  and 
the  detector  are  at  rest  with  respect  to  each  other.  In  practice  this  assumption  is  generally  not  valid.  Molecules 
are  in  rapid  thermal  motion,  small  particles  are  subject  to  Brownian  motion  and  larger  particulates  follow 
microscale  atmospheric  flows. 

Particle  or  molecule  velocities  in  the  troposphere  are  small  with  respect  to  the  speed  of  light  so  that  we 
may  neglect  relativistic  Doppler  effects  and  apply  the  classical  formalism.  The  wave  vector  of  the  incident  light 

has  the  direction  of  propagation  and  magnitude  IRqI  =  IttVq/c  exactly  as  before  (10:21).  If  n  is  the  refractive 
index  of  the  atmosphere  of  interest,  then  the  speed  of  propagation  is  c/n.  Considering  the  shift  of  both  the 

incident  radiation  (vq)  with  respect  to  the  scatterer  and  the  scattered  radiation  (v^  with  respect  to  the 
detector,  the  Doppler  shift  is 

^'^D  =  '^s  -  '^o  =  ("/2^>  •  C^s  -  K)  ■  (10: 101) 

In  particular,  for  the  case  of  backscatter  kg  =  — k^  and  Ai'q  is  negative  for  velocity  components  away  from  the 
detector,  as  one  would  expect.  On  an  optical  scale  the  frequency  shifts  are  small.  For  example,  a  scatterer 

velocity  of  30  cm/sec  results  in  a  fractional  shift  of  10"^  or  a  shift  of  approximately  1 .2  MHz  for  green  light  in 
backscatter. 

The  Doppler  shift  of  scattered  light  provides  in  principle  a  method  for  remote  sensing  of  tropospheric 
wind  velocities  and  clear  air  turbulence.  Practical  problems  may  severely  limit  such  applications. 

10.5.5  Brillouin  Scattering 

An  acoustic  wave  in  the  atmosphere  causes  regular  variations  in  the  molecular  density  that  are  periodic 

in  space  and  time.  These  acoustic  waves  propagate  at  some  velocity  s  with  respect  to  the  medium,  and  have  a 

characteristic  frequency  f  and  wave  vector  |K|  =  27Tf/s.  This  periodic  pressure  and  density  wave  is  not  consistent 
with  the  assumption  of  incoherent  scatter  made  previously  (10.5.1). 

Since  the  wave  is  only  a  one  dimensional  ordering,  in  contrast  to  the  ideal  crystal  lattice  discussed 
earlier,  scattering  in  directions  other  than  forward  occurs.  Pictorially  the  situation  for  scattering  from  an 
acoustic  wave  is  identical  to  scattering  from  a  moving  diffraction  grating.  This  coherent  scattering  is 

superimposed  on  the  generally  stronger  incoherent  scatter.  For  coherent  scatter,  as  for  a  diffraction  grating, 
one  adds  amplitudes  rather  than  intensities  of  scattered  fields.  This  results  in  the  condition 

K  =  ko-k3  (10:102) 

where  the  acoustic  wave  vector  K  has  been  defined  and  k^  and  kg  are  the  incident  and  scattered  optical  waves 
respectively.  This  means  that  only  acoustic  waves  propagating  in  a  direction  approximately  bisecting  the  angle 

between  k^  and  kg  will  cause  optical  scatter  in  the  prescribed  direction.  The  density  variations,  which  are  the 
scattering  centers,  are  moving  with  velocity  s  so  that  Ik^l  is  Doppler  frequency  shifted  as  given  above  (10: 101). 
Since  the  acoustic  waves  in  the  allowed  direction  may  propagate  either  toward  or  away  from  the 

source-detector  direction,  the  spectrum  of  scattered  light  intensity  as  a  function  of  frequency  will  exhibit  a 
strong,  central  Rayleigh  line  (not  shifted  in  frequency  from  the  source)  flanked  by  lines  of  the  Brillouin 
doublet  which  are  Doppler  sliifted  in  frequency  an  equal  amount  above  and  below  the  central  frequency. 
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Actual  experiments  on  Brillouin  scattering  in  CO2  are  discussed  in  a  useful  review  (Mountain,  1966). 
The  scattering  result  are  particularly  useful  for  measurements  of  acoustic  propagation  and  absorption 
characteristics  in  fluids.  Mountain  (1966)  discusses  theoretical  scattering  intensity  expressions  which  are 
unfortunately  not  sufficiently  quantitative  for  our  purposes. 

Brillouin  scattering  in  gases  under  normal  atmospheric  conditions  with  random  (thermal)  acoustic 

fields  is  extremely  weak.  Typically,  Brillouin  studies  are  conducted  in  liquids  or  in  gases  near  the  critical  point. 
In  CO2  for  example,  useful  scattering  occurs  at  molecular  densities  more  than  two  hundred  times  that  of  the 
standard  atmosphere.  At  standard  atmospheric  densities  the  scattering  intensity  is  predicted  to  be  at  least  five 
orders  of  magnitude  weaker  than  the  intensity  of  scattering  when  the  gas  is  near  the  critical  point.  Typical 

Brillouin  shifts  are  the  order  of  10^  Hz  for  visible  light  incident  on  CO2  near  the  thermodynamical  critical 
point. 

Brillouin  scattering  alone  has  not  yet  been  proposed  as  or  demonstrated  to  be  a  useful  remote  sensor  of 
the  troposphere.  Such  scattering  has  been  used  with  artificial  acoustic  sources  as  a  velocity  probe  (Blogh  and 
Cooper,  1968).  However  a  scattering  study  of  atmospheric  gases  can  yield  useful  information  on  the  acoustic 
constants  of  the  gases  such  as  the  ratio  of  specific  heats,  sound  absorption  coefficients,  velocity  of  thermal 

wave  propagation  and  the  like.  Fabelinskii  (1968)  discusses  Brillouin  scattering  particularly  as  applied  to 
liquids  and  crystals.  Some  of  this  treatment  is  useful  background  for  studies  of  scattering  in  gases.  Jorna 
(1971)  discusses  the  effect  of  stimulated  Brillouin  scattering  on  laser  propagation. 

10.6      Summary 

The  scattering  intensity  from  an  isolated  scattering  center  can  in  principle  be  calculated  from  the 
formalism  outlined  in  this  chapter.  Fundamentally  different  approaches  are  required  for  atmospheric  scatterers 
that  require  a  quantum  mechanical  description  (free  molecules)  and  those  that  can  be  satisfactorily  treated  by 
classical  expressions  (particles). 

Quantum  scattering  results  are  useful  for  predicting  changes  in  scattering  cross  section  with  changes  in 
incident  frequency  and  for  understanding  the  relevant  molecular  properties.  Unfortunately,  incomplete 
knowledge  of  molecular  wave  functions  does  not  allow  quantitative  calculation  of  the  scattering  intensities  of 

many-electron  molecules.  Experimental  measurements  of  scattering  cross  sections  do  give  quantitative  results, 
which  are  necessary  for  evaluating  any  practical  tropospheric  sensor.  Single  step  (second  order)  Raman  and 
Rayleigh  scattering  is  independent  of  buffer  gas  pressure.  Two  step  (first  order)  resonance  and  fluorescence 
scattering  is  in  general  much  stronger  than  the  scattering  that  depends  on  a  second  order  process,  but  first 
order  scattering  is  partly  quenched  by  intermolecular  collisions.  Raman,  fluorescence  and,  to  some  extent, 
resonance  scattering  is  characteristic  of  a  particular  molecule.  These  phenomena  may  be  used  for  specie 
identifications  and  concentration  measurements. 

Classical  Mie  scattering  theory  is  used  to  calculate  the  quantitative  scattering  intensity  from  dielectric 

particles  (usually  spheres)  of  a  known  index  of  refraction.  Theoretical  and  experimental  determinations  of 
scattering  from  single  particles  agree  well.  Practical  application  to  real  aerosols  with  a  distribution  of  sizes  and 

with  uncertain  refractive  indices  is  more  difficult  than  pure  single  particle  calculations.  The  practical 
calculations  are  straight  forward  but  lengthy. 

Collections  of  individual  scatterers  in  the  troposphere  are  of  sufficiently  low  spatial  number  density 
that  the  assumption  of  independent  scattering  is  generally  valid  on  an  optical  wavelength  scale.  This  means 
that  single  particle  scattering  intensities,  rather  than  amplitudes,  can  be  added  to  determine  the  overall 
scattering  intensity.  Collective  scattering  effects  on  the  scattered  intensity  from  a  strongly  scattering  region  are 
difficult  to  model  accurately  and  arc  beyond  the  scope  of  the  present  discussion. 

Applications  of  this  scattering  theory  are  discussed  in  chapters  14,  23,  and  24. 

10.6.1  Summary  of  Useful  Scattering  Formulas 

This  section  collects  the  scattering  formulas  developed  earlier  in  the  chapter  for  various  types  of 
scattering.  The  original  equation  number  is  retained  for  reference.  The  variables  are  defined  in  the  original 
derivation. 

For  the  scattering  cross  section  related  to  fluorescence  or  resonance  re-radiation,  wc  lound  the 
expression 
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h  [i  -  f(g)]  =   rA     l<«Pf|ex3|;//g>PQ(niTpq)|<.//g|eXo|^i>P  (10:64) dn 

h^c^igTgf 

For  the  scattering  cross  section  related  to  Raman  and  Rayleigh  scatterings,  we  developed  the  formula 

O^f'^o^s' 

h^c" 

1 <>//f[eXs|i//g><i//g|exo|ij/i>     <i//f|eXo|ij/gX<//g[eXs|i//j> 1^0  -  j^gi  +  iSg j^s  +  i^gj-iS^ 

For  Rayleigh  scattering  in  the  classical  limit,  the  expression 
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(10:78) 

is  useful. 

The  Mie  scattered  intensity  for  light  polarized  parallel  and  perpendicular  to  the  scattering  plane 
respectively  is 

1 11  =  (X/27rr)^i||  cos^  0 

Il  =  (X/27rr)^ixsin^  4> 

(10:93) 

In  the  case  of  very  small  size  parameters  a  (particle  size  to  wavelength  ratio)  the  Mie  scattered  intensity  is 

approximately 
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cos 

where  the  variables  are  defined  in  10.4.2. 

The  Doppler  shift  in  frequency  resulting  from  scattering  from  a  moving  scattering  center  is 

^''d  =  ''s  "  ̂ o  ""  (n/27r)v  •  (k^  -  k^)  . (10:101) 

These  formulas  are  useful  if  carefully  applied  with  the  limitations  stated  in  the  original  derivation 

sketch.  An  interesting  common  feature  is  the  v*  (or  1/X*)  dependence  on  incident  photon  frequency  that 
exists  in  (10:64),  (10:76),  (10:78),  and  (10:95).  The  first  two  quantum  scattering  expressions  involve  the 
energy  levels  and  wave  functions  of  the  molecular  scattering  centers,  while  the  three  classical  scattering 
intensity  formulas  are  concerned  with  scattering  particle  size  and  refractive  index. 
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List  of  Symbols 

r  classical  position  vector  and  quantum 

position  operator 

X  a  component  of  r 

i//(r)       a  wave  function  or  state  vector  for  a 

system  of  material  particles 

^*{t)     complex  conjugate  of  state  vector 

i//j  ith  eigenvector  of  an  operator  (stationary 
state) 

A  matrix  operator 

a^  ith  eigenvalue  of  operator  A 

Cjj  nth  expansion  of  coefficient  of  i//  in 
terms  of  the  \l/^ 

<  A  >  expected  value  of  physical  measurement 

corresponding  to  operator  A 

i//  time  independent  factor  in  \Ij 

Ejj         energy  of  nth  stationary  state  of  the 
system  (nth  eigenvalue  of  the  total 
energy  operator) 

H  Hamiltonian  or  total  energy  operator 

t  time 

h  Planck's  constant 

h  Planck's  constant  divided  by  lu 

1  yj-l  and,  as  a  subscript,  initial  state 

f  final  state  subscript 

g  intermediate  state  subscript 

6j:  Dirac  delta  function 

H^  interaction  Hamiltonian 

P(i— 0  probability  of  a  transition  from  a  stationary 
state  i  to  state  f 

Hg         Hamiltonian  operator  term  acting  only  on  the  ele 
the  electronic  subsystem 

Hj.         Hamiltonian  operator  term  acting  only  on 
the  radiation  (photon)  subsystem 

'I'q         qth  eigenvector  for  an  operator  acting  on 
a  photon  system 

0„         time  independent  factor  in  'i> 

product  of  electronic  and  photon 

eigenvectors 

e  electron  charge 

m  electron  mass 

c  speed  of  light 

p  classical  vector  momentum  and  quantum 
momentum  operator 

nq 

A    classical  vector  potential  and  quantum 
vector  potential  operator 

k     photon  wave  vector 

k     |k|,  the  wave  vector  magnitude 

i",     photon  frequency  associated  with  wave 
vector  k 

Ai^  kth  term  in  discrete  series  decomposition 
of  A  in  k  space 

p.     arbitrary  density  of  points  in  k  series  space 

$^    photon  eigenvector  in  discrete  k  series 

space p       arbitrary  density  of  points  in  p  series 
space  (equivalent  to  k  space  by 
transformation) 

A  E    difference  in  energy  between  two 

stationary  states 

^k£   number  operator  corresponding  to  the  kth 
term  in  k  series  space  and  to  the  8th 

polarization  component 

"k£  eigenvalue  of  Tjj^^giving  the  occupation 
number  of  the  ensembel 

"k£ 

''fi 

Fi(t) 

W 

Q 

P 

T 

"i 

a 

n 

eigenvalue  of  rjj^g  giving  the  occupation 
number  of  the  ensemble  of  simple  harmonic 

oscillators  representing  the  kth  term  in  the 
k  series  expansion  of  the  photon  field. 

unit  vector  in  direction  of  polarization 
of  the  ith  photon  state 

Vf  —  j^j,  frequency  difference  between 
stationary  states  f  and  i 

time  derivative  of  position  operator  x 

various  time  dependent  factors  in  matrix 
element 

total  energy  of  a  representative 
oscillator  system 

fixed  time  value  and  lifetime  of  an 

excited  state  and  optical  depth 

polar  coordinate  angles  and  distance 

pressure  quenching  probabiHty 

total  system  pressure 

system  temperature 

number  density  of  the  ith  gas 

scattering  cross  section  (area) 

solid  angle  in  steradians 
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P(t) 

At 

w 
lo 

R(i^o-'', 

probability  of  a  system  being  in  a 

specified  state  at  time  t 

damping  constant  for  decay  of  p(t)  for 
state  j  which  is  the  total  spontaneous 
transition  probability  per  unit  time  of 
state  j 

1/7,  the  mean  lifetime  of  an  excited  state 

Tj  +  Tk 
full  width  at  half  maximum  of  a 
monochromatic  source 

Incident  laser  power 

gi)   resonance  factor  for  photon  absorbtion 

K'K 

g 

I 

A,B, 

n 

N 

V 

1 

e,M,s 

^n-^'n 

7 

K 

J(P),N(P) 

'/'g(p), 

XjCp) 

fe(p) 
E,H 

m 

first  and  second  terms,  respectively,  of  the 
interaction  Hamiltonian 

damping  term  for  resonance,  related  to 
absorption  by  the  state  g 

scattered  intensity  (power) 

intensity  constants  for  two  photon 
scattering 

depolarization  ratio  for  quantum 
scattering  and  Mie  scattering  parameter  kr 

refractive  index  of  a  medium 

number  density  of  scatterers 

wavenumber  of  a  photon  (spatial  frequency 
or  reciprocal  wavelength) 

Debye's  scalar  potential 

Laplacian  operator,  gp  +  ̂ ^  ■•■  3p 
dielectric  constant,  magnetic  permeability, 
specific  conductance  of  a  medium 

Bessel  and  Neumann  functions,  respectively 
associated  Legendre  functions 

combinations  of  J(p),  N(/3) 

combinations  of  i/'p(/3),  Xnip) 

electric  and  magnetic  field  vectors 

radius  of  spherical  scattering  particle 

wavelength  of  radiation  in  the  surrounding 
medium 

2ira/\,  size  parameter  for  a  scatterer  and 
Deirmendjian  aerosol  size  distribution 

parameter 

relative  refractive  index,  n  (particle)/ 
n(medium) 

Mie  series  expansion  coefficients 

Mie  angular  scattering  functions 

Mie  intensity  functions 

Mie  scattered  intensity 

Junge  aerosol  size  distribution  parameters 

Diermendjian  aerosol  size  distribution 

parameter 
Doppler  frequency  shift 
acoustic  wave  vector 

ma 
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The  clear  atmosphere  is  not  a  homogeneous  medium  with  respect  to  wind,  temperature, 
pressure,  and  humidity.  There  are  both  temporal  and  spatial  variations  of  these  quantities  that 

will  scatter  and  degrade  electromagnetic  and  acoustic  signals.  Small-scale  random  fluctuations 
produce  perturbations  in  the  spatial  refractive-index  field  that  are  extremely  useful  as  tracers  of 
large-scale  atmospheric  processes.  This  chapter  develops  a  statistical  characterization  of  the 
fluctuations  of  these  quantities  and  a  mathematical  model  of  their  interactions  with  EM  and 
acoustic  waves. 

11.0  Introduction 

The  interaction  of  wave-like  motions  with  the  atmosphere  occurs  over  many  decades  of  wave- 
numbers.  Earlier  chapters  have  primarily  concerned  themselves  with  large-scale,  internally  generated  motions 
and  how  they  arise,  transport  energy  and  momentum,  and  decay;  usually  resulting  in  the  turbulent  mixing 

of  background  constituents,  such  as  wind,  temperature  and  humidity.  By  contrast,  relatively  short- 
wavelength,  externally-generated  waves  are  used  to  actually  probe  and  continuously  monitor  the 

atmosphere's  current  state.  Examples  considered  in  this  text  are  Doppler  Radar,  Chapter  14;  Acoustic  Echo 
Sounding,  Chapters  18  and  19;  FM-CW  Radar,  Chapter  20;  and  Raman  Lidar,  Chapter  23.  These  techniques 
are  sensitive  to  such  small-scale  refractive  phenomena  (on  the  order  of  a  wavelength)  with  such  short 
interaction  times  that  most  large-scale,  slow  variations  of  atmospheric  parameters  have  no  effect.  (An 
important  exception  are  thin  atmospheric  layers  having  strong  refractive-index  gradients  over  distances 
comparable  to  a  wavelength  of  the  incident  radiation  (see  Chapter  8).  For  the  temporal  and  spatial  scales 
of  importance  the  atmosphere  is  essentially  turbulent  and  may  be  suitable  modeled  as  a  random  process. 
Deterministic  variations  such  as  temperature  stratifications  or  small  scale  periodicities  will  be  ignored. 

The  purpose  of  this  chapter  is  both  to  illustrate  the  limiting  effects  of  small-scale  turbulent  mixing 
on  these  techniques  as  well  as  to  prepare  the  theoretical  groundwork  for  the  use  of  refractive  turbulence  as 
a  tracer  of  atmospheric  motions.  The  emphasis  of  this  chapter  will  be  on  the  latter,  leaving  the  physical 
interpretation  of  the  results  to  the  chapters  dealing  with  applications,  i.e..  Chapters  14,  18  and  25. 

11.1  Scattering  of  Electromagnetic  Waves 

11.1.1  Maxwell's  Equations 

The  starting  point  of  any  discussion  of  the  propagation  of  electromagnetic  waves  in  continuous 

media  is  Maxwell's  equations.  The  form  of  these  equations  varies  widely  depending  on  the  system  of  units 
and  the  generality  of  the  problem  (consult  Ott  (8.1)  for  a  general  discussion.)  The  atmosphere  is  essentially 
a  gas  mixture  with  zero  conductivity  and  unit  magnetic  permeability,  whose  refractive  index,  n,  varies  as  a 
function  of  position,  (x,  y,  z),  and  time,  t.  For  EM  waves  n  is  a  function  of  temperature,  pressure,  and 

humidity.  The  assumption  of  "frozen  turbulence"  discussed  below,  is  a  device  that  permits  suppression  of 
the  time  dependence  of  the  refractivity  field  and  results  in  a  considerable  simplification  of  the  equations. 
If,  in  addition,  we  assume  that  the  time  dependence  of  the  electric  field,  E,  and  tlie  magnetic  field,  H,  is 
sinusoidal,  i.e., 

E(r,t)  =  E(r}e-'^^  and  H  (r,  t)  =  H  (r}e'''^'    , 
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Maxwell's  equations  take  the  form 

V  -H  =  0  (11:1) 

VxH  =  -ikn^  E  (11:2) 

V  -(n'E)  =  0  (11:3) 

VxE  =  ikH  (11:4) 

where  k  is  the  wavenumber  of  the  radiation,  defined  by  k  =  co/c,  a>  is  the  radian  frequency  of  the  wave 
and  c  the  speed  of  light  in  free  space. 

Substitution  of  (11:2)  into  the  curl  of  (11:4)  results  in  an  equation  for  the  electric  field  in  the 
form 

V^  E  +  k^n^  E- V(V  •  E)  =  0  (11:5) 

Substituting  V*E  from  (11:3)  into  (11:5),  we  have 

V^  E  +  k2n^E  +  2V  [E- Vlog(n)]   =0.  (11:6) 

The  solution  of  (11:6)  completely  determines  the  characteristics  of  electromagnetic  waves  in  a  random 

medium  since  the  complementary  magnetic  field  is  from  (11:4),  a  function  of  E^  alone.  Therefore,  it  is 
sufficient  to  study  the  characteristics  of  the  electric  field  vector. 

At  this  point  it  becomes  necessary  to  define  the  two  problems  being  considered  in  this  chapter. 
Propagation  and  scattering  effects  are  distinguished  primarily  by  the  relative  position  of  the  source  and 
receiver.  Scattering  usually  implies  that,  in  the  absence  of  a  mechanism  that  deflects  some  of  the  incident 
signal  toward  the  receiver,  no  signal  will  be  received.  On  the  other  hand,  propagation  effects,  or,  more 

exphcitly  Une-of-sight  propagation  effects,  involve  a  description  of  the  focusing  and  defocusing  action  of 
the  medium  on  the  incident  beam  itself,  producing  fluctuations  in  the  otherwise  constant  wave  parameters 
such  as  amplitude  or  phase.  The  former  problem  usually  considers  how  much  power  will  be  scattered  to 
the  receiver  per  unit  volume  of  the  scatt^rer  whereas  the  latter  considers  the  degradation  of  the  received 

signal. 
1 1.1.2  Statistical  Description  of  Random  Fields 

A  turbulent  medium,  such  as  the  atmosphere  for  sufficiently  small  temporal  and  spatial  scales,  is  a 
particular  type  of  random  field.  (A  random  field  is  a  random  process  with  three  independent  variables.)  In 
the  same  manner  that  stock  prices  fluctuate  unpredictably  from  minute  to  minute  on  the  stock  exchange, 
the  values  of  the  temperature,  humidity  and  wind  fluctuate  as  their  respective  sensors  are  moved  from 
point  to  point.  Of  course  there  are  time  changes  of  tliese  quantities  at  a  fixed  position  that  are  also 
random.  These  changes  may  be  suppressed  by  considering  them  as  different  realizations  of  the  random 
field.  A  realization  is  a  set  of  measurements  of  the  desired  parameter  as  a  function  of  the  coordinates. 

Yaglom  (1962)  has  considered  the  calculus  of  random  fields  in  general  terms  and  Tatarski  (1961) 

has  an  excellent  discussion  of  how  these  results  apply  to  meteorological  measurements.  Monographs  by 

Batchelor  (1953)  and  Lumley  and  Panofsky  (1964)  contain  the  physical  and  mathematical  foundations  of 
the  study  of  homogeneous  turbulence.  These  texts  are  detailed  studies  of  material  related  to  this  section 
and  are  good  reference  books. 
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Because  each  realization  of  a  random  field  differs  substantially  in  detail  from  every  other,  there  is 

very  little  that  can  be  accomplished  in  the  way  of  predicting  the  outcome  of  the  next  set  of  measurements 
from  previous  results.  We  must  settle  for  a  more  meager  description  of  its  characteristics.  The  simplest 

description  of  a  random  process  is  its  mean  or  expected  value,  i.e.,  for  a  random  field,  f(r),  the  expected 
value,  E,  is  written 

E[f(0]   =  <f(0>    ,  (11:7) 

where  the  angle  brackets  indicate  an  ensemble  average.  The  angle  brackets  operation  may  be  written  as 

<f(r)>  =  7  f(x,n)dP(n)  ,  (11:8) 

where   P(fi)  is  the   probability  distribution   function.   For   continuous  random  variables  the  probability 
density,  p(n),  exists  and  (11. 8)  becomes 

<f(£)>  =  /f(£,  fi)p(n)dI2  (11:9) 

where  of  course 

p(n)  =  dP(n)  (11:10) d  n 

Equation  (11:9)  contains  the  ensemble  parameter,  f2,  which  is  essentially  a  running  index  labelling 
identical,  repeated  experiments.  Hence  the  ensemble  average  defined  in  (11:9)  is  merely  the  sum  of  ail 

possible  outcomes  of  measurements  of  f  at  the  position,  ij  weighted  by  the  probability  of  occurrence, 
p(J2)dJ2.  There  is  some  difficulty  in  applying  (11:9),  as  it  stands,  to  the  atmosphere.  It  implies  that  we 
have  at  our  disposal  an  infinite  number  of  atmospheres  with  identical  characteristics  that  we  may  observe 
simultaneously  to  compute  our  desired  average.  Clearly,  we  must  compromise.  At  this  point  we  invoke  the 
concept  of  ergodicity.  For  our  purposes  ergodicity  implies  that  the  time  variations  of  the  quantity  f(r),  will 
be  such  that  average  values  of  functions  of  f  over  all  time  will  result  in  the  same  number  as  the  ensemble 
average.  Again,  we  must  compromise.  It  is  impossible  to  make  measurements  for  all  time.  How  long  to 
average  and  what  filtering  effects  the  averaging  time,  record  length,  and  measurement  technique  have  on 
the  data  are  the  subject  of  an  entire  area  of  research,  time  series  analysis.  Some  of  the  early  work  in  this 

field  is  by  Wiener  (1949).  A  concise  summary  is  available  in  the  work  of  Blackman  and  Tukey  (1958)  and 

Pasquill  (1961)  contains  a  well-written  description  of  the  problem  as  it  applies  to  meteorological  variables. 
It  is  important  to  be  aware  of  these  problems.  They  are  not  academic  exercises  but  rather  are  the  everyday 
concern  of  experimental  atmospheric  physicists.  In  discussions  below  we  apply  the  ensemble  average 
operation  without  any  further  qualification.  Recall  the  reservations  expressed  above  and  refer  to  the 
references  for  amplification. 

For  the  problem  discussed  in  this  chapter  the  random  field  of  most  interest  is  tiie  index  of 

refraction,  n(r).  We  restrict  realizations  of  this  function  by  assuming  homogeneity  and  isotropy,  which 
imply  respectively,  that  the  expected  values  of  all  moments  of  n(r)  do  not  change  with  translation  of  the 

origin  or  variations-  in  the  orientation  of  tlie  system  of  coordinates.  This  assumption  is  quite  restrictive 
physically  since  the  atmosphere  contains  large  scale  events  that  are  not  isotropic,  or  for  that  matter,  not 
even  turbulent.  Consider,  for  example,  the  background  heating  of  the  atmosphere  during  the  morning 
hours,  the  sudden  cooling  of  kilometers  of  air  as  a  cloud  passes  overhead,  etc.  We  would  hope  to  remove 
these  phenomena  from  our  analysis  of  the  problem  of  the  propagation  of  waves.  There  is  a  technique. 
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discussed  by  Tatarski  (1961,  1967),  based  on  the  use  of  stnicture  functions,  that  effectively  limits  the 
assumption  of  homogeneity  and  isotropy  to  the  spatial  volumes  of  interest.  This  problem,  although 
essential  in  modelling  the  atmosphere  as  a  random  field,  is  not  critical  in  the  development  of  the  equations 
for  propagation  and  scattering  effects.  As  the  development  progresses  we  wall  note  the  changes  introduced 

by  the  structure-function  approach. 
We  consider  the  index  of  refraction  to  be  composed  of  a  mean  plus  a  fluctuating  part 

n  (0  =  <n  (x)>  +  ni  (t)  (11:11) 

where  <ni(r)>  =  0.  A  mathematical  consequence  of  homogeneity  is  that  <n(r)>  =  const.  The  covariance 
function,  defined  by 

^n<^Ii'JL2)  =  <[n(£i)-<n  (£,)>]  [n  (^^ )  -  <n  (j^2  )>]>  (11:12) 

after  introducing  (11:11)  becomes 

^n(i:i'i:2)  =  <ni(li)ni(j:2)>    •  (11:13) 

The  assumption  of  homogeneity  forces  the  dependence,  B^(ri,r2)  =  Bjj(ri-r2),  and  isotropy  implies 

Bn(ri,r2)  =  Br,(|ri -£2!).  There  is  nothing  in  the  definifion,  (11:12),  that  restricts  the  size  of  refraction 
changes  that  could  effect  the  determination  of  B„.  Thus  the  assumption  B^{ti,T2)  =  Bj,(|ri-r2  I),  which  is 
extremely  useful  to  apply  to  the  propagation  equations,  must  be  valid  for  all  scales.  This  is  usually  violated 
by  large  scale  events  in  the  atmosphere  as  discussed  above.  To  remedy  this  problem,  we  invoke  the 
structure  function,  which  is  defined  by 

Dn(l>'i:2)  =  <[n(li)-n(£2)]'>    •  (11:14) 

Note  that  effects  of  refractive  phenomena  of  size  larger  than  the  distance,  jr^i-^l,  will  be  attenuated  by  the 
differance  operation.  The  idea  of  locally  homogeneous  and  isotropic  turbulence  arises  from  this  definition, 
i.e.,  if  we  assume  using  (11:11)  that 

I^n(i"i:2)  =  <[n,(£,)-n,(j-2)]^>  =  D^(k,  -^2')  (11:15) 

we  need  only  require  that  the  relatively  small  scale  eddies  of  size  less  than  jr^  -r;  I  be  modeled  by  a 
homogeneous  and  isotropic  turbulence  model,  certainly  a  more  realistic  assumption. 

The  results  of  the  study  of  waves  in  turbulence  to  follow  will  be  expressed  in  terms  of  either  the 

covariance  function,  B  (r),  or  its  Fourier  transform  the  three-dimensional  refractivity  spectrum,  *n(K), 
where 

1  ro  /-A^-iK  •  r  ̂ 3. 
(2irf 

\(}9  =  7^    ̂ \(0'~'~^"L  (11:16) 
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and  the  inverse 

^n^l)  =  -^*n(JS)^  -'-'^'S  (11:17) 

(When  integrals  appear  with  no  Hmits  as  in  (11:16)  and  (11:17),  integration  from  -<»  to  +  «>  is  implied.) 

The  parameter,  K  =  (IC,Ky,FL)  is  the  three-dimensional  spatial  wave  number  that  plays  the  analogous  role 
to  frequency  in  the  time-frequency  transform.  With  the  additional  assumption  of  isotropy,  i.e.,  ̂ j^(K)  = 
<I>  (K)  and  B  (r)  =  B  (r),  the  integral  over  angles  in  (11:16)  and  (11:17)  is  easily  performed  to  yield 

*n(^)  =  ̂ rhy  °f  Bn(^)  ̂ '"(^^)  "^'  (11-18) 
0 

and 

B^(r)  =  —  /  *n  ̂^^  ̂^"  (^^)  ̂ ^^     •  ( 1 1  ■  1 9) 

r     0 

where  K  =  IKI  and  r  =  \v\.  There  are  other  useful  transforms  that  are  derived  from  (11:16)  and  (11:17). 
These  will  be  given  as  needed  in  the  text. 

To  recapitulate,  <n(r)>,  Bj^(r)  or  *j^(K)  are  the  parameters  of  our  model  of  the  statistics  of  the 
refractive  index  field.  For  first  order  linear  theory  they  are  sufficient  to  describe  the  statistical  properties 
of  EM  and  acoustic  waves  propagating  through  turbulence.  There  are  many  refinements  to  this  description 

such  as  structure  functions,  many-point  covariance  functions,  etc.,  that  give  a  more  complete  knowledge  of 
the  medium. 

11. 1.3  Mean  Intensity  of  Scattering  and  Scattering  Cross  Section 

Equation  (11:6)  contains  the  description  of  the  evolution  of  the  field  vector,  E,  in  a  medium  with 
arbitrary  variations  of  refractive  index.  This  equation  is  assumed  to  apply  inside  a  volume,  V,  infinitely 
remote  from  the  source  of  the  incident  radiation.  This  then  allows  the  assumption  of  an  incident  plane 
wave  when  we  calculate  the  scattered  power  (Fll.l).  If  we  assume  that  the  variations  are  small,  we  may 
apply  a  perturbation  procedure  to  (11:6)  and  calculate  the  field  scattered  by  the  irregularities  in  V.  (The 
following  discussions  rely  heavily  on  the  developments  in  Chapter  4  and  7  of  Tatarski,  1961.)  The 
procedure  is  to  assume  that  the  refractivity  field  may  be  written  as 

n(r)=l  +  n,(r)  (11:20) 

where    In,  l«l    and   the   mean   index   of  the  atmosphere  is  unity.  This  allows  the  assumption  that  the 
scattered  field  may  be  expanded  as  a  small  perturbation  of  the  initial  field,  i.e.. 

E  =  Eo  +  E,  +E2 +  ....  (11:21) 

where  the  ith  term  of  the  series  is  of  the  order  (ui)'.  Therefore,  if  the  series  converges  rapidly,  only  a 
finite  number  of  terms  is  required  to  describe  the  scattered  field.  (The  convergence  of  the  series  is  an 
important  question.  In  fact,  in  the  limit  of  strong  refractive  index  perturbations  for  optical  beams,  the 

series  does  not  converge,  leading  to  some  non-linear  effects  as  discussed  by  Strohbchn  (1068)  and  Tatarski 
(1967).)  Substituting  (11:20)  and  (11:21)  into  (11:6)  and  equating  to  zero  all  terms  that  are  the  same 
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order  of  smallness,  (ni^,  we  obtain  a  hierarchy  of  equations  describing  progressively  weaker  perturbations 
of  the  field,  i.e., 

^''[^  l-il  ■^'^'(l+2n,  +n,^)'£  Ej+2V[2Ej-  Vlog(l  +  ni)]    =0  (11:22) 

using  the  expression  log  (1  +  nj)  =  — S(— ni)Vi  and  equating  terms  of  the  same  order  in  (nj)'  we  obtain 
i=l 

i  =  0;     V^Eo  +k^  Eo  =  0 
(11:23) 

i=  1;     V^Ei  +k^Ei  +2k^ni  Eo  +  2V(Eo  •  Vni)  =  0 (11:24) 

1  =  m; 

V'Em  +  k^Em+2k^"'Em-l  +  k^".^Em-2-^2V[.S^(-n.)'E^.j.l-Vn,]    =  0 
(11:25) 

ni(x') 

^  Receiver 

Figure  11.1  Scattering  geometry  for  radiation  of  wavelength,  2-n/k.  incident  on  a  volume,  V,  containing 

refractive-index  fluctuations,  ni(r^).  Energy  is  received  at  an  angle,  6,  with  respect  to  the  incident wave  vector. 
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for  the  mth  order  perturbation.  For  most  EM  wavelengths  nj  is  so  small  that  the  first  order  field  scattered 
from  these  weak  irregularities  is  sufficient  to  describe  the  received  signal.  Therefore,  we  concern  ourselves 
with  the  zero  and  first  order  solutions,  (11:23)  and  (11:24),  exclusively.  The  higher  order  terms  may  be 

calculated  analogously  but  with  large  increases  in  difficulty. 
The   first   order   field,   or  equivalently   the  scattered  field,  satisfies  (11:24).  The  solution  of  this 

equation  in  terms  of  Green's  functions  is  well  known  (8) 

E,  ir)=—J    ̂ \   ~    ,~      [2k^n,Eo+2V(Eo  •  Vn,)]d^r'  (11:26) 
~     ~        4n-  V       I  r_  — £  I  ~  ~  ~ 

where  the  integral  proceeds  over  the  position  vector  £  that  describes  a  set  of  points  inside  the  volume,  V. 
All  scattering  takes  place  inside  V  and  we  observe  the  field,  Ei ,  at  position  r^external  to  that  volume. 

At  this  point  in  the  development  a  key  assumption  greatly  simplifies  further  derivation.  This 
assumption  restricts  the  position  of  the  observer  to  be  far  from  the  limits  of  the  scattering  volume.  To 
understand  the  assumption,  return  to  (11:26).  This  equation  expresses  the  fact  that  the  observed  scattered 

wave  is  a  sum  of  spherical  waves  [|r— r'|]  "'  exp[ik|r— r'|]  originating  at  each  position  in  the  scattering  volume, 
__t',  attenuated  by  the  distance  from  point  of  origin  to  the  receiver,  |r— r'l"' ,  and  whose  amplitude  depends  on 
the  strength  and  gradient  of  the  refractivity  fluctuations,  ni(/),  at  their  points  of  origin.  (Fll.l).  We  sum 

all  these  spherical  waves  (Huygen's  wavelets)  at  the  observation  point,  r  We  now  invoke  the  so-called 
far-field  assumption,  which  in  essence  says  that  wavelets  originating  from  the  most  extreme  points  of  the 
scattering  volume  and  arriving  at  position  r,  the  origin  of  coordinates  being  chosen  inside  the  scattering 
volume,  must  not  be  able  to  interfere.  This  of  course  implies  that  there  be  much  less  than  a  X/2  difference 
in  phase  path  to  the  receiver  for  these  most  extreme .  wayes.  If  the  scattering  volume  has  a  maximum 

dimension,  L,  this  assumption  may  be  written  as  \J(t^  +  L^)  -r«X/2,  or 

r»L^/X    .  (11:27) 

The  additional  weak  assumption  r »  A,  restricting  our  position  to  the  wave  zone,  is  also  required.  Tatarski 
(1967)  shows  that  this  rather  strong  restriction  on  r,  (11:27)  is  not  necessary  to  the  further  development 

of  (11 :26).  We  retain  this  assumption  for  tutorial  value  since  it  greatly  simplifies  the  physical  interpretation 

of  the  intermediate  steps  in  the  derivation.  Expanding  |r-r'|,  we  obtain 

k  -  j^'l  =  r  -  m  •  j^'+  —  [  r'^  -  (m-  rV  ]  (11:28) 

where  m  is  a  unit  vector  parallel  to  j;^  (Fll.l).  Making  tlie  assumption  of  (11:27),  it  is  sufficient  to  retain 

only  the  first  two  terms  in  the  phase  of  the  Green's  function,  i.e., 

exp  (ikU-j;^'!]    =  exp  [ik  (r  -  m  •  j;^')]    .  (11:29) 

Cleariy,  we  may  also  write   Ir^X,'""'^  '"  ''^^  denominator.  If  we  also  assume  a  lineariy-polarized,  constant 
amplitude,  infinite  plane  wave  for  the  incident  wave,  Eq  =  Aoc'iSX,  noting  tliat  it  satisfies  (1 1:23),   then 
(1 1 :26)  assumes  the  following  form 

E,(r)  =  ̂ '^^  '[/   n,(r')Aoe'^!i    '^ffl^'i'd\'+    ̂   /  V[e'!l- i  A„.Vn,(  r')|  e-^^C} '  •"' d^' ]  (•  1  ̂-^O) ~27rrV~~  ~k^V  ~  "  ~ 
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Following  Tatarski  (1961),  (11:30)  may  be  simplified  by  using  Gauss'  theorem  on  the  second  term  in  the form 

/^V0dV  =  /  0*da-  /0V*dV  .  (11:31) 
V  S  ~      V 

Discarding  the  surface  integral,  since  the  value  of  0  on  the  surface  can  be  reduced  to  zero  by  choosing  the 
surface  external  to  the  turbulent  scattering  region,  we  note  that  the  remaining  volume  integral  is  a  purely 
longitudinal  field  (parallel  to  m)  and,  of  course,  does  not  contribute  to  the  flow  of  scattered  energy. 
Therefore,  when  calculating  the  mean  scattering  intensity  and  cross  section  we  merely  ignore  the  last  term 
and  the  resulting  scattered  field  is 

Ei(i)  =  ̂^'  I  n,(r')Ao  e%-  ̂ffi)  'l  d^r'    .  (11:32) 

To  calculate  the  magnitude  and  direction  of  the  flow  of  scattered  power,  recall  the  definition  of  the 

Poynting  vector. 

S  =  (c/87r)Re  [Ei  xHi*]  (11:33) 

where  c  is  the  wave  phase  velocity  and  Hj  is  the  scattered  magnetic  field  given  by  substituting  (11:32)  into 

(11:4) 

H,   =^[VxEi]   =  Ei(£)[mxAo]/Ao    .  (11:34) 

To  obtain  (11:34)  neglect  the  rapidly  decreasing  r~^  term  compared  with  the  r~'  term.  Insertion  of  (11:34) 
into  (11:33),  with  the  aid  of  the  vector  identity 

Aox(mxAo)  =   [m(Ao^)-Ao(m- Ao)]    ,  (11:35) 

reduces  the  calculation  of  S^  to  the  form 

S^=^[Mi)ErtOi   [mAo^-Ao(m-Ao)]    .  (11:36) 
Stt  Aq  ~  ~     ~     ~ 

We  are  interested  in  the  flow  of  energy  in  the  direction  of  the  observation  point,  S^^  =  S.m,  which  from 
(11:36)  is 

^c^in^     [E,(r)E,*(r)]  (11:37) 

where  x  is  the  angle  between  Aq  and  m. 
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The  quantity  Sj^  is  random.  We  are  primarily  interested  in  the  average  power  flow,  <Sj^>,  but  also 
recall  that  this  function  has  higher  statistical  moments  such  as  its  variance  that  may  be  of  interest  in  some 

applications,  e.g.,  for  predicting  dynamic  range  restrictions  on  equipment.  The  averaging  operation,  after 
substituting  (11:32),  commutes  with  the  integration  in  (11:37)  and  we  obtain 

^3  ck^A^sm!)^        ;   /    Brr,-r,)ei(k-kn})-(£,  -i-2)d3r,d^,  (11:38) 
m 

V  V 

where  B^ivj-jj)  is  defined  by  (11:13)  with  the  additional  assumption  of  spatial  homogeneity.  A  change  of 

variables  to  2£=^  +  t^  and  £'=Xi~ij!'  ̂ "'^  performance  of  the  £  integration,  resulting  in  the  volume  V 
appearing  outside  the  integral,  reduces  (11:38)  to  the  form 

^3  cVk^sm^    ̂ 3(^,     i(l^-km).^'d3,'    .  ^1^39) ™  32  7r^  r^  V  ~ 

The  integral  featured  in  (11:39)  in  the  limit  as  V^o°  is  identical  to  (11:16),  the  definition  of  the 
refractivity  spectrum,  in  the  case  of  finite  V,  instead  of  having  a  single  spatial  frequency  of  the  turbulence, 

Ko  =Jc-km,  reinforcing  the  ray  in  the  direction  of  the  receiver,  spatial  frequencies  close  to  Kq  will  also 
contribute.  (A  truncated  sinusoid  contains  a  spread  of  frequencies  about  the  fundamental.)  Tatarski  (1967) 
considers  this  effect  in  detail  and  deems  it  negligible.  The  essence  of  the  scattering  process  may  be 
understood  by  making  no  distinction  between  the  integral  in  (11:39)  and  (11:16).  Noting  that 

<l>j,(-IC)  =  <l>j^(K)  a  consequence  of  the  obvious  symmetry  of  the  covariance  function,  i.e.,  Bjj(ri-r2)  = 
<ni(ri)ni(r2  )>  =  Bj,(r2-ri),  and  noting  the  definition  (1 1 :  16),  (11:39)  finally  becomes 

<S^>  =  cVkUo^sm^x      (j,^(i^-km)    .  (11:40) 

Equation  (11:40)  implies  that  the  scattering  process  singles  out  one  spatial  frequency  of  the  turbulence 
that  satisfies  the  Bragg  reflection  condition,  i.e.,  reinforces  the  scattered  wave  in  the  same  manner  as  a 
spatial  diffraction  grating. 

Following  the  usual  practice  we  define  the  effective  scattering  cross  section  from  tlie  mean  intensity 
of  scattering  given  by  (11:40).  The  differential  cross  section,  do,  is  defined  as  the  fraction  of  the  incident 
energy  flux  per  unit  area  per  unit  time  that  is  scattered  into  the  solid  angle,  df2,  about  the  direction  m. 

The  incident  energy  flux  is  the  magnitude  of  the  time-averaged  Poynting  vector  of  the  unperturbed  wave 

ISol  =^   l(EoxHo*)l  =^  .  (11:41) 

Therefore,  the  scattering  cross  section  is 
<Stt, 

do  =   ^^       
=    27rk''Vsin'x*n^'^  

" '^rn)d^  

(11:42) 
<S^>r^dn =    27rk''Vsin^x*n^!l. 

cAo' 

87r 

11.1.4  Applications -the  Kolmogorov  Spectrum 

All  that  remains  in  the  determination  of  the  scattering  charactersitics  of  homogenous  turbulence  is 
the  insertion  of  a  physically  reasonable  refractivity  spectrum  in  (11:42).  The  most  useful  statistical  model 
of  atmospheric  velocity  turbulence  is  due  to  Kolmogorov  (1941).  From  a  dimensional  analysis  argument,  he 

determined  that  the  structure  function  of  the  velocity  field  should  have  a  universal  r^  ̂   dependence  as  the 
spacing,  r,  between  two  sensors  is  varied  between  some  lower  limit,  ?o.  and  some  upper  limit,  Lq.  The  scale 
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sizes  of  the  turbulence  that  lie  in  this  interval  make  up  the  inertial  subrange.  The  sizes  of  the  inner  scale, 
Co ,  and  the  outer  scale,  Lq  are  fixed  by  two  considerations.  The  inner  scale  determines  the  size  of  velocity 
fluctuations  that  are  so  small  that  viscous  effects  are  important.  The  energy  in  the  eddy,  instead  of  being 
entirely  transferred  to  smaller  eddies,  as  is  assumed  for  larger  scales  in  the  model,  will  be  dissipated  in  the 
form  of  heat.  The  outer  scale  is  roughly  the  largest  length  scale  for  which  the  assumption  of  homogeneity 
and  isotropy  hold.  Both  80  and  Lq  are  functions  of  the  height  above  the  ground  and  the  strength  of 

turbulence.  In  the  atmosphere's  boundary  layer,  Co  is  on  the  order  of  millimeters  to  centimeters  and  Lq  on 
the  order  of  one  to  hundreds  of  meters. 

The  assumption  that  temperature  fluctuations  are  caused  by  velocity  fluctuations  and  are 
conservative  passive  additives,  i.e.,  that  in  changing  position  they  retain  their  temperature  difference  from 
the  background,  allows  extending  the  Kolmogorov  results  to  temperature  and  humidity  fluctuations  and 
ultimately  to  refractivity.  A  detailed  account  of  this  development  is  found  in  Tatarski  (1961).  Here  we 
assume  this  result  and  write 

D„(r)  =  qr^'^    ,  eo«r«Lo     .  (11:43) 

C^  is  a  measure  of  the  "intensity"  of  the  refractive-index  variations.  From  the  definitions  (11:13)  and 
(11:14),  we  note  for  homogeneous  and  isotropic  turbulence  that 

Dn(r)  =  2  [Bj^(O)  -  B„(r)  ]    .  (11:44) 

Using  this  result,  the  definition  (11:18)  and  simpUfying,  we  find  that  D^(i)  is  related  to  *j^(K)  by  the 
expression 

*n(K)  =  -4-^  1  ̂"^^    ̂    [r^  ̂^^  ]  dr  .  (11:45) n^   ̂       Att^K^    i     Kr  dr    ̂         dr        ̂  

If  we  substitute  (1 1:43)  into  (11:45),  we  obtain 

$j^(K)  =  0.033    C^^  K'"'^    ;    Lo'«K«eo'    •  (11:46) 

Returning  to  the  general  bistatic  geometry  of  (FIl.l),  we  note  that  Ik  -  kmN  2k  sin  (0/2),  where 

6  is  the  scattering  angle  measured  from  the  direction  of  the  incident  wave  to  the  direction  of  the  scattered 

wave.  The  insertion  of  the  spectrum,  (11:46)  evaluated  at  2k  sin(e/2),  into  (11:42)  results  in  the  scattering 
cross  section  in  its  final  form 

da(d)  =  0.016  V  C'  k"^  sin^x  [sin  (0/2)  ]"' "^  d^  (11:47) 

for  Lo''«   2k  sin(0/2)   «  V'. 

Equation  (11:47)  indicates  that  the  strength  of  scattering  of  electromagnetic  waves  is  proportional 

to  tlie  volume  and  strength  of  the  refractivity  fluctuations  in  the  scattering  medium,  is  weakly  dependent 

on  wavelength,  X"'  '^ ,  and  strongly  peaked  in  the  forward  scatter,  6=0  direction.  The  function  sin^x  is  the 
effect  of  polarization.  Note  that  the  restriction  on  the  solutions,  precludes  using  (11:47)  for  certain  angles, 

e.g.,  forward  scatter,  6=0. 
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11.2      Scattering  of  Acoustic  Waves 

11.2.1  The  Wave  Equation  for  Sound 

The  scattering  of  sound  waves  from  atmospheric  turbulence  is  entirely  analogous  to  the  previous  EM 

problem.  From  the  equations  of  hydrodynamics  we  can  generate  a  perturbed  Helmholtz'  equation 
analogous  to  (11:24)  [Monin  (1962),  CHfford  and  Brown  (1970)]  in  the  form 

V'Pi  +k'Pi  +2k'n,Po  -  2ikPo  4^    =    0.  (11:48) 

ox 

Pi  is  the  acoustic  field  of  wavelength,  A=27r/k,  scattered  by  the  interaction  of  the  incident  field,  Pq  =  Aq 

e  ,  with  the  refractivity  fluctuations,  n, .  The  fourth  term  is  analogous  to  the  EM  polarization  term. 
Since  the  acoustic  wave  is  essentially  longitudinally  polarized,  there  will  be  interaction  between  wave 
motions  parallel  to  gradients  of  refractivity.  Pq  is  assumed  in  (11:48)  to  be  travelling  in  the  x  direction. 

11.2.2  The  Effective  Index  of  Refraction 

The  development  of  (11:48)  involves  the  definition  of  the  effective  refractive-index  fluctuation 

n,   =  -(^+11^)  ,  (11:49) 

Co        2    To   '  ' 

where  Cq  is  the  mean  speed  of  sound  in  air,  u^  is  the  perturbation  velocity  of  the  zero-mean,  background 

flow,  and  T'  is  the  temperature  fluctuation  from  its  average  value,  Tq  .  The  minus  sign  arises  from  the  fact 
that  a  positive  T'  or  a  wind  fluctuation  parallel  to  the  direction  of  the  wave  phase  velocity,  reduce  the 
refractivity. 

Although  the  definition  (11:49)  derives  from  the  general  equations  of  hydrodynamics,  a  quite 
simple,  physical  model  produces  the  same  result.  The  refractive  index,  n,  of  any  wave  is  defined  as  the 

ratio  of  its  phase  velocity  in  some  reference  medium  (still,  dry  air  for  acoustic  waves,  free  space  for  EM 
waves)  to  that  velocity  currendy  observed.  Assuming  Cq  to  be  the  speed  of  sound  in  air,  we  have 

n  =  co/c  .  (11:50) 

If  the  medium  is  in  motion,  the  acoustic  wave  index  becomes 

n  =  Co    [c  +  -~^]-'  (11:51) 

where  k  is  the  wavenumber  and  u  is  the  velocity  of  tlie  medium.  Equation  (11:51)  simply  states  tliat  the 
motion  of  the  fluid  carries  the  acoustic  wave  along  and  changes  its  phase  speed  in  proportion  to  the  fluid 

velocity  parallel  to  the  original  propagation  direcfion.  If  k  is  x-directed,  tiie  term  is  simply  u  .  If  we 
assume  that  the  ideal  gas  law  holds,  then  the  speed  of  sound  is  proportional  to  tlie  square  root  of 

temperature.  If  tlie  temperature  of  the  air  is  T  =  To  +  T'  relative  to  die  reference  temperature.  Tq.  then 
for  T'  «   To 

c~Co[l  +  -I^]  (11:52) 
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where  Cq  is  the  phase  velocity  when  T  =  Tq.  Inserting  this  result  in  (11:51)  with  the  additional  assumption 
that  <u^>  =  0,  and  therefore,  u^  =  uL  we  obtain X  X         -^ 

n=   [l  +  ̂ +^r  01^53) Co        21 0 

Again  assume  that  n  =  1  +  ni,  where  bj  K<1,  and  expand  [1  +  ( —  +    )]      in  a  binomial  series, 

we  then  obtain  ^°        "^^^ 

ni    =-(—  +  ̂ )  (11:54) Co  /lo 

exactly  as  in  (1 1:49).  The  only  additional  complication  in  the  scattering  theory  occurs  because  the  acoustic 

wave  is  sensitive  to  motions  of  the  propagation  medium,  u^,  where  EM  waves  are  not. 

11.2.3  Average  Energy  Flux  Density  and  Cross  Section 

The  solution  of  (11:48),  found  by  a  Green's— function  approach  identical  to  that  for  the  solution  of 
(11:24)  is 

T)  /   \  _    1      r     oik  Ir  -  r   I  ,  an 

^'^-^  "  -4^  I    %    ~  M  [2k^",Po  -  2ikPo  ̂   ]  d^r'  (11:55) 

a  form  analogous  to  (11:26).  Again  making  the  far  field  assumption  in  (11:55)  and  following  the  steps 
from  (11:26)  to  (11:30),  we  obtain 

P.(L»  =^4^^    ̂  ei(k,-kS)-r:  [n,^:)_  i   |l^  ]    dV  (11:56) '^         2m  Y  ^       k    dx  ~ 

where  k  by  assumption  is  parallel  to  the  x  axis  and  m,  as  before  is  a  unit  vector  in  the  direction  of  the 
scattered  wave  (FU.l). 

We  now  define  the  energy  flux  density,^,  following  Tatarski  (1961),  as 

S=_P^_kC(^    Im[P,*.VP,]  (11:57) 

where  Co   is   the   mean   speed   of  sound  and  po    the   mean   density   of  the  atmosphere.   Im   means  the 

"imaginary  part  of.  Substituting  in  the  proper  forms  of  P,  with  P,  =  (27rr)"'  k^  Aoe''^''Q,  and  ignoring  r"^ 
terms  in  (1 1 :57),  since  kr  »  1,  we  obtain 

S  =  l^'^o  CoPo   [QQ*]  n,  (11:58) 
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We  again  find  the  average  energy  flux  in  the  direction  m  by  following  the  same  procedure  and  using 
the  same  assumptions  as  in  going  from  (11:37)  to  (11:39).  With  Q  from  (11:56),  we  obtain 

<QQ*>  =  V/    B^„(r)e*(ll-'^!B)'L  dV  O^-^^) 

where 

V     "
" BnnCii  -L2)  =  <  K(i.)-^i^]  [n,(r^^)^i  ̂ HlM  ]  >  (11:60) 

To  the  same  order  of  approximation  as  in  (11:40),  we  may  write 

<S    >  =  ̂ '^oVk^Agpo   *     (1^-km)  ,  (11:61) r 

where  <Jj^jj(k-krn)   is   the    three-dimensional   spectrum   given   by   (11:60)  substituted  into  (11:16).  To 
determine  <i>,  consider  (11:60)  in  the  form 

k  ax,     ̂        k  3x2  '^  ^        Co'  4  T^ °nnfo-l.)°0-^^)0^^^)l^^^^^^^^      ">;,    ""1  ("^^2) 

where  from  ( 1 1 : 1 3)  and  ( 1 1 :49) 

Bxx(X'  --L2)  =  <Ux<X<)"x<X2)>  01:63) 

and 

%tO:'  "i^)  =  <T'(j-i)T'(i2)>  ■  (11:64) 

To  obtain  (11:62)  we  have  assumed  that  the  temperature  and  velocity  fluctuations  are  uncorrelated,  i.e., 

<u^(rj)T'(Ty)>  =  <Ux Oj )^'(Li  )'^  ~  0-  Tatarski  demonstrates  that  the  general  form  of  Bjg(r),(j  =  C  = 1,2,3)  is  given  by  the  equation 

Bjg(jJ  =  /e'K'i(5jg-^)  E(K)d^K  (11:65) 

where  E(K)  is  the  spectral  density  of  the  energy  and  5-g  is  defined  as 
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with  5"  =  3  and  ICK|  =  K  ,  by  the  summation  convention.  The  pecuhar  form 
integral,  (11:65),  is  a  result  of  the  assumptions  of  local  isotropy  and  incomp 
flow.  Similarly 

of  the  spectrum  inside  the 

mpressibility  of  the  turbulent 

Bjj(j)  =  f  e'^'L  4)^.^(19  d^K 
(11:67) 

Substituting  (11:65)  and  (1 1:67)  into  (11:62),  we  obtain 

JL-k. 
BnnCL.-X.)  =  /e^K-0-.-.)      (1  -  ̂ > ^^  '    (Kky   -*      Co'  4To' 

(11:68) 

It  is  obvious  from  (11:17)  that  what  is  inside  the  curly  brackets  of  (11:68)  is  the  spectrum, <l>jy^,  needed  in 
(11:61).  Substituting  the  spectrum  evaluated  at  K  =  k— km  and  assuming  isotropy  as  before,  i.e.,  IKI  = 
Ik— kml  =  2k  sin(0/2),  we  obtain 

Q  g 

7TcVk^\^o           ■,            .6    E(2ksin:^)        <l>xT(2k  sin^  ) 
<  Sj^>  -  ̂ CoVk  AoPo    ̂ 0^2  Q  ̂^^^2  ̂ )   ^^  +  2 

(11:69) 

Co 

4T^ 

for  the  average  energy  flux  density. 

The  effective  scattering  cross  section  is  found  analogously  to  the  EM  case  as  the  ratio  of  the  energy 
flux  scattered  into  a  solid  angle  df2  to  the  incident  energy  flux  density 

do  =       ,  ̂  .     rMri I  So  I 
(11:70) 

So  from  the  zero-order  formula  similar  to  (11:57)  is 

g    I  =   |k  CoPqAq'    j^  I  -  k'co
PoAo' 

(11:71) 

If  we  now  specialize  <l>-prT^  and  E  to  a  Kolmogorov  spectrum  of  turbulence,  we  have 

4>jj(K)  =  0.033  Cj  K" 
(11:72) 

and 

E(K)  =  0.061   Q^  K 
2   v-\  1/3 

(11:73) 
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where  C^  and  Cy  are  the  so-called  structure  constants  which  are  measures  of  the  strength  of  the 
temperature  and  velocity  fluctuations  respectively.  Substituting  (11:69),  (11:71),  (11:72)  and  (11:73)  into 
(1 1 :70),  we  finally  obtain 

da  =  O.O3Ok''^Vcos^0  [-^cos^(-^) +  0.13-1-]  [sin  (h  Y' "^  dn  (11:74) Co  2  To  2 

The  general  comments  about  the  EM  cross  section  after  (11:47)  apply  here  with  a  few  interesting 

differences.  The  cos^0  term  above  prohibits  turbulent  scattering  of  acoustic  waves  at  6  =  90°  and  inside 
the  brackets  the  cos^(9/2)  term  indicates  that  no  scattering  due  to  wind  eddies  will  be  apparent  in  the 

backscatter,  6  =  180°,  direction.  (See  18  for  the  practical  implications  of  (11:74).) 

11.3      Line-of-Sight  Propagation  Effects 

Studying  the  influence  of  the  turbulent  atmosphere  on  EM  and  acoustic  wave  parameters,  i.e., 

amplitude,  phase,  and  angle-of-arrival,  can  be  a  valuable  tool  for  probing  atmospheric  dynamics.  The 
problem  is  to  determine  the  parameter  that  has  the  desired  path  weighting  function  (see  25),  or 
equivalently,  spatial  resolution.  Strohbehn  (1966),  (1970)  discusses  the  general  problem  of  remote  probing 

of  turbulence  using  line-of-sight  propagation  effects  and  the  sensitivity  of  each  wave  parameter  to  different 
assumed  refractivity  spectra.  The  treatment  to  follow  will  consider  only  the  line-of-sight  propagation  of 
high-frequency,  plane  EM  waves.  However,  Clifford  and  Strohbehn  (1970)  and  Clifford  and  Brown  (1970) 
have  shown  that  the  results  found  here  for  the  amplitude  and  phase  spectra  apply  also  for  low-frequency 
EM  and  a  wide  band  of  acoustic  waves.  We  consider  the  relatively  simple  plane  wave  propagation  problem 
and  quote  the  spherical  wave  results,  leaving  the  details  to  be  found  in  Fried  (1967)  and  Lee  and  Harp 
(1969).  More  realistic  sources,  and  receivers  i.e.,  finite  apertures,  are  considered  by  Ishimaru  (1969), 
Schmeltzer  (1967),  Lutomirski  and  Yura  (1971). 

11.3.1  Perturbation  Theory 

The  geometry  of  the  current  problem  consists  of  a  source  and  receiver  within  line-of-sight  of  each 
other  and  each  imbedded  in  the  same  medium  containing  refractivity  fluctuations,  nj.  The  point  receiver 
detects  the  amplitude  and  phase  fluctuations,  that  is,  the  deep  fades  and  degraded  phase  coherence  of  the 
signal  in  the  receiving  plane. 

The  equation  that  apphes  for  this  problem  is,  again,  (11:6).  The  last  term  in  (11:6)  relates  to  the 
change  in  polarization  of  the  field  as  the  wave  propagates.  The  effects  of  this  term  are  considered  by  many 
authors,  Strohbehn  and  Clifford  (1967),  Saleh  (1967)  and  Strohbehn  (1968).  The  last  is  the  most  general 
treatment  of  the  problem  to  date.  All  results  indicate  that  the  depolarizing  effects  of  atmospheric 
turbulence  are  entirely  negligible  for  optical  and  microwave  signals.  Neglecting  this  term,  we  obtain  scalar 

wave  equations  for  the  zero  and  first  order  perturbations  of  the  field,  Eo  and  E, ,  in  the  form 

V'Eo+k'Eo   =  0  (11:75) 

V^E,  +k^E,  +2k^n,Eo   =  0  (11:76) 

The  unperturbed  field,  assumed  a  unit  amplitude,  z-directed  plane  wave,  Eo  =  e''^^,  must  satisfy  (11:75) 
and,  substituted   into  (11:76),   it  becomes  part  of  the  source  term.  The  simplest  technique  for  solving 
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(11:76)  is  to  substitute  the  two-dimensional,  Fourier-Stieltjes  representation  of  nj   and  Ei  and  solve  the 
resulting  one-dimensional  differential  equation,  i.e.,  let 

n,(x,y,z)  =  /ei(^2^  +  K3y)dj,(z,K,,K3)  ^'^-^^^ 

and 

E,(x,y,z)  =  /ei(K2X  +  K3y)de,(z,K2,K3)  ,  (11^78) 

and  substitute  into  (11:76)  to  obtain 

-^(de,)  +  (k2 -K^)de,   =  -Ik^e^^^du  (11:79) dz 

where  K^  =  K|  +  K3.  The  solution  of  (11:79)  is  straightforward  and  reduces  to  a  convolution  of  its 
impulse  response  with  the  source  term 

de.(z,K)  =    ,,-f   ̂,,   1  dz'e^^'^'^0^'^^'^^^-^'Uv(z',K).  (11:80) ~       V(k    —  K.  )    0 

(Using  the  form  of  (11:77)  and  (11:78)  makes  (11:80)  valid  only  for  globally  homogeneous  and  isotropic 
random  fields.  However,  with  a  suitable  redefinition  of  dej  and  du,  the  result  also  applies  when  ni  and  Ej 
are  locally  homogeneous  random  variables.)  Since  we  are  concerned  with  the  amplitude  and  phase 
fluctuations,  we  must  find  the  relation  between  dej  and  da,  da,  the  ampUtude  and  phase  random  variables, 
respectively.  Clearly,  the  square  root  of  (11:80)  substituted  into  (11:78)  times  its  complex  conjugate  would 
give  the  amplitude  variable  directly.  However,  further  analysis  would  involve  finding  fourth  moments  of 
(11:80)  and  would  be  exceedingly  complicated,  although  straightforward.  If,  instead,  we  make  use  of  the 
weak  scattering  assumption,  bj  l«l,  we  can  greatly  simphfy  our  work.  We  may  write. 

t:     =   ̂"*"  p     =^     exp[i(S-So)]  (11:81) to  t-o        Ao 

i.e.,  the  total  field  E  =  Eq  +  E,   in  terms  of  its  amplitude,  A,  and  phase,  S,  normalized  to  the  initial 

fields'  amplitude  and  phase,  Aq  and  Sq.  Take  the  natural  logarithm  of  (1 1 :81) 

Cn(l  + ^)  =  Cn  ̂   +   i(S-So)  (11:82) 

and  note  that  for  lEj  l«lEo  I,  with  A  ~  Aq  +  A, ,  and  Si  =  S  -  So,  we  have 

Ei  =^  en(i+  A^)  +  is,    .  (11:83) 
Eg  Ao 
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Again,  assuniing  lAi  l«lAo  I,  we  obtain 

Ai-  *  Re(^)  (11:84) Aq  Eq 

S,   *  Im(|i)  .  (11:85) 

These  two  equations  give  a  simple  way  of  determining  the  ampUtude  and  phase  perturbations  as  the  real 
and  imaginary  parts  of  the  normalized  perturbed  field  Ei/Eq. 

Returning  to  (11:80),  there  are  two  simplifications  that  can  be  made  for  our  problem.  First,  we  are 

interested  in  forward  scatter.  Therefore,  the  integral  should  proceed  from  z'  =  0,  the  beginning  of  the 
random  medium,  up  to  the  observation  point  z'  =  z.  The  integral  for  z'  =  z  to  z  =  «■  represents  the 
contribution  due  to  backscatter.  Second,  as  will  become  clear  in  the  development,  the  important  values  of 

K  assuming  kL  »  1,  lie  in  the  region  K«k;  the  phase  results  being  sensitive  to  much  smaller  K's^than 
the  amphtude  (see  25).  For  these  values  of  K,  the  following  approximation  holds\/(k^  -  K^)~k[l-  -^  ]  . 
Retaining  both  terms  in  the  exponential  and  the  first  term  in  the  denominator  of  (11:80),  we  obtaiiT 

With  (11:86)  inserted  into  (11:78)  after  normalizing  by  Eq  =  e**"  as  indicated  in  (11:84)  and  (11:85),  we 
obtain 

da(z,K)  =  k/  dz'sin  [^K^ILAI  ]  d^z'.K)  (11:87) ~  0  2k 

da(z,K)  =    k/  dz'cos[^'^''^')  ]   d^z'.K)  (11:88) ~  0  2k  ~ 

These  expressions  are  from  the  Fourier  expansions  of  the  amplitude  and  phase  fluctuations  analogous  to 

(11:78).  The  form  of  (1 1:87)  and  (1 1:88)  requires  the  additional  information  that  di;*(z,  -K)  =  du(z,  K),  a 
consequence  of  the  fact  that  ni  must  be  real. 

Relations  for  dv,  da  and  da  that  can  easily  be  derived  from  the  definition  of  a  two-dimensionally 
homogeneous  covariance  function  are  from  Tatarski  (1961) 

<di'(z, ,  K)  di'*(z2 ,  K')>  =  5(K-  K')Fjj(K,z,  -  Zj)d'K'd'K  (11:89) 

<da(z,K.)da*(z,K')>  =  5(K-  K')F^(K,  0)d2 K'd^ K  (11:90) 

<da(z,  K) da*(z,  K')>  =  5(K  -  K')  Fs(K,  0)d^  K'  d^  K  (11:91) 

The  functions  F^^,  F^  and  Fg  are  two-dimensional  spectra  defined  by 

Fg(K,  ?)  =  /^  cos(K,  ?)  *  (K, ,  K)  dK,  (1 1 :92) 
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where  <&     is  the   three-dimensional   spectrum,  e.g.,  (11:16).  Multiplying  (11:87)  and  (11:88)  by   their 
respective  complex  conjugates  and  averaging  using  (11:89)  through  (11:91)  yields 

F,(K,0)  =  k^    Jdz'/    dz"  sin  [  ^'^^  "  ̂')  ]  sin  [^'^^  "  ̂">  ]  F  .(K,  z'  -  z")  01:93) ■^  ~  0        0  2k  2k  ''  ~ 

Fo(K,0)  =  k^     /dz'/   dz"cos  [^'(^-^')]  cos  [^^iilZJ^]  F^K,  z' -  z")  (11:94) "^  ~  0       0  2k  2k  "  ~ 

At  this  point  it  is  useful  to  examine  the  relation  between  the  two-dimensional  spectral  density, 

Fjj(K^  z' -  z"),  and  the  refractive  index  spectrum,  'I'n^K)'  considered  in  11.1.2.  F  (K,  z' —  z")  has  some 
important  properties  that  simplify  the  integration  involved  in  (11:93)  and  (11:94).  First,  it  is  apparent 

from  (11:92)  that  F    is  even  in  z'  —  z",  that  is n 

F^(K,z'-z")  =  F^(K,z"-z') 

Second,  since  Fj^  corresponds  to  the  correlation  in  two  planes  along  the  z  axis  at  z  =  z'  and  z  =  z",  clearly any  contribution  to  this  correlation  must  come  from  inhomogeneities  that  are  of  such  a  size.  2.  that  they 

intersect  the  two  planes.  Therefore  under  the  assumption  that  <E>j^(Ki,  K)  is  isotropic,  i.e.,  ̂ ^^(Ki,  K)  = 

<I>  (Ko)  where   Kq  =  Kj   +  K^,  the  scale  of  the  inhomogeneities  for  which  F^  is  non-zero  must  satisfy  the 

inequality  8  =    >  (z  -  z").  Therefore  the  function  F  (K,  z'  —  z")  falls  off  rapidly  outside  the  interval 
Klz'-z"l<l. 

Returning  to  (1 1:93)  and  (1 1:94),  we  introduce  the  relative  coordinates  f  =  z'  —  z"  and  2tj  =  z'  +  z". 
We  note  that  the  Jacobian  of  this  transformation  is  unity  and  that  the  integration  with  respect  to  17  may  be 
performed  directly,  yielding 

FA(K,0)  =  /dnk^(L-ncos(^)  +  ̂sin(i|^)-^sin(i^^^^)]  F„(K,  f )        (11:95) 

Fs(K,  0)  =  /  df  [k^(L  -  r)  cos(^)  -  ̂  sin(-|^)  +  ̂  sin(  ̂' ̂ ^^^^  "  ̂̂   ]  F„(K,  f)  (1 1:96) 

where  the  coordinate,  z,  has  been  replaced  by  the  total  path  length,  L. 

From  the  argument  above,  we  note  that  F„(K,  ̂   falls  off  rapidly  for  Kf  >  1.  Therefore,  in  the K^f  K 

important  region  of  integration    — 5.    <  il    .         Remembering    the    assumption    that    K   «   k,    then 
K^f  k  k — ^    «    1   and  we  may  write 

2k  ' 

cos(-i^)~l,sin(-^)~  j^,sin  [K'(2L-r)]  -sinj^   .  (11:97) ^  2k  2k  2k  ^       2k         '  k 

One  further  simplification  arises  from  the  fact  that  we  are  not  interested  in  the  correlation  functions  over 
distances  that  are  the  order  of  the  path  length.  Therefore  we  are  interested  in  those  scale  sizes  which 

satisfy  the  relation  IC'  «  L.  But,  since  we  have  already  shown  that  the  major  contribution  to  the 
integrals  is  for  f  <  KT'  then  f  «  L.  Using  the  above  approximations  in  the  integrals  for  F^  (K,  0)  and 
F§(K,  0)  we  have, 

FA(K,0)=[k^L-^,  sin(i^)]     /  Fn(K,  f)  df  (11:98) ~  K  k  0       ~ 
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Fs(K,0)  -   [k^L+^  sin(^)]     /  F^CK,  f)  df  .  (11:99) 

Since  Fj^(K,  f)  falls  off  rapidly  for  large  f ,  we  may  extend  the  integration  to  infinity  with  negligible  error. 
Using  the  inverse  of  the  transform  relation  (11:92),  we  finally  obtain 

Fa(K,0)  =  TTk^L  [1  -  ̂   '^^IT^^  J  *n(0'!S)  (11:100) 

Fs(K,0)  =  TTk^L  [i  +  ̂   '^^^^  1    *n(0'£^  (11:101) 

Equations  (11:100)  and  (11:101)  relate  the  two-dimensional  spectra  for  the  amplitude  and  phase 

fluctuations  in  the  plane  z  =  L  to  the  refractive  index  spectrum.  In  the  case  where  the  index  of  refraction  is 

an  isotropic  random  field,  we  have  ̂ ^(Ki,  K)=  <I>jj(\/(K?  +K^)),F^(K,  0)=  F^(K,  0)  and  Fg(K,  0)  = 
Fg(K,  0).  Then  (11:100)  and  (11:101)  become 

Fa(K,0)  =  7rk^L[l-  ̂   sin(^)]   *„(K)  (11:102) 

Fs(K,0)  =  7rk^L[l  +  :^  sin(i^)]    <D^(K)  .  (11:103) 

11.3.2  Spatial  Covariance  Functions 

Equations  (11:102)  and  (11:103)  are  the  isotropic  two-dimensional  spectra  of  the  amplitude  and 

phase  variations  in  the  receiving  plane.  Their  major  utility  arises  from  the  fact  that  a 

two-dimensional  Fourier  transform  reduces  them  to  measurable  quantities,  B^(p)  and  Bg(p),  the  spatial 
covariance  functions.  The  isotropic  spatial  covariance  functions  are  defined  by 

B^  S(p)  =  27r  /  J  (Kp)  F^^  ̂(K,  0)  KdK  .  (11: 104) 
'  0 

For  die  amplitude  and  phase  spectra  in  ( 1 1 : 1 02)  and  ( 1 1 : 1 03) 

Ba,s(p)  =  2rr^k^L7jo(Kp)[l+(j^)sin(^)  ]    *^(K)  KdK  (11:105) 

where  the  minus  applies  for  the  amplitude  and  plus  for  phase.  If  we  insert  a  Kolmogorov  refractivity 

spectrum  from  (11:46)  into  (11:105)  the  amplitude  covariance  function  is  well-defined  whereas  the  phase 
result  diverges.  The  diffraction  process  (see  Chapter  25)  that  causes  the  amplitude  fluctuations,  produces  a 

[1  _  sin  (^^  )l(^-^  )  spectral    filter    function    that    removes    the   singularity    in    the   refractivity 
2k  2k     J 

spectrum  at  K  =  0.  The  phase  results,  on  the  other  hand,  do  not  remove  the  singularity  and  the  integral 

diverges   unless   die    integration    is   truncated    at    K  ~  L^' .     Physically,   tliis  implies   that   the   amplitude 

fiuctuations    are    produced    by    specific,    relatively    small-size   eddies,   K~[XLl""^,   whereas    the    phase 
fluctuations   are    determined    by    the  largest   refracting  eddies,   K  ~  L^'    .   found   in   the   medium.  Phase 
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covariance  measurements  will  be  compromised  by  insufficient  low-frequency  cutoffs  or,  at  the  other 
extreme,  degraded  by  slowly  varying  non-Kolmogorov  processes  that  could  produce  non-stationary  data  and 
absurd  results.  It  is  best  to  produce  a  spatial  filter  that  filters  the  data  in  a  known  way  and  reduces  the 
influence  of  large  eddies. 

A   useful    spectral   filter  is  obtained   from   the  structure   function.   From   the   relation   for  phase 
analogous  to  (11:44)  and  the  definition  (11:104),  we  obtain 

Ds(p)  -  4n'eLJ  [1  -  Jo(Kp)]  [1  +  (-k_)  sin(i^)  ]    $j^(K)  KdK  (11:106) 

The  new  filter  function  [1  -  Jo(Kp)]  smoothes  the  spectral  singularity  at  K  =  0  and  produces  a  stable, 
measurable  function.  The  integral  in  (11:106)  is  performed  by  Tatarski  (1961)  for  the  Kolmogorov 

spectrum  and  yields 

\  1 .46  C^  k^  Lp"^  Co  «  P  «  V(XL) 

°SW=      i2.9,c5k'L.-         V(XL)«p«L..  ("'°') 

The  amplitude  covariance  function  from  (11:105),  generalized  for  a  non-uniform  distribution  of  C^  is  from 
Tatarski  (1961) 

Ba(p)  =  0.132  TT^k^  /  dz  C^  (z)  7  dKK-«'3  J^iKp)  sin^  [^^^f^  ]    •  (11: 108) 
0  0  ^'^ 

The  log-amplitude  variance,  a^  =  8^(0),  found  from  (1 1 :108),  with  C^  uniform  along  the  z  axis  is 

a^^   =  0.31  C^   k^'^L'''*   ,    ̂ /(KL)»io   ■  (11:109) 

The  equivalent  results  for  spherical  waves  are  (Tatarski,  1967) 

(   0.54  C^  k^  Lp"^    ,        Co  «  p  «  \/(XL) 
Ds(p)  =  (11:110) 

'  1 .09  C^  k'  Lp='^    ,     V(XL) «  p  «  Lo 

B^ip)  =  0.132  TT^k^    fdzCl   (z)  7  dK  ]C"'  Jo(Kp  z/L)  sin^  [  ̂'^^~  ̂̂  ]  (11:111) 

and  with  C^  uniform  along  z 

o^^   =  0.124C^    k'">L""'    ,      \/(XL)»Co  (11:112) 
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The  physical  interpretation  and  applications  of  (11:106)  -  (11:112)  are  extensively  considered  in  later 

chapters,  (see  especially  Chapter  25).  We  attempt  in  this  section  to  indicate  how  they  are  obtained  and 

provide  a  convenient  summary  of  the  results.  Extensive  details  in  the  derivation  of  each  equation  are  found 
in  the  cited  references. 

11.3.3  Restrictions  on  the  Solution 

The  solutions  for  the  covariance  function,  Ba(p),  and  the  log-amplitude  variance  are  known  to  be 
incorrect  for  optical  propagation  near  the  ground.  In  fact,  in  the  case  of  ay>0.3,  the  results  appear  to 
break  down  for  both  acoustic  (Mandics,  1971)  and  optical  beams  (Ochs  and  Lawrence,  1969).  There  is 

evidence  that  the  diffraction-theory  results  (Chapter  25)  do  not  apply  for  such  strong-scintillation  (large 
a?,)  conditions.  This  is  reflected  in  the  mathematics  by  the  non-convergence  of  the  perturbation  series  for 
E]  when  the  strength  of  turbulence,  Cj^,  or  the  path  length  L  is  sufficiently  large.  To  date  much  work  has 
been  done  to  attempt  an  understanding  of  this  problem  with  very  little  accomplishments. 
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List  of  Symbols 

Bnt) 

C'T 

DnW 

de,(z,K) 

da(z,K) 

da(z,K) 

dKz.K) 

dn 

da 

E 
E[] 

1.0 
E(K) 

Amplitude  vector  of  the  unperturbed 
wave 

Amplitude  fluctuation  of  a  plane  EM 
wave 

Two-dimensional  spatial  covariance 

function  of  the  amplitude  fluctua- 
tions 

The  correlation  tensor  of  the  velocity 
field 

Covariance  function  of  the  refractive 
index  fluctuations 

Two-dimensional  spatial  covariance 
function  of  the  phase  fluctuations 

Covariance  function  of  the  tempera- 
ture fluctuations 

Covariance  function  of  the  x-directed 
wind  velocity 

Refractive  index  structure  constant 

Temperature  structure  constant 

Wind  velocity  structure  constant 

Speed  of  phase  propagation  of  acoustic 
or  electromagnetic  waves 

Mean  speed  of  sound  in  air 

Structure  function  of  the  refractivity 
fluctuations 

Fourier-Stieltjes  measure  of  the  per- 
turbed electric  field 

Fourier-Stieltjes  measure  of  the  wave 
amplitude  fluctuations 

Fourier-Stieltjes  measure  of  the  wave 
phase  fluctuations 

Fourier-Stieltjes  measure  of  the  refrac- 
tivity fluctuations 

Solid  angle 

Scattering  cross  section 

Total  electric  field 

Expected  value  operator 

Perturbed  electric  field  vector 

Unperturbed  electric  field  vector 

Three-dimensional  energy  spectrum 

Fa  Two-dimensional  spectrum  of  the 
amplitude  fluctuations 

F  Two-dimensional  spectrum  of  the 
refractivity  fluctuations 

Fg  Two-dimensional  spectrum  of  the 
phase  fluctuations 

f(r)  A  general  function  of  position 

H  Magnetic  field 

Ho  Unperturbed  magnetic  field 

Hi  Perturbed  magnetic  field 

i  Running  index  of  integers 

Im  Take  the  imaginary  part  of 

K=(K^,K  ,      Three-dimensional  spatial  wave 

Y,\  number 
Ko  Three-dimensional  wave  vector  des- 

cribing the  turbulent  spatial  fre- 
quencies that  reinforce  the  incident 

field  in  the  direction    of  m 

k  Wavenumber  of  the  radiation 

L  A  dimension  of  the  volume  containing 
refractivity  fluctuations,  pathlength 

Lo  Outer  scale  of  turbulence 

80  Inner  scale  of  turbulence 

m  Unit  vector  in  the  scattering  direction 

n  Dummy  position  variable 

n(r)  Index  of  refraction 

ni(ir)  Refractive  index  fluctuation 

Po  Unperturbed  acoustic  wave 

Pi  Perturbed  acoustic  wave  field 

P(^)  Probability  distribution  function 

p(^)  Probability  density  function 

j^=(x,y,z)        A  position  vefttor 

^=(x  ,y  ,         A  vector  describing  coordinates  inside 
z  )  the  volume  containing  refractivity 

variations 

^  Scattered  wave  Poynting  vector 

S  Total  phase  of  a  plane  wave 

So  Unperturbed  phase  of  a  plane  wave 
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So  Incident  wave  Poynting  vector 

Si  Perturbed  phase  of  a  plane  wave 

5  The  Component  of  Poynting  vector 
in  the  direction  of  m 

T  A  temperature  fluctuation  from 
background 

To  Average  background  tempurature 

t  Time 

u'  Fluctuations  in  x-directed  wind 
velocity 

V  Volume 

V  Gradient  operator 

6-p  Kronecker  delta 

f  Dummy  position  variable 

6  Scattering  angle 
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Several  radar  techniques  have  evolved  over  recent  years  which  permit  the  straightforward 
measurement  of  certain  important  ocean  wave  parameters.  At  MF  and  HF,  the  ocean  waveheight 

spatial  spectrum  can  be  measured  directly  via  the  first-order  Bragg-scattered  signal  intensity;  a 
variety  of  experiments  are  briefly  examined  which  involve  monostatic  ground-wave  and 
ionospheric  radars,  bistatic  HF  buoy-shore  systems,  bistatic  LORAN  A  signal  scatter  systems,  and 
bistatic  buoy-satellite  systems.  The  second-order  contributions  to  HF  scatter  produce  a 
continuous  Doppler  return  which  varies  in  position  and  amplitude  with  sea  state.  At  UHF,  it  is 
possible  to  measure  indirectly  the  spatial  slope  spectrum  of  the  longer  ocean  waves  via 

cross-correlation  of  simultaneous  Bragg-effect  returns  at  two  frequencies.  Finally,  short-pulse 
microwave  satellite  altimeters  permit  a  direct  measurement  of  the  significant  (or  rms)  waveheight 
of  the  sea  at  the  suborbital  point  via  the  specular  point  scatter  mechanism.  These  techniques  will 
be  important  for  (ij  detailed  oceanographic  measurements  of  the  characteristics  of  sea  waves,  (ii) 
routine  monitoring  of  sea  state  for  maritime  purposes,  and  (Hi)  deduction  of  wind  patterns  above 
the  seas  for  meteorological  purposes. 

12.1      Description  of  the  Sea  Surface 

The  quantitative  interpretation  of  radar  scatter  from  the  sea  requires  the  use  and  appreciation  of 

certain  properties  of  ocean  waves.  A  brief  review  is  undertaken  here  of  the  ocean-wave  physics  and 
characteristics  which  we  will  need  later;  also,  common  oceanographic  nomenclature  pertaining  to  ocean  waves 
is  defined  and  explained.  A  readable  but  detailed  treatment  of  all  aspects  of  ocean  wave  physics  can  be  found 

in  the  text  by  Kinsman  (1965);  a  more  elementary  introduction  to  water  waves  is  the  concise  soft -cover 
booklet  by  Bascom  (1964). 

12.1.1  Nomenclautre 

Sea  State.  This  term  as  used  here  refers  to  the  state  of  the  sea,  or  roughness,  as  determined  by  the  heights  of 

the  largest  waves  present.  Numbers  have  been  assigned  to  sea  states  by  the  International  Mariners' 
Codes,  and  these  are  related  to  wave  heights  in  (T12.1). 

Significant  Wave  Height.  This  term  is  a  common  maritime  descriptor  referring  to  the  average  of  the 

heights— /row  crest  to  trough— of  the  1/3  highest  waves;  it  '^  denoted  Hj  73. 
RMS  Wave  (or  Roughness)  Height.  This  is  a  term  describing  root-mean-square  height-aZ)ove  the  mean  surface 

level-used  in  rough  surface  scatter  theories;  it  is  denoted  here  by  h.  While  there  is  no  exact  general 
relationship  between  h  and   Hj/3,  a  common  approximation  frequently  used  for  wind  waves  is 

Hi/3-2.83h. Length.  The  length  or  spatial  period  of  a  single  ocean  wave  is  the  distance  from  one  crest  to  another;  it  is 
denoted  L. 

Period.  Unless  denoted  otherwise,  this  refers  to  the  temporal  period,  and  is  the  length  of  time  it  takes  two 
successive  crests  of  a  single  wave  to  pass  one  point.  It  is  denoted  T. 

Spatial  Wavenumber.  This  is  defined  in  terms  of  the  length  of  an  ocean  wave  as  k  =  27t/L. 

Temporal  Wavenumber.  This  radian  wavenumber  is  given  in  terms  of  the  period  by  cj  =  27I-/T. 
Fetch.  The  fetch  is  the  horizontal  distance  over  which  a  nearly  constant  wind  has  been  blowing. 
Duration.  This  term  refers  to  the  length  of  time  during  which  a  nearly  constant  wind  has  been  blowing. 
Wind  Waves.  This  term  refers  to  a  system  of  ocean  waves  which  is  being,  or  has  very  recently  been,  aroused  by 

winds  blowing  locally  above  that  area  of  the  ocean.  Wind  waves  result  in  a  random  appearing  ocean 
height  profile. 

FuUy  Developed  Seas.  This  is  an  equilibrium  sea  state  condition  reached  after  sufficient  duration  and  fetch  at  a 

given  wind  speed.  The  estimated  duration  and  fetch  versus  wind  speed  required  to  produce  fully 
developed  seas  is  provided  in  (T  12.1) 
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Table  12.1    Deep-Water  Wind  Waves  And  Sea  State 
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*lf  the  letch  and  duration  are  as  great  as  indicated  above,  these  waveheight  and  sea  state 
conditions  exist.  If  fetch  and  duration  are  greater,  waveheight  can  be  up  to  10%  greater. 

Swell.  When  wind  waves  move  out  of  the  area  in  which  they  were  originally  excited  by  the  winds,  or  after 

winds  have  ceased  to  blow,  these  waves  change  their  shape  and  settle  down  to  what  is  known  as 

"swell".  Swell  appears  less  random  and  more  nearly  sinusoidal,  of  great  length,  and  with  great  width 
along  the  crestlines.  The  usual  period  of  swell  is  from  six  to  sixteen  seconds.  Swell,  while  an  occasional 

phenomenon,  can  arise  from  storm  areas  thousands  of  miles  distant. 

Deep-Water  Waves.  When  the  water  is  sufficiently  deep  that  the  effect  of  the  bottom  on  the  propagation 

characteristics  of  the  waves  can  be  neglected,  they  are  called  "deep-water"  waves.  Generally,  if  the 
depth  is  greater  than  1/2  the  length  of  a  given  wave,  the  deep-water  approximation  is  valid.  Except  near 
beaches,  ocean  waves  are  deep-water  waves,  and  we  utilize  tliis  assumption  tliroughout  this  chapter. 

Gravity  Waves.  This  term  refers  to  waves  in  which  the  chief  restoring  force  upon  the  perturbed  water  mass  is 

gravity.  Waves  whose  lengths,  L,  are  greater  than  1.73  cm  (Phillips,  1966)  are  gravity  waves.  Since 
gravity  waves  are  the  essence  of  sea  state,  they  are  the  only  types  of  waves  considered  in  this  chapter. 

Capillary  Waves.  This  term  refers  to  waves  in  which  the  chief  restoring  force  acting  on  the  perturbed  water 
mass  is  surface  tension.  Less  than  1.73  cm  in  length,  they  are  not  important  for  most  of  the  topics  of 
this  chapter. 

12.1.2  Wind  Wave  Surface  Height  and  Slope  Distributions 

Patterns  of  wind  waves  having  various  lengths,  heights,  and  directions  of  motion  interact  to  form  a 

random-appearing  surface.  Hence  the  quantitative  characteristics  of  such  a  surface  are  best  described 
statistically.  One  of  the  statistical  functions  frequently  occurring  in  the  analysis  of  radio  wave  interactions 
with  the  sea  is  the  probability  density  function  of  the  surface  height  and  its  spatial  derivatives  (or  slopes). 
Physically,  the  probability  density  function  p(x)  is  defined  such  that  p(x)dx  is  the  probability  that  the  random 

variable  lies  in  the  interval  dx  between  x  -  dx/2  and  x  +  dx/2. 
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Figure   12.1    Measured  versus  model  probability  density  functions  for  sea  surface  height  (after  Mac  Kay, 
1959). 

For  the  sea  surface  height,  f ,  above  the  mean  sea  level,  MacKay  (1959)  found  from  detailed  analyses  of 
measured  wave  records  that  the  height  probability  density  function  is  nearly  Gaussian  (or  normal).  This  yields 

p(r)  =  (27rh^)-"^  exp  - 

(tl 
(12:1) 

where  h  is  the  rms  height  of  the  surface,  i.e.,  h  =  (<f^>)'^^,  where  <.  .  .>  denotes  average.  The  actual 
density  for  the  sea  height  cannot  be  truly  Gaussian  for  two  reasons:  (i)  For  Gaussian  distributed  waves,  there  is 

always  some  finite— albeit  small— probability  that  very  large  waveheights  can  occur,  whereas  for  the  sea,  wave 
breaking  occurs  when  the  heights  and  slopes  exceed  certain  critical  values,  (ii)  The  Gaussian  function  is 
symmetric,  whereas  the  sea  height  is  not  truly  symmetric  about  the  mean.  This  can  be  seen  from  looking  at  the 

sea  surface  profile,  which  tends  to  have  sharp  pointed  peaks  (for  f  >  0),  but  rounded  shallow  troughs  (for 
f  <0).  Thus  the  sea  surface  profile  would  not  look  the  same  upside  down,  whereas  a  true  Gaussian  variable 
would. 

For  the  latter  reason,  the  true  height  probability  density  function  is  sliglitly  better  matched  by  a 

Gram-Charlier  model  than  by  the  Gaussian,  as  shown  in  (F12.1),  after  MacKay  (1959).  The  difference  is  very 
slight,  however,  and  for  most  analytical  purposes  the  Gaussian  model  is  entirely  adequatef.  The  Gaussian 
height  distribution  will  be  assumed  and  used  throughout  this  chapter. 

If  the  height  distribution  for  the  sea  were  truly  Gaussian,  then  the  distribution  of  its  spatial  derivatives 
(i.e.,  the  slopes)  would  also  be  Gaussian,  because  a  linear  operation  on  a  Gaussian  random  variable  (e.g., 
differentiation)produces  another  Gaussian  random  variable.  The  actual  slope  distributions  for  the  sea  are  again 

almost— but  not  quite— Gaussian.  We  take  the  x-axis  as  horizontal  and  pointing  in  the  dominant  wind  direction 
(i.e.,  along  the  downwind  direction),  and  the  y-axis  as  horizontal  and  pointing  in  the  crosswind  direction.  Then 
Cox  and  Munk  (1954),  using  glitter  point  photography  to  measure  the  directional  slopes,  find  that 

fy  (-  9f/9y)  in  the  crosswind  direction  is  symmetric,  but  f^  (~  9f/9x)  is  skewed  toward  the  upwind  direction, 
probably  due  to  wind  stress.  This  is  shown  in  (F12.2).  Thus  the  departure  from  Gaussian  is  again  slight,  and 
while  it  could  be  important  in  applications  involving  radar  scatterometers  looking  near  the  vertical  witii  high 
angular  resolution  (Nathanson,  1971),  the  difference  is  ignored  in  this  chapter.  Also  noteworthy  from  the 

figures  is  the  fact  that  the  observed  rms  slope  in  the  upwind-downwind  direction  is  not  significantly  different 

from  that  in  the  crosswind  direction.  It  can  be  shown  analytically  that  f^  ̂"^  fv  ̂"^^  uncorrelated  at  any  given 
point  on  the  ocean.  Therefore,  we  take  the  following  for  {he  joint  probability  density  function  for  the  surface 
slopes: 

P(fx.fy)  =  (^^5^)"'  exp 

pZAi!) 
(12:2) 

t  One  case  where  one  might  desire  a  higher  order  correction  to  the  Gaussian  model  accountini;  t^r  the  skewness  is  in  a  detailed analysis  of  the  short  pulse  return  from  a  radar  altimeter. 
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Figure  12.2   Measured  versus  model  probability  density  functions  for  sea  surface  slopes  (after  Cox  and  Munk, 
1954). 

where,  as  explained  above,  we  take  s^  =  <f ̂   +  f?,>  =  <f x>  +  <fy>  -  2<f x^  =  2<fy>,      s  being  the  total 
rms  slope  of  the  ocean  surface  at  a  given  point. 

12.1.3  First-Order  Gravity  Wave  Dispersion  Relationship 

The  equation  for  the  surface  height,  f ,  of  a  deep-water  gravity  wave  is  obtained  from  hydrodynamic 
theory  (Kinsman,  1965).  Generally,  the  wave  surface  height,  f ,  is  a  function  of  the  two  orthogonal  horizontal 

coordinates  x,y  and  of  time,  t,  i.e.,  t(x,y,t).  This  function— as  well  as  the  velocity  potential  and  stream 

function— must  satisfy  Laplace's  second-order  differential  equation;  in  addition,  they  satisfy  two  boundary 
conditions  at  the  free  surface:  (i)  the  kinematic  condition  and  (ii)  the  dynamic  condition.  While  Laplace's 
differential  equation  is  linear,  the  boundary  conditions  are  not.  Thus  an  exact  solution  is  difficult  to  obtain. 

The  common  method  of  solving  these  equations  is  to  expand  all  of  the  functions  into  a  perturbational 
series.  Then  the  nonlinear  boundary  conditions  are  ordered  into  several  equations,  each  containing  terms  of  a 
higher  order  of  magnitude.  The  ordering  (or  perturbational)  parameter  is  the  height  of  a  wave  divided  by  its 

length;  this  quantity  is  always  very  small  for  gravity  waves.  The  lowest-order  equations  to  emerge  are  linear 
and  can  be  solved  for  the  first-order  height,  f ,  of  the  surface.  Second  and  higiier-order  solutions  for  f  can  also 
be  obtained,  and  will  be  discussed  in  a  later  section.  As  the  height  of  the  water  wave  decreases,  the  first -order 
solution  becomes  increasingly  valid  because  higher-order  terms  decrease  in  magnitude.  Hence,  the  first-order 
solution  is  also  referred  to  as  the  small-amplitude  approximation  for  water  waves. 

The  first-order  solution,  f,  has  several  distinctive  characteristics.  It  can  consist  of  the  superposition  of 
an  arbitrary  number  of  sinusoids  of  different  amplitudes,  spatial  lengths,  and  directions,  fiwr-unique  to  water 
waves— each  sinusoid  of  a  given  wavelength  (or  wavenumber)  moves  at  a  distinct  phase  velocity.  The 
relationship  for  the  first-order  phase  velocity,  v,  is  obtained  also  from  the  lowest-order  surface  boundary 
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conditions.  It  is  (for  gravity  waves) 

where  g  is  the  acceleration  of  gravity  («  9.81  m/s),  and  k  =  2n/L  is  the  total  spatial  wavenumber  for  the  wave 
of  length  L. 

Another  way  of  stating  (12:3)  is  to  relate  the  temporal  wavenumber,  cj,  of  the  wave  to  its  spatial 
wavenumbers;  this  is  commonly  called  a  dispersion  relationship  in  physics.  It  is 

co^  =  gK  =  gV^x'  +  xy"  .  ^'^■'*) 

where  we  assume  for  generality  that  the  wave  is  moving  in  a  direction  whose  angle  6  with  respect  to  the  x-axis 

is  given  by  tan"'  (Hy/K-^).  The  total  wavenumber  magnitude,  k,  is  thus  the  square  root  of  the  sum  of  the 
squares  of  the  x-  and  y-directed  spatial  wavenumbers  k^  ̂ ^^  "y 

From  (12:4)  we  can  obtain  still  another  commonly  seen  first -order  expression  relating  the  wavelength 
to  the  period: 

-
&
 

(12:5) 

Table  12.2    Relationship  Between  Period,  Length,  And  Phase  Velocity 
Of  Small  Amplitude  Gravity  Waves 

Period,  T, Wave 
feet 

Length,  L 

meters 

Velocity, 

V 

seconds knots meters/second 

6 184 

56 
18.1 9.3 

8 326 100 
24.1 12.4 

10 
512 156 30.2 15.5 

12 738 225 
36.2 

18.6 
14 1000 305 42.4 21.8 
16 1310 400 48.6 25.0 

Thus  we  see  for  first-order  gravity  waves  a  unique  square  root  relationship  between  the  water 
wavelength  and  its  temporal  characteristics  such  as  its  velocity  and  period.  Table  (12.2)  provides  a  ready 
connection  between  these  quantities  for  the  longer,  higher  waves  which  generally  comprise  sea  state.  It  will  be 

seen  later  that  this  square-root  dispersion  relationship  forms  the  basis  for  several  unique  radar  experiments 
involving  scatter  from  sea  waves. 

12.1 .4  Waveheight  Spectrum  of  Wind  Waves 

The  statistical  quantity  developed  by  oceanographers  to  relate  the  height  of  ocean  waves  to  their  length 
is  the  waveheight  spectrum.  It  will  be  seen  later  that  this  spectrum  also  appears  directly  in  radar  scatter 

theories.  The  most  general  form  for  this  spectrum  contains  two  spatial  wavenumbers  (K^,Ky^)  and  one  temporal 
wavenumber  (co)  to  describe  the  waveheight  f(x,y,t)  as  a  function  of  its  three  independent  variables;  we  denote 

it  as  S(Kx,Ky,w). 
For  a  random-like  system  of  wind  waves,  we  assume  that  the  dominant  wind  and  wave  direction  is  in 

the  +x  direction.  Then  we  can  express  the  surface  height  in  a  Fourier  series  as  a  sum  of  traveling  waves: 

S  °° 

f=       1.         P(m,n,k)e'^"ix+iany-iwkt  =       ̂       p(„i_„je'^("ix+ny)-iw+t  (12:6) m,n,k=-°°  m,n=-oo 
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Here  a  =  27r/Lf  and  w  =  27r/Tf,  where  Lf  and  Tf  are  the  wavelength  and  period  of  the  fundamental  components 

in  the  expansion.  The  wavenumbers  of  each  sinusoid  are  then  k^  =  am,  Xy  =  an,  co  =  wk.  The  first  summation 
in  (12:6)  is  more  general,  assuming  no  particular  dispersion  relationship.  Because  first-order  water  waves  are 
constrained  to  follow  the  dispersion  relationship  expressed  by  (12:4),  however,  it  is  possible  to  simplify  this  to 
a  double  summation  over  two  independent  indices  (or  wavenumbers);  the  third  is  given  in  terms  of  the  first 
two  as 

C0+  =  sgn(am)(ag)"^(m2  +  n^)''^  =  sgniK^)g"\K^'  +  Ky^)"^  , 
(12:7) 

where  sgn(u)  =  ±1  depending  upon  whether  its  argument  u  is  ±. 
The  first-order  spatial/temporal  average  waveheight  spectrum  can  now  be  written  in  terms  of  the 

Fourier  coefficients  of  the  expansion  (Barrick,  1972): 

<P(m,n,k)P(m',n'4c')>  =' 

m  =  -m 

n'  =  -n 

k'  =  -k 

and 

<P(m,n)P(m',n')>  =' 

—J —  S(Ky,'<v,'^)  for 

0  for  other  m',n',k' 

fcJ*x.«v)fo,p:;: 

(12:8) 

(12:9) 

0  for  other  m',  n' 
Again,   using   the    first-order  dispersion  relationships  it  is  possible  to   express  the   more  general 

S(/<x,'Cy,c<j)  in  terms  of  the  directional  spatial  spectrum,  S(Kx.'<y): 

S(Kyr^,Ky,Oj)     =      S(Ky^,Ky)8{CO     '       CJ +  )      , 
(12:10) 

where  u)^  is  given  in  (12:7)  and  S(u)  is  the  Dirac  impulse  function  of  argument  u.  The  normalization  here  is 

such  that  the  mean-square  surface  height  is 

h'=<^^>=l       dKJ      dK    I      dojS(K^,Ky,i^)=\      dKxl      dxy  S(/<x,«v)  ■  (12:11) J-OO  J- CO  ■'J-  OO  "  J-  OO  J-  CO  ̂   ■' 

One  can  define  a  non-directional  temporal  spectrum  S(co)  as  follows: 

/OO  rco  /"°°  /•  OO 

dX^J  dKy        S(Ky,Ky,W)     =       /  AK  y^l  AK  y     ̂K  y^,K  y)b  {ijj     '       <jj  ̂ )  (l2:12) 

It  turns  out  that  oceanographers  can  conveniently  measure  S(a;)  directly  in  a  number  of  ways.  For  a  review  of 

these  techniques,  see  Kinsman  (1965).  Many  have  reported  detailed  observations  of  S(oj)  for  wind-driven 
ocean  waves.  Others  have  attempted  to  fit  empirical  laws  to  these  observations  to  relate  the  spectrum  to  the 
wind  speed.  One  such  set  of  observations  is  shown  in  (F12.3a)  taken  from  Moskowitz  (1964);  these  carefully 

selected  spectra  for  deep-water  waves  are  fully  developed  only  at  wind  speeds  below  30  knots,  however. 
Moskowitz  notes  that  on  the  open  seas,  the  fetch  and  duration  are  rarely  sufficient  for  winds  above  30  knots 
that  the  sea  will  reach  a  fully  developed  condition.  Thus  observed  spectra  at  these  higher  winds  will  usually  be 
lower  than  models  developed  for  fully  developed  seas. 

Several  semi-empirical  models  for  wind-wave  spectra  enjoy  popularity;  among  them  are  the 
Neumann-Pierson,  the  Pierson-Moskowitz,  and  the  Phillips  spectra  (Kinsman,  1965).  These  differ  chiefiy  in  the 
form  postulated  for  the  lower-end  cutoff.  Because  of  its  mathematical  simplicity  and  for  general  lack  of 
detailed  information  about  the  cutoff  (which  is  observed  to  be  quite  steep  in  the  absence  of  swell),  we  shall 
here  employ  the  Phillips  model  when  this  function  is  needed  for  quantitative  estimates.  Furthermore,  since 
observations  indicate  that  a  specific  directionality  is  difficult  to  justify  (Phillips,  1966;  Munk  and  Nierenberg, 
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1969),  we  shall  assume  that  the  model  is  semi-isotropic.  This  means  that  all  directions  in  the  +x  half-space  are 
equally  favored  in  amplitude  by  the  waves.  This  model  then  has  the  form 

SCKx.Ky)  =' 

B/ 

pTT^K^^    +  Ky^)     I    for  K  =  ̂K^^^    +  K^   >  g/u^ 

0  for  K  =  ■^K-^   +  Ky^   <  g/u^ 

(12:13) 

1200 

1 1                1 
40  knots - 

1000 - A - 

800 - /  \ - 

600 - 

'       35         \ 

- 

400 

"                        / 

/    /3o\    \\ 

200 
/ 

//            ̂ ^C^"^^^ 

- 

/     /  20 1     _jr=f= 
^:;;::::;--^__       

0   —i—   ~ 0,10  015 

Frequency ,  Hertz 

0  10  015 

Frequency ,  HeMz 

Figure  12.3   Measured  and  model  waveheight  temporal  spectra,  (a)  Measured  [after  Moskowitz,  1964] ;  seas 
are  not  fully  developed  at  winds  above  25  knots,  (b)  Phillips  model  for  fully  developed  seas. 

where  B  is  a  dimensionless  constant  observed  by  Phillips  (1966)  and  others  to  be  approximately  0.005.  Energy 
in  this  spectrum  is  spread  symmetrically  over  both  positive  and  negative  wavenumbers.  The  above  model  shows 

the  spectral  saturation  observed  when  the  wavenumber  k  exceeds  the  lower-end  cutoff,  given  in  terms  of  the 

wind  speed  u  by  g/u^ .  In  this  saturated  region— often  called  the  equilibrium  region— the  Phillips  spectrum 
follows  a  K""*  law. 

From  (12:13)  and  (12:12),  the  temporal  non-directional  version  of  the  Phillips  model  is  found  to  be: 

S(co)  =• 

g^  B/oj'  for  CO  >  g/u 

0  for  CO  <  g/u  , 

(12:14) 

where  again  the  energy  is  distributed  symmetrically  for  ±co.  Figure  (12.3b)  shows  plots  of  (12:14)  for 
comparison  with  spectra  observed  by  Moskowitz. 

Physically,  our  Phillips  model  implies  that  the  wind  does  not  affect  the  shape  of  the  spectrum  in  tlie 
equilibrium  region.  As  the  wind  increases  it  merely  drives  the  cutoff  lower,  piling  up  more  energy  beneath  the 

spectrum  (and  increasing  the  rms  waveheight).  This  assumes  of  course  that  one  waits  until  the  seas  are  fully 

developed  at  a  given  wind  speed.  The  reason  for  this  effect  on  the  lower-end  cutoff  can  be  explained  simply. 
The  longest  (and  hence  fastest)  waves  which  can  be  excited  by  the  wind  are  those  wliose  pliase  velocity,  v, 
matches  the  wind  speed  u.  The  length  of  these  waves  is  given  by  the  dispersion  relationsliip  (12:3): 

l(gLco)/(27r)]  =(g/'<co)  ~v^  ""^-  Solving  this  for  k^^q,  we  obtain  g/u^  the  sinusoid  witii  the  smallest  (or 
cutoff)  wavenumber  which  is  excited  by  the  wind  with  speed  u. 
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12.1.5  RMS  Height  and  Slope  of  Wind  Waves 

The  rms  (or  significant)  waveheight,  as  mentioned  previously,  is  the  essence  of  sea  state.  The  rms  slope 
of  water  waves,  while  not  as  directly  indicative  of  sea  state,  appears  frequently  in  scatter  theories,  especially 

specular  point  theories  for  microwave  frequencies.  Hence  it  is  desirable  to  have  quantitative  estimates  of  the 
dependence  of  each  on  wind  speed  for  fully  developed  seas. 

The  mean-square  waveheight,  h^ ,  can  be  obtained  directly  from  (12:1 1)  by  using  the  Phillips  spectrum 
(12:13).  This  gives 

h^=f^m^orh  =  .016u^m,  02:15) 

where  B  =  0.005  (a  dimensionless  constant),  u  =  windspeed  (m/s),  and  g  is  the  acceleration  gravity  (9.81  m/s^). 
The  mean-square  slope   can  be   obtained  in  a  similar  manner.  Since  we  have  already  assumed  a 

semi-isotropic  directional  pattern  for  the  Phillips  spectrum,  we  have   <^]^  =  <f y>  =  _  <fx  "*■  f y^  ~  2  ̂̂  ' 

where  s^  is  the  total  slope  at  a  point  on  the  surface.  We  obtain  a  result  for  s^ -after  integration  of  the  Phillips 
spectrum-which  depends  upon  the  upper  (as  well  as  the  lower)  bound  on  the  spectrum.  If  one  is  interested 

only  in  the  slope  of  the  gravity  waves,  then  it  makes  sense  to  take  as  the  upper  limit  k^ -0-038  m"  ,  the boundary  between  the  gravity  and  capillary  wave  regions.  We  then  have 

m (12:16) 

Often  in  the  specular  point  theories  applicable  at  microwave  and  higher  frequencies,  the  slopes  of  the 

capUlary  waves  do  in  fact  affect  the  magnitude  of  the  scatter.  In  this  case,  the  mean-square  slope  should 
include  these  capillaries.  Phillips  (1966)  and  Miles  (1962)  show  that  for  high  winds,  about  half  of  the 

mean-square  slope  comes  from  the  capillaries,  and  one  needs  to  add  a  term  to  (12:16)  for  u>5  m/s  to 
account  for  viscous  dissipation.  This  correction  term  is 

s,^=B'Cn(— V  (12:17) '©■ 

where  B'  =  0.015  (dimensionless),  k^  —  3.2  u*'^  cm"' ,  and  as  before  k^.  —  3.8  cm"' . 
A  simpler  empirical  relationship  derived  from  (F4.17)  of  PhilHps  (1966)  can  be  obtained  which 

includes  the  effect  of  capillary  slopes  as  well  as  the  slopes  of  the  gravity  waves.  It  is  valid  roughly  for 
1  m/s<u<  15  m/s. 

s^  ̂ 5.5  X  10-^u  ,  or  s  =  0.074Vu  .  (12:18) 

12.2      MF/HF  Radar  Scatter  from  the  Sea 

One  of  the  more  thoroughly  established  radar  techniques  for  remote  sensing  of  sea  wave  characteristics 
uses  frequencies  in  the  MF  and  HF  regions.  Recent  quantitative  theories,  confirmed  by  a  variety  of 
experimental  configurations,  lend  considerable  credence  to  the  concept.  We  review  first  the  physical 

mechanism  and  theoretically  predicted  echo  strength,  and  then  apply  these  results  to  several  monostatic  and 
bistatic  concepts  at  MF  and  HF.  Supporting  experimental  data  for  these  techniques  is  presented  where 
available. 

1 2.2.1  Predicted  Magnitude  and  Physical  Nature  of  Sea  Echo  at  MF/HF 

Sea  echo  at  frequencies  below  VHF  has  been  observed  by  radars  since  World  War  II.  Crombie  (1955) 
appears  to  have  been  the  first  to  correctly  deduce  the  physical  mechanism  responsible  for  this  sea  scatter. 

Based  upon  HF  experimental  observations  of  the  backscatter  Doppler  signal  spectrum,  he  noted  that— in 
contrast  with  a  typical  noiselike  clutter-the  sea  echo  always  appeared  at  a  discrete  frequency  shift  above  and 
below  the  HF  carrier.  These  discrete  Doppler  shifts  could  not  be  produced  by  all  of  the  ocean  waves 
illuminated  by  the  radar,  since  according  to  (12:3)  waves  of  different  lengths  move  at  different  velocities  and 
hence  would  produce  echoes  at  many  Doppler  shifts.  Thus,  working  backwards  and  calculating  the  ocean  wave 
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velocity  from  the  observed  discrete  Doppler  shift,  and  then  the  length  of  the  ocean  wave  traveling  at  this 
velocity,  he  arrived  at  the  following  rather  startling  result:  The  only  ocean  wave  from  the  entire  spectrum 

present  which  produces  backscatter  at  HP  has  a  wavelength  precisely  one-half  the  radar  wavelength  and  is 
moving  directly  toward  and/or  away  from  the  radar.  The  observed  Doppler  shift  of  the  sea  return  was  seen  to 

increase  with  the  square  root  of  the  carrier-frequency— rather  than  in  direct  proportion,  as  with  a  discrete 
moving  target— further  confirming  this  explanation  (following  the  square-root  relationship  between  velocity 
and  length  of  gravity  waves,  as  given  in  (12.3)).  Hence  the  experimentally  deduced  mechanism  was  seen  to  be 

"Bragg  scatter",  the  same  phenomenon  responsible  for  scatter  of  X-rays  in  crystals  and  light  rays  from 
diffraction  gratings  and  holograms. 

Quantitative  theoretical  analyses  of  the  scatter  problem  lagged  these  experimental  deductions  by 
several  years.  Peake  (1959)  appears  to  have  been  the  first  to  reduce  the  classic  statistical  boundary 

perturbation  theory  of  Rice  (1951)  to  a°,  the  normalized  average  scattering  cross  section  per  unit  area  for  a 
slightly  rough  surface.  Barrick  and  Peake  (1968)  noted  that  this  result,  when  interpreted,  shows  that  scatter  is 

produced  by  the  Bragg  mechanism,  in  agreement  with  Crombie's  deductions.  Based  upon  a  deterministic 
analysis  of  backscatter  from  sinusoidal  waves.  Wait  (1966)  independently  obtained  a  result  which  was 
explainable  via  Bragg  scatter. 

No  attempt  was  made  until  very  recently  to  apply  these  scatter  theories  to  the  sea,  which,  as  we  have 

seen  in  the  preceding  section,  has  a  unique  waveheight  spectrum  and  simple  first -order  dispersion  relationship 
between  spatial  and  temporal  ocean  wavenumbers.  Barrick  (1970,  1972)  and  Crombie  (1971)  both  have 
obtained  quantitative  predictions  for  the  scattered  signal  spectrum  for  sea  echo,  including  the  temporal 
variation  and  the  dispersion  relationship  for  the  ocean  waveheight.  The  results  and  notation  of  Barrick  are 

somewhat  more  general  and  will  be  employed  in  this  chapter;  Crombie's  solution  for  backscatter  agrees  both 
quantitatively  and  qualitatively  with  Barrick's,  serving  as  an  independent  check. 

The  technique  used  by  Barrick  was  initially  applied  by  Rayleigh  to  scatter  of  acoustic  waves  from  a 
sinusoidal  surface.  It  was  generalized  by  Rice  to  permit  the  analysis  of  the  average  electromagnetic  signal 
intensity  scattered  from  a  randomly  rough  surface.  Basically,  one  employs  a  Fourier  series  expansion  for  the 
surface,  as  given  in  (12:6),  and  then  expands  the  three  components  of  the  electromagnetic  field  above  the 
surface  into  the  same  type  of  series  with  the  same  wavenumbers  (am,  an  wk),  but  with  unknown  coefficients. 
These  coefficients  are  then  determined  by  enforcing  the  boundary  conditions  at  the  surface.  The  fields  at  the 

boundary  are  expanded  in  a  perturbational  manner,  permitting  an  ordering  of  the  terms  and  a  straight-forward 
solution  for  the  unknown  field  coefficients.  Mathematical  details  are  found  in  Rice  (1951),  Peake  (1959),  and 
Barrick  (1970,  1972). 

This  boundary  perturbation  approach  requires  the  assumption  of  the  following  limitations  in  order  to 

be  mathematically  valid:  (i)  the  height  of  the  surface  must  be, small  in  terms  of  the  radio  wavelength,  (ii) 
surface  slopes  must  be  smaD  compared  to  unity,  and  (iii)  the  impedance  of  the  surface  medium  must  be  srnall 

in  terms  of  the  free  space  wave  impedance.  These  conditions  are  all  satisfied  by  the  sea  below  mid-VHP. 
The  solutions  obtained  from  the  Rice  perturbation  technique  possess  some  similarity  to  those  obtained 

earlier  by  Davies  (1954)  for  a  slightly  rough  surface  using  a  physical  optics  technique.  The  perturbation  results 
are  superior,  however,  for  two  reasons:  (i)  they  contain  polarization  dependence  and  correctly  predict 

near-grazing  scatter  for  vertical  polarization,  whereas  physical  optics  does  not,  and  (ii)  they  are  mathematically 
valid  in  the  low-frequency  limit  (as  wavelength  approaches  infinity),  whereas  the  physical  optics 
approximation  will  eventually  fail  its  inherent  requirement  that  surface  radii  of  curvature  be  much  larger  than 
wavelength. 

Before  giving  the  solutions  for  the  scattering  coefficients  of  the  sea,  we  first  review  the  radar  range 
equations  for  average  received  power  and  its  spectral  density  scattered  from  a  patch  of  sea  of  area  dS: 

dPR(co) 
dPR P'pGyGj^X 

(477)3  Rf^R^ 
FtFr  dS  X    ' 

a(co)     W/rad/s 

W 

(12:19) 
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where  Pj  is  the  transmitted  power,  Rj^  and  R-p  are  the  ranges  from  the  scattering  patch  dS  to  the  receiver  and 
transmitter  respectively,  and  A  is  the  radar  wavelength.  The  quantities  Fj  and  Fj^  are  the  Norton  attenuation 
factors  between  the  patch  and  the  transmitter  and  receiver  for  TM  propagation  near  the  surface;  they  account 

for  any  propagation  losses  greater  than  the  normal  free-space  (1/R^)  spreading  losses,  and  hence  approach 
unity  for  a  perfectly  conducting  flat  earth.  One  must  be  cautious  in  defining  the  antenna  gains  Gj  and  Gr  in 

the  direction  of  the  scattering  patch.  For  ground-wave  or  line-of-sight  propagation  to  and  from  the  patch,  Gj 
and  Gj^  must  be  the  equivalent  free-space  gains  of  the  antenna;  that  gain  is  less  than  its  measured  gain  in  the 
presence  of  the  conducting  ground  by  6  dB.  For  example,  a  vertical  quarter-wave  monopole  fed  against  the 
ground  would  have  an  equivalent  free-space  gain  for  use  in  (12:19)  of  —0.85  dB  rather  than  +5.15  dB.  For 
over-the-horizon  ionospheric  propagation  to  the  patch,  however,  one  employs  the  normal  gains  of  the  antenna 
measured  in  the  presence  of  the  ground  (e.g.,  +5.15  dB  for  the  quarter-wave  monopole)t. 

The  actual  average  scattering  cross  section  for  the  patch  of  sea  within  the  radar  resolution  cell  of  area 

dS(m^)  is  then  a°dS(m^).  Hence,  a°  is  the  average  scattering  cross  section  of  the  sea  per  unit  area.  Its 
counterpart  in  the  equation  for  received  power  spectral  density  is  a(cij),  the  average  scattering  cross  section  per 

unit  area  per  rad/s  bandwidth.  The  normalization  used  here  is  such  that  a° 2  JLc 
a(cj)da;. 

Referring  to  (F12.4)  which  defines  the  incidence  and  scattering  angles  at  the  sea  surface  patch  dS,  we 

can  write  the  following  expressions  for  a(cj)  and  a^  for  vertically  incident  and  vertically  scattered  polarization 
(Barrick,  1972): 

Incidence 
*         direction 

*lorh,  '^ 
Q.         P lorv  y 

/ 

wsorv 

\ Scattering 

direction 

Illuminated 

rough  surface  omo 

Figure  1 2.4    Local  geometry  near  scattering  patch. 

t  Any  ionospheric  attenuation  losses  could  in  this  case  be  absorbed  in  a  factor  similar  to  F^F{{. 



MF/HF  Radar  Scatter  from  the  Sea  12-11 

'w 
•■   =  47rkQ(sin  9j  sin  6^  -  cos  ̂ ^Y  X 

W[kQ(sin  ̂ 3  cos  ̂ p^  -  sin  ̂ ^),  Icq  sin  6^  sin  i^^,  a?  -  cOq] 

_W[icQ(sin  9 5  cos  1/^5  -  sin  dj),  Icq  sin  S^  sin  ̂ p^] 
(12:20) 

where  Icq  =  lir/'K  is  the  radio  wavenumber,  coq  is  the  radiant  carrier  frequency,  and  \^(K-j^,Ky,Cx}),  W(Kx,Ky)  are 
the  first-order  spatial/temporal  and  spatial  waveheight  spectra  of  the  sea,  respectively;  they  are  related  to  the 
spectra  defined  in  (12.1.4)  byt 

W(Kx,«y,w)  =  2^S{K^,Ky,Cj);  W(Kx,Ky)  =  2^S(li^,Ky)  .  (12:21) 

Equation  (12:20)  was  derived  assuming  that  the  scattering  patch  is  perfectly  conducting.  For  the  sea  at 
MF/HF,  this  approximation  is  quite  valid.  The  only  seemingly  confusing  issue  is  the  fact  that  when  either  the 
incident  or  scatter  polarization  state  is  vertical,  and  when  the  propagation  angle  for  that  polarization  state 
approaches  grazing,  the  scattered  power  remains  finite.  For  a  finitely  conducting  surface  medium,  the  result 
analogous  to  (12:20)  would  always  approach  zero  at  grazing.  This  apparent  difference  is  reconciled  by  Barrick 
(1972);  the  effect  of  finite  conductivity  for  vertical  polarization  is  separated  from  the  scattering  cross  section 

and  expressed  as  the  Norton  attenuation  factors,  Fj  and  Fj^,  in  (12:19).  Since  vertical  polarization  is  the  only 

mode  which  can  propagate  efficiently  as  a  ground-wave  near  the  sea  at  MF/HF,  most  experiments  would 
logically  employ  vertical  (or  TM)  if  one  or  the  other  paths  to  the  scatter  patch  grazes  the  sea  surface.  Hence, 

one  can  handle  the  analysis  of  such  an  experiment  by  treating  the  sea  surface  patch  as  perfectly  conducting, 

and  then  accounting  for  the  finite  conductivity  by  employing  the  Norton  factors  F-p  and/or  F^,  depending 
upon  whether  the  incident  and/or  scatter  states  are  vertically  polarized. 

If  one  or  the  other  or  both  polarization  states  are  not  vertical,  one  can  modify  (12:20)  in  the  following 

manner  to  give  the  other  three  cross  sections  and  spectra  for  the  seaff:  <^vh('*^)/'^vh,  ̂ hv('*^)/'^hv'  ̂ ^^ 

%h('^)/'^fih  ̂ ^^  obtained  by  replacing  the  factor  (sin  Sj  sin  0^  —  cos  i/j^)^  in  (12:20)  by  (cos  0j  sin  cpj)^, 
(cos  9^  sin  ifi^y  ,  and  (cos  9■^  cos  6^  sin  i/j^)^  ,  respectively.  Thus  the  dependence  of  scatter  upon  the  nature  of 
the  roughness  is  the  same  for  any  polarization  state;  it  is  contained  in  the  surface  height  spatial/temporal 

spectrum. 
Physically  (12:20)  is  interpreted  as  follows.  The  ocean  spatial  wavenumbers  (k^j^v)  wliich  are 

producing  scatter  are  given  in  terms  of  the  radio  wavenumber,  kg,  and  observation  angles  0j,  9^,  ̂p^  by 

Kjj  =  kQ(sin  65  cosi/jj  -  sin  0j)  and  Ky  =  kg  sin  S^  sin  i/>g.  These,  however,  are  precisely  the  wavenumbers 
required  of  a  diffraction  grating  which  is  to  scatter  a  wave  incident  from  9^  into  a  direction  9^,  ̂^.  Hence,  the 
theory  shows  that  the  ocean  surface  produces  scatter  by  the  simple  Bragg  mechanism,  which  confirms  the 
experimental  deductions  of  Crombie  (1955).  Furthermore  (12:20)  implies  that,  in  order  to  measure  the 

directional  spectrum  of  the  sea,  one  can  measure  the  sea  echo  (i.e.,  a(a;)  or  a°)  and  vary  kg,  9^,  9^,  or  ̂ ^  in 
whatever  manner  is  most  convenient  experimentally.  Different  schemes  whicli  vary  one  or  more  of  these 
quantities  are  to  be  examined  in  the  following  subsections. 

Having  the  radar  range  equation  (12:19)  and  the  expression  for  the  sea  scatter  cross  sections  (12:20), 
one  can  now  analyze  any  monostatic  or  bistatic  configuration  by  integrating  (12:19)  over  the  area  illuminated 

within  the  radar  range  ceil  and/or  beam.  Examples  will  be  considered  later.  To  obtain  estimates  for  tiie 

received  sea-scatter  power  magnitude  for  quantitative  system  design,  one  can  employ  the  Phillips  spectrum 

(12:13)   in   (12:20).    Use   of   this   spectrum    for   sufficiently    high   wind    speeds  (such   that   u^>gkQX 
>^ 

)j  -  2  sin  0j  sin  9^  cos  ipj  +  sin^  9^)  provides  an  upper  limit  on  received  power;  for  winds  and  seas  wliich 
are  lower,  the  received  power  will  be  always  less  than  this  amount. 

f  We  apologize  for  the  inconsistency  in  notation  for  the  waveheight  spectrum.  Unfortunately,  oceanographers  independently 
established  the  convention  using  S,  while  scattering  analysts  adopted  the  Rice  convention  based  upon  W.  Both  are  currently 
found  in  the  literature,  depending  upon  the  discipline  preferred  by  the  user.  Consequently,  we  employ  both  here  and  give  the 
connection  between  them  to  facilitate  reference  to  other  works. 

ttThe  first  subscript  always  refers  to  the  polarization  state  of  the  incident  wave,  while  the  second  denotes  the  state  for  the 
scattered  wave  of  interest. 
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12.2.2  Backscatter  MF/HF  Experiments 

We  consider  in  this  section  possible  backscatter  experiments  employing  MF/HF  radars.  These  are  in 

almost  all  cases  either  surface-based  ground-wave  or  ionospheric  sky-wave  configurations.  In  both  situations, 

^^-^  and  ̂ i,  e^  are  sufficiently  close  to  grazing  (i.e.,  within  20°)  that  the  sin  d  factors  appearing  in  (12:20) can  be  replaced  by  unity.  We  then  have 

Oyvi^) 

o'vy 

>=  167rk^X  < 

W(-2ko,  0,  cj-  Wq) 

(12:22) 

W(-2ko,  0)  . 

It  is  understood  of  course  that  the  waveheight  spectrum  wavenumbers  k^  ̂ "'i  '^y  (^^  the  x,y  directions)  are 
defined  ar  the  scattering  patch  dS.  Hence,  as  one  integrates  (12:19)  over  the  surface  S,  (12:22)  implies  that  the 

x-y  axis  at  the  patch  remain  constant  with  respect  to  the  radar  line  of  sight,  and  therefore  must  rotate  as  the 

line  of  sight  changes  in  azimuthal  position  on  the  ocean.  Thus,  as  one  swings  the  radar  beam  by  90°,  he  is  not 
only  looking  at  a  different  patch  of  ocean,  but  with  the  Kx,  x-y  wavenumber  positions  in  (12:22)  interchanged. 

Let  us  first  calculate  Oy^{u>)  and  a^  based  upon  the  fully  developed  Phillips  spectrum  model,  and 
compare  these  predictions  with  experimental  evidence.  Using  (12:13)  in  (12:22),  we  have 

a^(a;)  =  4  X  10-^6(a;  -  co^  +-y/2ik^)  , 

a^  =  0.02  =  -17dB  .  (12:23) 

It  was  initially  assumed  that  waves  were  traveling  only  in  the  +x  direction  (away  from  the  radar).  If  waves  are 

also  moving  into  the  —\  half-space  (toward  the  radar),  then  we  have  an  impulse  function  at  cj  =  cOq  -(-vGgkQ, 
as  well  as  the  one  at  oj  =  cJq  -  \/2gkQ  shown  above.  Thus  one  sees  that  in  general,  according  to  the  first -order 
theory,  all  of  the  energy  backscattered  is  contained  at  two  discrete  Doppler  shifts  (±\[2gkQ)  from  the  carrier. 
Secondly,  the  magnitude  of  a^,  the  average  backscattered  cross  section  per  unit  area,  has  as  its  upper  limit 

—  17  dB,  as  defined  according  to  (12:19). 

Let  us  now  compare  both  of  these  predictions  with  experimental  evidence  based  upon  ground-wave 
radar  configurations.  One  set  of  recent  ground-wave  measurements  of  sea  backscatter  was  made  by  Headrick  of 
the  Naval  Research  Laboratory  (Barrick,  1972)  at  10.087  MHz,  in  which  he  obtained  measurements  of  a^.  In 
the  experiment,  two  vertical  monopoles  were  located  near  Annapolis,  Maryland,  on  the  upper  Chesapeake  Bay. 

Spectral  processing  permitted  separation  of  water-wave  scatter  from  stationary  ground  clutter  echoes.  The 

signal  format  used  provided  a  20  nmi  range  resolution  cell.  The  Norton  attenuation  factor  Fj^  (=F'p)  was 
calculated  for  four  range  cells  at  different  distances  on  the  bay  using  the  pertinent  water  conductivity  (i.e., 

~  2  mho/m). 
Data  were  recorded  and  processed  on  February  4,  1969,  a  day  on  which  a  moderate  wind  was  blowing 

from  tne  north.  Waves  receding  from  the  radar  were  observed  to  be  stronger  due  to  the  wind,  and  water  waves 
of  the  Bragg  scatter  length  X/2  (15  m  in  this  case)  were  estimated  to  be  fully  developed.  The  average  received 
power  from  the  water  was  processed  at  four  ranges  down  the  bay:  45,  55,  67,  and  75  nmi.  Propagation  to  all 
of  these  points  was  via  groundwave  since  they  were  all  below  the  radio  horizon;  thus  one  must  compare 

measurements  with  a^  at  grazing  incidence,  as  given  in  (12:22)  or  (12:23).  With  the  water  area  witlrin  each 

resolution  cell  (i.e.,  dS)  estimated  from  maps  of  the  bay,  this  factor-as  well  as  the  Norton  attenuation 

factors— were  removed  from  the  radar  equation.  This  yielded  experimental  values  for  aj^  of  -17  dB  at  all  four 
rangest . 

The  fact  that  the  15  m  long  water  waves  were  fully  developed  (only  a  9.4  knot  wind  is  required  to 
arouse  waves  of  this  length)  means  that  the  backscatter  might  have  been  expected  to  approach  the  Phillips 

saturation  estimate  in  (1 2:23)  as  an  upper  limit.  The  agreement  between  measured  and  predicted  values  of  o^ 

not  only  lends  credence  to  the  theory,  but  confirms  the  oceanographic  estimate  of  the  "Phillips  saturation 

constant",  B  =  0.5  X  10"^  used  in  (12:13). 
t  Headrick  employs  the  actual  antenna  gains  rather  than  their  effective  free  space  gains.  Hence  his  reported  values  of  -29  dB 
with  (12:19)  correspond  to  o!L  of  - 17  dB  by  our  definition  -6dB  caused  by  each  antenna. 
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As  further  evidence  of  the  validity  of  the  first-order  theory  for  ocean-wave  scatter,  we  cite  recent  HP 
measurements  by  Crombie  et  al.  (1970)  from  Barbados  Island  in  the  West  Indies.  Again  the  antennas  were 

located  near  the  water  so  that  propagation  to  ranges  beyond  the  horizon  was  via  ground  wave.  In  this  case  we 

examine  Crombie's  received  signal  spectrum;  a  very  high  spectral  resolution  of  0.002  Hz  was  obtained  with 
digital  signal  processing.  Backscatter  was  received  with  broad-band  vertical  monopole  antennas  from  the 
half-space  toward  the  east. 

Shown  in  (F12.5)  are  the  relative  received  power  spectra  measured  simultaneously  on  August  15,  1969, 
at  2.9  and  8.37  MHz  from  the  range  cell  at  45  km.  Coherent  processing  at  a  0.5  Hz  offset  (removed  in  the 

figures  here)  permits  both  negative  and  positive  shifts  above  the  carrier  to  be  observed.  The  first-order  peaks 
(corresponding  to  our  impulse  functions  in  (12:23))  occur  as  predicted  at  ±0.174  Hz  from  the  2.9  MHz  carrier 
and  ±0.296  Hz  at  8.37  MHz.  The  relative  strength  of  the  positive  spike  over  the  negative  spike  at  both 
frequencies  agrees  with  the  dominant  wind  direction  in  this  area;  trade  winds  from  the  east  should  excite 

west-moving  water  waves,  producing  a  positive  Doppler  shift.  Lesser  spikes  in  the  records  at  0.0  Hz,  +0.25  Hz 
for  2.9  MHz  and  at  +0.42  Hz  for  8.37  MHz  are  attributed  by  Crombie  as  due  to  higher-order  hydrodynamic 
and  electromagnetic  contributions.  Theory  of  such  processes  is  examined  in  a  later  subsection. 

We  turn  attention  now  to  two  ground-wave  backscatter  experiments  which  can  be  used  to  measure  the 
waveheight  spectrum  of  the  ocean.  In  both  cases,  one  must  vary  the  frequency  (and  hence  the  Bragg 

wavenumber,  2kQ)  which  samples  the  ocean  waveheight  spectrum  in  (12:22)  over  its  significant  lower  end.  If 

we  assume  that  the  spectrum  cuts  off  at  a  wavenumber  somewhere  near  g/u^  (g  =  9.81  m/s^,  u  =  wind  speed, 
m/s,)  then  for  higher  winds  and  seas  one  must  use  lower  frequencies.  A  plot  of  the  backscatter  radar  frequency 
required  versus  wind  speed  is  given  in  (F12.6);  one  of  course  should  actually  employ  a  frequency  lower  than 
this  (by  possibly  20  percent)  to  ascertain  the  spectral  behavior  below  cutoff. 

The  first  experiment,  discussed  and  tested  by  Crombie  (1971),  employs  azimuthally  omnidirectional 
antennas  on  the  coast.  Using  pulsed  signals  and  a  range  gate  set  at  22.5  km  from  the  radar,  Crombie  obtained 
the  average  received  power  at  as  many  as  eight  frequencies,  ranging  between  1 .7  MHz  and  12.3  MHz.  With  such 

an  experiment,  one  is  simultaneously  observing  sea  scatter  from  a  semi-circular  annulus,  and  it  is  assumed  that 
the  sea  is  relatively  homogeneous  over  such  a  circle  (i.e.,  that  the  directional  ocean  waveheight  spectrum  is 

essentially  constant  over  45  km).  This  assumption  is  reasonable  for  on-shore  winds  and  waves;  for  off-shore 
winds,  however,  the  limited  fetch  does  not  permit  the  waves  nearer  the  shore  to  build  up  as  high  as  those  more 

distant.  Crombie  (1971)  notes  that  even  at  100  km,  higher  off-shore  waves  may  still  not  be  fully  developed. 
Hence  if  one  spectrally  processes  the  signals  and  employs  the  energy  only  in  the  Doppler  line  above  the  carrier, 
the  homogeneity  assumption  should  be  valid. 

Since  the  antennas  in  this  experiment  are  azimuthally  omni-directional  and  since  the  received  energy 
from  everywhere  in  the  semi-circular  annulus  occurs  at  the  same  ±  Doppler  shift,  it  is  not  possible  to  obtain 
the  directional  waveheight  spectrum.  One  can  obtain  the  non-directional  waveheight  temporal  spectrum,  which 

was  defined  in  (12:12)  and  exemplified  in  (F12.3).  To  do  this  and  relate  S(a;)  to  the  received  power,  PR,at 
carrier  frequency  fQ,  one  must  integrate  the  second  version  of  (12:19)  over  the  semi-circular  annulus,  using 
(12: 22)  and  (12:12).  The  one-sided  spectral  result  is 

s(V4^gfo/c)=^'  ̂ (GTGRF^V4^gfo/c)"'mVrad/s  (12:24) where  c  is  the  free-space  radio  wave  velocity  and  AR  is  the  width  of  the  range-resolution  cell.  It  must  be  noted 
that  several  of  the  factors  on  the  right  side  of  (12:23)  may  vary  with  frequency,  including  antenna  gains, 
transmitted  power,  and  the  Norton  attenuation  factors. 

Shown  in  (F12.7)  are  several  such  temporal  spectra  reduced  by  Crombie  from  observations  off 

Barbados  Island  in  the  West  Indies  (plotted  versus  Hertz  rather  than  rad/s).  In  the  upper  two,  he  was  able  to 
compare  the  predicted  significant  waveheight  (obtained  from  integrating  the  area  under  the  spectrum)  with 
laser  profilometer  measurements  of  significant  waveheights;  the  agreement  is  good.  In  the  bottom  plot, 

Crombie  shows  also  a  Pierson-Moskowitz  model  spectrum  predicted  for  a  20  knot  wind  and  fully  developed 

seas  for  comparison.  Crombie  cautions  that  the  spectra  to  the  left  of  the  line  marked  "minimum  observed 

frequency"  are  estimated;  in  the  upper  pair  of  records,  the  estimated  portion  is  a  substantial  portion  of  the 
area  under  the  curves.  This  points  up  the  importance  of  employing  a  sufficiently  low  (MF)  frequency  if  one 
wishes  to  obtain  spectral  detail  in  higher  sea  states. 

A  variation  of  the  above  backscatter  experiment  can  provide  the  directional  rather  than  merely  the 

non-directional  waveheight  spectrum.  The  azimuthally  omni-directional  antenna  is  placed  on  a  moving  ship  at 
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Figure  12.5   Measured  backscatter  signal  Doppler  spectra  of  HF  sea  echo  (after  Crombie  et  al.,  1970)  (a) 
2.9  MHz  carrier  frequency  (b)  8.37  MHz  carrier  frequency. 
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Figure  1 2.6  Solid  curve  gives  frequency  necessary  to  observe  lower  end  (cutoff)  of  gravity  wave  spectrum  for 

near-grazing  backscatter;  dashed  curve  gives  frequency  limit  where  slightly  rough  surface  model  fails 
mathematically  for  given  wind  speed. 
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Figure  1 2.7    Temporal  waveheight  spectra  deduced  from  MF/HF ground-wave  backscatter  observations  (after 
Crombie,  1971). 

sea.  In  this  case  the  sea  return  does  not  appear  at  the  previous  single  set  of  unique  Bragg  Doppier  shifts  around 

the  carrier,  for  the  ship's  motion  introduces  a  different  Doppier  bias  on  the  return  from  each  point  around  the 
range  ring.  This  Doppier  shift  is  co^i,  =  2cJqV5|^  cos  djc,  where  v^j^  is  the  ship  speed  and  6  is  the  angle  from  the 

ship's  bow  to  a  point  on  the  range  ring.  We  assume  again  that  the  ocean  waves  are  moving  predominantly  into 
one  half-space  and  that  the  "sea  state"  is  homogeneous  over  the  area  of  the  ring.  Then  the  one-sided  power 
spectral  density  from  a  given  element  of  area  on  the  ring  (i.e.,  dS  =  RARAd)  is  found  from  (12:19)  and 
(12:22) to  be 

2''PtGxGrF''ARA0 
dPR(a;)  =        \   2p^   S(2ko  cos  B,  2k,)  sin  0)6(oj  -  w„  ±  u;+  -  cj,^  cos  d)  ,     (12:25) K^ 

'm 

where  to^^  =  IlOqM^^Ic  is  the  maximum  ship-induced  Doppier  shift  and  oj+  =  '\/2gk^,  is  the  Doppier  shift  from 
the  gravity  waves.  To  obtain  the  average  power  density  spectrum,  PR(a;).  from  (12:25)we  must  integrate  over 

6.  The  resulting  one-sided  spectrum  Pr(cj)  is  seen  to  consist  of  two  "pedestals",  each  centered  at  oj^  +V2gk,,. 
Thus  one  can  relate  the  spatial  directional  waveheight  spectrum,  S(/<x.'<y)  to,  say,  Pr(co)  witiiin  the  positive 
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pedestal  at  cJq  +     2gkQ  as  follows: 

s/2ko7?/co^,  2k^yll-r^Vco^')=\    ̂ '""^      ,V^m^-^'¥^.  ^12:26) 

where  77  =  cj  -  oJq  -v2gkQ,  and  where  it  is  understood  that  PrCcj)  is  non-zero  only  within  the  pedestal  region, 
i.e.,  I77I  <cjjn. 

Thus,  by  examining  the  received  power  density  spectrum  Pj^(cj),  one  can  obtain  the  directional  spatial 

spectrum  of  ocean  waves  for  spatial  wavenumbers  k,^  =  Duq  cos  6,  Ky  =  2kQ  sin  6  over  all  6  by  noting  that 

cos  6  =  r]l(jj^  and  sin  6  =  "^  1  =  77^/00^.   As  in  the  preceding  experiment,  one  must  vary  the  carrier  frequency 

(or  Rq)  to  sample  the  spectrum  at  a  different  total  wavenumber,  k  (k  =  \k|  +  k^  =  2ko).  Also,  it  must  be 
noted  that  there  is  an  ambiguity  with  this  technique,  for  waves  propagating  symmetrically  with  respect  to  the 

ship  axis  (i.e.,  ±6)  will  be  indistinguishable  in  their  Doppler  characteristics.  Ship  course  changes  can  readily 
resolve  this  ambiguity,  however. 

Up  to  now,  we  have  discussed  only  ground-wave  backscatter  radar  sensors.  These  are  limited  in  range  to 

perhaps  1 00-200  km  around  the  radar.  Several  investigators  have  recognized  the  potential  of  sky-wave 
(ionospheric)  radars  as  remote  ocean  wave  sensors  (Tveten,  1967),  (Ward,  1969),  (Hasselmann,  1971);  such 
shore-based  radars  could  look  at  ocean  areas  as  remote  as  3200  km  away.  Since  the  normal  range  of  elevation 

(or  grazing)  angles  with  ionospheric  radars  is  usually  20°  or  less,  (12:22)  is  adequate  to  describe  ionospheric backscatter  from  the  ocean. 

As  an  example  of  ionospherically -propagated  sea  backscatter,  we  show  in  (F12.8)  an  averaged  spectrum 
made  by  Barnum  (1971)  using  a  wide-aperture  antenna  at  SRI  in  Cahfornia,  looking  into  the  Pacific  Ocean. 
Averaging  was  done  over  16  range  cells,  each  of  which  was  approximately  1  km  long  by  10  km  wide.  At  the 

particular  time  this  record  was  made  (~1500  local  time,  30  March  1971),  the  ionosphere  was  quiet,  and  the 

resulting  signals  are  relatively  "clean"  compared  to  similar  signals  under  disturbed  conditions.  The  frequency 
used  was  25.75  MHz,  the  sea  area  illuminated  was  ~2700  km  from  the  radar,  and  the  elevation  (or  grazing) 

angle  was  about  6°.  Use  of  coherent  integration  in  the  receiver/processor  of  25.6  s  permitted  a  spectral 
resolution  of  approximately  0.04  Hz. 

The  predicted  first -order  Bragg  backscattered  Doppler  shifts  at  25.75  MHz  should  occur  at  ±0.518  Hz 
from  the  carrier.  It  should  be  noted  from  (F12.8)  that  ionospheric  motion  imposed  an  overall  shift,  or  offset, 
from  the  carrier  of  about  0.07  Hz;  such  offsets  are  common  with  ionospheric  radars.  However,  one  should 

note  that  the  distance  between  the  two  first-order  Bragg  lines  (2  X  0.158  Hz  in  this  case)  is  independent  of 
such  offsets,  and  can  in  fact  be  used  to  determine  the  offset.  On  the  day  this  sea  echo  was  recorded,  Barnum 

ascertained  from  weather  maps  of  the  illuminated  ocean  area  that  the  wind  (~20  knots)  was  blowing  in  a 

direction  250°,  and  that  seas  with  12  ft  significant  waveheights  were  reported  moving  predominantly  in  a 
direction  260°.  His  radar  beam  was  pointed  in  a  direction  242°;  hence  predominant  wave  movement  was  away 
from  the  radar,  which  is  confirmed  by  the  preponderance  of  the  negative  Doppler  components  over  the 

positive  components.  Noted  also  by  Barnum  are  the  positions  (relative  to  that  of  the  first-order  Bragg  line)  of 

other  "higher-order"  peaks  in  the  scatter  spectrum.  Analysis  of  such  higher-order  contributions  to  scatter  will 
be  discussed  in  a  subsequent  section. 

Ionospheric  radars  hold  considerable  promise  for  quick  and  simple  routine  monitoring  of  sea  state 
hundreds  of  miles  from  the  radar  site.  Detailed  waveheight  spectra  and  directional  information  on  ocean-wave 

movements  are  probably  not  possible  with  such  a  radar  however.  The  system  sees  only  those  waves  in  a  given 
part  of  the  ocean  moving  toward  and  away  from  the  radar  at  about  one-half  the  radar  wavelength.  At  a  given 
range  and  time  of  day,  it  is  not  possible  to  sweep  the  frequency  of  an  ionospheric  radar  over  a  very  wide  band 
due  to  propagation  conditions.  During  the  daytime,  one  is  usually  restricted  to  about  17-30  MHz,  while  at 

nighttime  one  can  operate  between  9-17  MHz.  Hence,  the  important  lower  end  of  the  gravity  wave  spectrum 
can  rarely  be  observed  with  an  ionospheric  radar  via  first-order  Bragg  scatter.  Recent  analyses  and 
interpretations  of  the  higher-order  peaks  in  the  received  signal  spectrum  may  provide  additional  useful 
information  on  the  state  of  the  sea  not  possible  from  the  first-order  Bragg  lines.  Signal  fading  and 

multi-moding  in  ionospheric  propagation  at  times  can  produce  quite  confused  spectral  records,  obscuring 
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Figure  1 2.8    lonospherically  propagated  sea  backscatter  spectrum  at  25. 75  MHz  ( after  Barnum,  1971). 

higher-order,  less  prominent  peaks.  Nonetheless,  ionospheric  radars— properly  exploited— will  eventually  prove 
to  be  valuable  remote  sensors  of  sea  state. 

12.2.3  Bistatic  Surface-Based  MF/HF  Experiments 

Upon  the  discovery  of  the  Bragg  effect  as  the  first-order  mechanism  responsible  for  sea  scatter  at 
MF/HF,  several  groups  independently  recognized  the  potential  in  bistatic  concepts  for  ocean  wave  sensing. 
Unlike  backscatter  radars,  a  bistatic  radar  at  a  given  frequency  can  measure  the  strengths  of  ocean  waves  of 
several  wavelengths  and  directions  of  movement;  furthermore,  it  is  possible  to  relate  the  scattering  ocean 
wavelengths  and  directions  to  the  radar  observables  (namely  time  delay  and  Doppler  shift).  This  can  be  seen  by 

writing  the  first  equation  of  (12:20)  for  a  bistatic  radar  with  both  transmitter  and  receiver  on  the  surface 

(e■^  =  6^  =  y ).  Using  (1 2: 10)  in  ( 1 2:20),  we  obtain: 

aw(w)  =  2''rrko'  sin''(|)s[k„(cos  ̂   -  1).  k^  sin  ̂ ]b^  -  co^  +  ̂  2gk  sin  (W2)J  ,  (12:27) 

where  \%Q° -^  is  the  bistatic  angle  at  the  scattering  patch  between  the  lines  to  the  transmitter  and  receiver. 
Thus  one  sees  from  (12:27)  that  the  sea  echo  from  different  patches  having  different  bistatic  angles  ̂   will 
return  at  different  Doppler  shifts.  Thus  it  is  possible  to  relate  the  echo  strength  at  a  given  Doppler  shift  to  the 

local  sea  wavcheight  directional  spectrum  evaluated  at  wavcnumbers  k^  ~  l^oC  ̂   "-^^  '^^  ''"^  ''v  ~  ̂ o  '*'"  "f- 
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Figure  12.9    Geometry  of  bistatie  ground-wave  MF/HF  radar. 

Several  investigators  have  examined  such  systems:  Barrick  (1970),  Teague  (1971)  and  Nierenberg  and 

Munk  (1969)  all  analyzed  the  relationships  between  time-delay  and  Doppler  space  (t,  fp)  and  the  Bragg  spatial 

wavenumber  space  {K^',Ky).  Signals  arriving  at  a  given  time  delay  in  a  bistatie  radar  system  are  all  scattered 
from  an  ellipse  having  the  transmitter  and  receiver  points  as  foci,  i.e.,  (R-p  +  Rr)/c  =  t,  where  Rj  and  Rj^  are 
the  transmitter-scatterer  and  scatterer-receiver  distances.  Such  a  configuration  is  shown  in  (F12.9).  To  illustrate 
this  transformation,  let  us  normalize  the  observed  Doppler  frequency  to  that  for  ocean-wave  backscatter,  i.e., 

^N  ~  f]3/(\/2gkQ/27r).  Since  the  observed  Doppler  shift,  as  seen  from  (1 2:27)  is  always  greatest  for  backscatter, 
we  have  0  <  \{^\  <  1.  Nierenberg  and  Munk  further  define  a  quantity  K  equal  to  f^;  it  is  exactly  equal  to  the 
magnitude  of  the  spatial  wavenumber  of  the  ocean  waves  producing  Bragg  scatter  at  a  given  point  divided  by 

2kQ.  Thus  0  <  K  <  1 ,  with  K  =  1  occurring  for  backscatter  (i/j  =  tt).  The  other  radar  observable,  time  delay,  is 
also  normalized  by  dividing  by  tj,  the  time  delay  experienced  by  the  direct  signal  propagating  between  the 

transmitter  and  receiver  separated  by  distance  2d  (tj  =  2d/c):  S  =  t/t^j.  Then  1  <  S  <  °°.  We  also  normalize  the 

ocean  spatial  wavenumbers  by  dividing  them  by  2kQ,  i.e.,  \J  =  Ky^/lkQ,  V  =  /<y/2kQ.  Then  the  transformation 
relates  K  or  f^  (Doppler  shift)  and  S  (time  delay)  for  a  point  on  the  elliptical  annulus  to  the  ocean 
wavenumbers  U,  V  responsible  for  scatter.  Since  0  <  |U|,  |V|  <  1,  we  would  like  to  be  able  to  determine  the 
ocean  waveheight  spectrum  for  all  U,  V  in  this  range  by  observing  K  and  S.  Figures  (12.10)  and  (12. 1 1)  show 
this  transformation.  The  figures  show  that  while  it  may  be  possible  to  find  a  family  of  time  delays  and  Doppler 

shifts  corresponding  to  a  given  wavenumber,  U,  it  may  not  be  possible  to  find  a  single  time  delay  and  Doppler 
shift  if  one  specifies  both  U  and  V.  To  be  able  to  do  so  would  mean  that  the  curve  for  U  and  the  curve  for  V  in 
terms  of  S  and  K  intersect  somewhere.  It  can  be  seen  that  many  of  the  curves  do  not  in  fact  cross  (e.g.,  curves 
of  U  and  V  each  near  unity  do  not  intersect).  Furthermore,  the  confluence  of  both  sets  of  curves  to  the  upper 
right  indicates  that  if  they  do  cross  in  this  region  where  they  are  nearly  parallel,  accuracy  in  the  practical 
determination  of  U,  V  and  S,  K  will  suffer.  These  equations  are  explored  in  greater  detail  by  Teague  (1971). 

We  now  proceed  to  find  the  general  expression  for  the  received  signal  spectrum  Pr(cj)  in  terms  of  the 
spatial  waveheight  spectrum  of  the  surface  for  a  given  time  delay  and  Doppler  shift.  This  is  most  easily  done 
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Figure  12.10    Transformation  between  U  (normalized  spatial  x-wavenumber),  and  fj\f  (normalized  Doppler 
shift)  and  S  (normalized  time  delay)  radar  observables. 

by  converting  to  elliptic  coordinates,  n,  6  and  then  integrating  over  6  around  a  given  elliptical  annulus.  We 
employ  (12:27)  in  (12:19),  but  note  that  the  wavenumbers  in  S  of  (12:27)  are  oriented  with  respect  to  the 

incidence  direction  at  a  given  scattering  patch;  we  must  convert  these  to  a  space-fixed  set  of  wavenumbers  in 

order  to  determine  a  directional  waveheight  spectrum.  The  x-direction,  and  hence  x^  wavenumber  direction, 
for  this  space-fixed  frame  is  taken  as  the  baseline  connecting  the  receiver  and  transmitter  (i.e.,  6  =0).  As 
before,  we  assume  that  the  sea  is  homogeneous  over  the  area  of  an  ellipse;  this  will  restrict  one  in  practice  to 

transmitter-receiver  separations  no  greater  than  about  200  km. 

The  elliptic  coordinate  ^x  can  be  defined  in  terms  of  time  delay  as  cosh  ̂   =  t/t^j  =  S,  where  tj  =  2d/c  is 
the  transmitter-receiver  time  of  flight.  The  effective  pulse  length,  t,  defines  an  elliptical  annulus  of  width  A/lz 

given  by  r/tj  =  A/j  sinh  /u.  The  increment  of  area-or  scattering  patch— on  the  annulus  is  dS  =  RjRj^A^id^;  as 
mentioned  above,  we  intend  to  integrate  over  6.  The  transmitter  and  receiver  distances  at  /J,  d,  are 

Rj  =  d(cosh  ̂ 1  -  cos  9)  and  Rj^  =  d(cosh  /u  +  cos  6).  We  note  that  in  general,  transmitter  and  receiver  antennas 
may  be  directional,  implying  that  Gj  and  Gr  are  functions  of  m  and  6;  we  assume  here  that  both  antennas  are 

azimuthally  isotropic  for  conveniencef.  Furthermore,  the  Norton  attenuation  factors  Fj  and  F|^  are 
complicated  functions  of  range  Rj  and  Rj^.  if  frequency  is  restricted  to  the  lower  HF  and  MF  region,  and 

transmitter-receiver  separation  is  kept  less  than  200  km,  these  factors  are  approximately  unity,  a  fact  which 
simplifies  the  integration;  we  make  this  assumption  also. 

We  then  perform  the  integration  over  6.  Two  Doppler  constants  are  defined  in  order  to  simplify  the 

notation:  cjg  =  Cl)+  sW2gk^,  and  cog  ='W2gk(,  tanh  /l(.  The  former  is  the  Doppler  sliift  for  backscatter. 
occurring  here  at  the  ends  of  the  ellipses.  Tlic  latter  quantity  is  the  Doppler  siiift  wiiich  arises  from  ocean 
waves  at  the  sides  of  tiic  ellipse;  hence  it  is  the  minimum  Doppler  shift  observed  for  a  given  time  delay. 

Defining  Doppler  shift  as  rj  =  co  -  cOp,  we  then  have  a  non-zero  signal  spectrum  only  for  cjg  <  I77I  <  ojg.  In 

terms  of  these  constants  and  time  delay,  t  (or  jjl  =  cosh"'(t/t(j),  we  obtain  the  following  expression  for  the 
directional  wavehciglit  spectrum  as  a  function  of  the  observed  one-sided  received  power  density  spectrum: 

f  f'ield  tesls  of  this  concept    to  ho  iliscusscd    cmpUiycil  simple  isotropic  antennas. 
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shift)  and  S  (normalized  time  delay)  radar  observables. 
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In  order  to  obtain  a  feel  for  the  appearance  and  magnitude  of  the  received  signal  spectrum  Pr(c*;)  with 
such  a  system,  we  employ  the  Phillips  model  for  the  waveheight  spectrum  of  ocean  waves,  i.e.,  (12:13).  We 
assume  that  wind  speed  is  sufficiently  great  that  all  ocean  waves  which  can  produce  scatter  are  present  and 

fully  developed.  We  employ  as  antennas  two  vertical  ground-fed  quarter-wave  monopoles  with  equivalent 
free-space  gains  of  0.82;  they  are  located  2d  =  100  km  apart.  Two  frequencies  are  considered:  5  and  10  MHz. 
The  signal  pulse  is  rectangular  in  shape  and  taken  as  1 2.5  )us,  and  we  consider  the  sea-scattered  signal 

originating  from  the  elliptical  annulus  at  a  delay  t  =  t^j  +  t,  i.e.,  one  pulse  length  after  the  arrival  of  the  direct 
pulse.  The  signal  spectra  calculated  for  this  example  are  shown  in  (F12.12).  Shown  there  also  are  the  ocean 

wavelengths,  ocean-wave  directions  with  respect  to  the  baseline,  and  the  wind  speeds  required  to  excite  the 

waves  responsible  for  scatter  at  the  indicated  Doppler  shift.  The  "ears"  near  the  endpoints  of  the  two  Doppler 
pedestals  are  due  to  scatter  from  the  "stationary"  regions  of  the  ellipse,  viz.,  the  sides  and  ends;  they  result 
from  the  radicals  appearing  in  (12:28).  The  heights  actually  observed  for  these  "ears"  will  depend  upon  the 
resolution  of  the  spectral  processor,  since  the  area  (or  energy)  contained  under  them  is  integrable  and  finite. 

The  total  sea-scattered  power  received  from  this  ellipse  is  approximately  1.5  X  10"'  '  P-p  at  5  MHz. 

This  should  be  compared  with  a  received  signal  power  direct  from  the  transmitter  of  3.2  XIO"'  P-p.  Hence  the 
sea-scattered  signal  is  down  about  23  dB  from  the  direct  signal  at  this  separation. 
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Figure  12.12  Predicted  received  signal  spectra  for  bistatic  sea  scatter  of  F  12.9.  Solid  curves  were  computed 
for  fully  aroused  Phillips  isotropic  ocean  wave  spectrum.  Dashed  curves  represent  expected  measurements 

for  non-isotropic  sea.  (a)  5  MHz  carrier  frequency,  (b)  10  MHz  carrier  frequency. 

In  practice,  the  received  signal  spectrum  will  be  lower  than  that  shown  in  (F12.12)  for  the 

semi-isotropic  fully  developed  wind-wave  model.  The  dashed  curves  show  more  typical  shapes;  the  signal  at  the 
lower  Doppler  frequencies  is  likely  to  be  weaker  because  the  longer  ocean  waves  responsible  for  their  scatter 
are  likely  to  be  present  less  of  the  time. 

Two  groups  have  reported  the  results  of  such  bistatic  tests;  in  neither  case  were  details  of  the  ocean 

wave  directional  spectrum  known  with  sufficient  accuracy  to  allow  complete  quantitative  comparisons.  Wind 
and  wave  directions  were  available  in  an  experiment  reported  by  Barrick  and  Grimes  (1970)  at  5.8  MHz, 
permitting  qualitative  comparison  and  agreement;  it  will  be  described  here.  The  other  experiment  was  reported 
by  Teague  (1971)  and  Peterson,  Teague,  and  Tyler  (1970);  using  LORAN  A  signals  (1.85  MHz),  this 

experiment  allowed  the  observation  of  quite  long  ocean  waves  (i.e.,  ~200  m  wavelength),  which  are  usually 
the  essence  of  swell. 

The  experiment  reported  by  Barrick  and  Grimes  (1970)  was  conducted  off  Cape  Kennedy,  Florida,  as 
shown  in  (F12.13).  The  transmitter  was  a  buoy  located  120  km  from  the  receiving  site  on  the  coast.  A  binary 

phase-coded  CW  signal  of  basic  interval  12.5/Lis  was  employed.  The  convolution  of  the  signal  with  a  replica  of 
itself  produces  an  effective  pulse  shape  which  is  not  uniform  in  amplitude  over  the  12.5  /js,  as  assumed  in  the 
example  considered  previously.  Hence,  the  pattern  of  the  illumination  over  the  range  gate  one  12.5  /js  interval 
behind  the  reception  of  the  direct  signal  tapers  in  amplitude  from  a  maximum  at  the  center  of  the  elliptical 
annulus  shown  in  (F  12.13)  to  zero  at  the  baseline.  Therefore,  one  would  not  expect  to  see  the  innermost 

"ears"  or  the  sharp  inner  cutoff  shown  in  (12.12)  for  a  rectangular  pulse.  Also,  the  receiving  antenna  had  a 

beamwidth  of  about  12°,  pointing  in  the  direction  of  the  buoy  (the  transmitter  antenna  on  the  buoy  was 
azimuthally  isotropic).  Hence,  the  antenna  pattern  tended  to  enhance  scatter  from  the  regions  close  to  the 
baseline  and  behind  the  buoy  with  respect  to  scatter  from  regions  toward  the  sides  of  the  ellipse.  The  average 
transmitted  power  was  10  watts,  and  the  spectral  processor  resolution  was  better  than  0.01  Hz. 

Shown  in  (FI2.14)  and  (F12.I5)  are  two  observed  spectra  (non-averaged)  at  5.8  MHz.  Coast  Guard 
wind  and  wave  data  was  available  for  this  area.  On  March  19,  1970,  wind  and  relatively  mild  waves  were  from 
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Figure  1 2. 1 3    Bistatic  buoy-shore  sea  scatter  configuration  employed  off  Cape  Kennedy. 

the  east,  as  shown  at  the  top  of  T'  12.14).  Thus  one  would  expect  approaching  waves,  predominantly  from  the 
region  behind  the  buoy.  Such  w  s  approaching  the  buoy  and  baseline  should  produce  positive  Doppler 
shifts;  such  a  spectral  behavior  was  in  fact  observed,  as  shown  at  the  bottom  of  (F12.14).  On  March  23, 

however,  stronger,  more  variable  winds  blew  from  directions  ranging  between  220°  and  315°.  The  "mean" 
wind  and  waye  direction  over  that  day  was  from  the  west,  as  shown  at  the  top  of  (F12.15).  Hence,  strong 
negative  Doppler  shifts  would  be  expected  from  the  region  behind  the  buoy.  Again,  this  behavior  was 
confirmed  by  the  radar  observations.  Weaker  positive  Doppler  shifts  were  produced  by  waves  approaching  the 
baseline,  possibly  near  the  receiving  end  of  the  path.  It  should  be  noted  from  these  figures  that  the  sea  echoes 

fall  within  the  bands  predicted  by  the  first-order  Bragg-scatter  theory.  This  represents  a  further  confirmation 
of  the  theory  and  mechanism  discussed  here.  Teague  (1971)  also  observed  that  his  echoes  were  always 

contained  within  the  predicted  "pedestal"  region. f 

12.2.4  Bistatic  Surface-to-Satellite  HF  Experiment 

As  a  final  example  of  a  remote  sensing  system  based  on  first-order  bistatic  Bragg  scatter,  we  examine  an 
orbiting  satellite  receiver  operating  in  conjunction  with  several  ship  or  buoy  transmitters.  The  geometry  is 
shown  in  (F12.16).  This  concept  was  conceived  and  discussed  by  Barrick  (1970),  and  is  currently  being 

developed  by  NASA  into  an  experiment  to  be  flown  in  the  Skylab  series  of  satellites  (Ruck,  et  al., 

1971).  This  experiment  is  capable  of  providing  the  directional  waveheight  spectrum  (i.e.,  amplitudes 
and  direction  of  ocean  wave  movements)  near  the  transmitter;  like  preceding  experiments,  one 

must  vary  the  transmitted  frequency  in  some  fashion  over  most  of  the  lower  HF  band.  Unlike  previously 

t  The  echo  at  zero  Doppler  shift  is  produced  by  land  scatter  behind  the  receiver,  and  also  by  some  feed-through  of  the  direct 
signal  from  the  buoy. 
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Figure  12.14    Wind/wave  directions  and  measured  bistatic  sea  scatter  Doppler  spectrum  at  5. 8  MHz,  19  March 
1970. 

discussed  experiments,  however,  the  receiver-processor  need  not  be  sensitive  to  the  small  Doppler  shifts  of  the 
moving  ocean  waves,  but  rather  obtains  its  directionality  from  the  much  larger  Doppler  shifts  induced  by satellite  motion. 

The  transmitting  antenna  on  the  buoy  or  ship  could  consist  of  a  simple  vertical  monopole  (whip).  The 
receiving  antenna  aboard  the  nonsynchronous  satellite  could  be  a  pair  of  crossed  loops  or  horizontal  crossed 
dipoles.  Short  pulses  (or  equivalent  coded  signals)  are  employed.  In  general,  ocean  areas  of  constant  time  delay 
are  represented  by  the  intersection  of  confocal  spheroids  with  the  ocean  surface;  the  foci  of  the  spheroids  are 
the  transmitter  and  receiver  points.  The  intersection  curves  on  the  surface  are  non-confocal  ellipses.  So  as  not 
to  overcomplicate  the  mathematics,  we  consider  here  (for  the  sake  of  example)  the  case  when  the  satellite  is 
directly  overhead,  for  then  these  elliptical  annuli  become  circular  annuli.  The  Doppler  shift  from  each  point  on 
the  ring  due  to  satellite  motion  is  different  because  of  a  varying  overall  range  rate  around  the  ring.  Thus  curves 
of  constant  Doppler  shift  are  radial  lines  on  the  surface  emanating  from  the  transmitter.  For  the  general  case 
when  the  satellite  is  not  directly  overhead,  these  constant  Doppler  lines  arc  hyperbolas  intersecting  the  ellipses orthogonally ;  this  case  is  analyzed  in  detail  by  Ruck  et  al .  (1971). 
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Figure  1 2. 1 5    Wind /wave  directions  and  measured  bistatic  sea  scatter  Doppler  spectrum  at  5.8  MHz,  23  March 
1970. 

In  this  case  the  bistatic  angles  to  a  point  on  the  surface  are  d-^  =  nj2,  6^  =  0.  Hence  the  magnitude  of  the 
Bragg  wavenumber  of  the  scattering  ocean  waves  is  Icq  here,  rather  than  2ko  for  near-grazing  backscatter 
configurations.  We  again  intend  to  fix  the  wavenumber  directions  in  the  surface  height  spectrum  to  the  space 

around  the  buoy  or  ship,  since  the  original  scattering  cross  sections  (12:20)  were  defined  with  respect  to  the 

local  incidence  directions  at  each  point  on  the  scattering  ring.  Hence  we  take  the  x-axis  and  k^  direction  as  the 
horizontal  line  within  the  orbital  plane.  Thus  the  satellite-induced  Doppler  shift  to  any  point  on  the  ring  of 

radius  Rj  at  an  angle  ̂ p  with  respect  to  the  +x-axis  is  CL)QVg(RY/Rj^)  cos  ̂ /c  =  cj^jj^,  cos  ̂ p,  where  here  the 

maximum  Doppler  is  co^jj^  =  u>q\^(Rj/R^)Ic,  v^  being  the  velocity  of  the  satellite,  cj^  the  radian  carrier 
frequency,  and  c  the  free  space  radio  wave  velocity.  Using  (12:20)  in  (12:19),  the  average  received  one-sided 

power  spectrum  for  a  patch  on  the  ring  (dS  =  RyAR'pAi^)  is  found  to  be: 

dPR(a;)  = 
4PjGjGrFjARxAv5 k'oRlRR 

S(ko  cos  ̂ .  kg  sin  vj)5(a;  -  Wq  ±  (x)+  -  co^jj^  cos  ̂ p)  .     (12:29) 
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Figure  12.16    Bistatic  HF  surface-to-satellite  radar. 

Here  the  width  of  the  ring,  ARj  is  related  to  the  effective  signal  pulse  width,  t,  as  AR-p  =  cr.  The  direct  signal 

from  the  transmitter  to  the  sateUite  is  observed  at  a  delay  t^j  —  Rj^/c  (for  Rj^  »  Rj);  hence  the  range  Rj  is 

given  in  terms  of  time  delay  t  =  (Rr  +  R-pVc  as  Ry  -  ct  —  ctj. 
In  a  manner  similar  to  that  following  (12:25),  we  integrate  (12:29)  over  i/j  to  obtain  the  total  signal 

spectrum  from  the  range  ring.  The  various  factors  preceding  S  in  the  above  equation  are  assumed  to  be 

constant  in  this  integration.  As  before,  we  assume  that  the  sea  height  spectrum  is  homogeneous  over  the  circle 

around  the  transmitter.  Then  we  obtain  an  expression  for  the  directional  waveheight  spectrum  of  the  surface 

in  terms  of  the  received  signal  spectrum  as  follows: 

S'ko^/'^dm-  koV  '  ̂'^'^^r 

RtRr^o 

4AR'T'G'rGDF'T 
V 

'^dm 

Pr(c^) 

Pt 

(12:30) 

where  t?  =  co  -  oJq  ̂ ^gko-  Normally,  satellite-induced  Doppler  is  so  great  that  ocean-wave-induced  Doppler 

can  be  neglected  (cjjpp  »'\^o)\  in  this  case,  ri-oo-  cUq.  Thus  by  measuring  the  received  sea  echo  signal 
spectrum  at  the  satelhte,  and  i<nowing  its  velocity,  position,  and  orbital  plane,  one  can  obtain  the  directional 

waveheight  spectrum  for  spatial  wavenumbers  Kx  =  kg  cosi/?, /Cy  =  kg  sin  i^,  for  all  ̂   by  noting  that  cos  ̂  

=  T?/cO(jni  3nd  sin  (^  = -^1  -  nVc-^dm-  O"^  "^^st  vary  the  carrier  frequency,  however,  to  sample  the 
spectrum  at  a  different  total  wavenumber,|K  (x  =  ̂ k^  +  k^  =  kg)]  As  before,  there  is  an  ambiguity,  in  that 
waves  crossing  the  circle  at  V  cannot  be  distinguished  from  waves  crossing  the  circle  at  -(/).  Ruck  et  al.  (1971) 
discuss  several  techniques  for  removing  this  ambiguity. 
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As  an  illustration  of  what  the  received  signal  spectrum  will  look  like  at  5  and  10  MHz  for  fully 

developed  semi-isotropic  waves  describable  by  the  Phillips  spectrum  (12:13),  we  consider  the  following 

example.  The  antenna  on  the  satellite  is  assumed  to  be  a  half-wave  dipole  with  gain  1.64,  and  the  "free-space" 
gain  of  the  quarter-wave  monopole  transmitting  antenna  is  taken  to  be  0.82.  The  satellite  is  at  an  altitude  of 

300  km  and  moving  with  velocity  8000  m/s.  We  select  a  pulse  length  t  =  10  ̂ (s,  yielding  a  clutter  ring  width 

ARj  =  3  km.  Let  us  select  a  time  delay  t  -  t^j  =  50  ;us,  corresponding  to  R-p  =  15  km.  Then  we  obtain  the 
spectra  shown  in  (F12.17).  At  the  top  of  these  plots,  the  angle  \p  of  ocean  wave  directions  producing  the  echo 

at  that  Doppler  shift  is  given.  The  maximum  Doppler  shift  from  the  satellite  is  f^jj^  ̂   6.67  Hz  at  5  MHz,  which 

is  considerably  larger  than  the  ocean-wave  Doppler  -v/gko  of  0.161  Hz;  hence  the  neglect  of  ocean-wave- 
induced  Doppler  shifts  in  this  experiment  seems  reasonable.  Also,  there  is  no  need  for  spectral  processing 

resolution  less  than  about  0.5  Hz,  which  alleviates  the  data  handling  requirements  aboard  the  satellite. 

The  satellite  should  receive  and  process  the  direct  signal  as  well  as  the  sea-reflected  signal.  The  direct 
signal  will  serve  (a)  as  a  time  reference,  (b)  as  a  Doppler  (frequency)  reference,  and  (c)  to  calibrate  and  remove 

any  unknown  path  loss  through  the  ionosphere  from  the  sea  return.  For  the  example  considered  in  the 

preceding  paragraph,  the  direct  signal  power  received  at  the  satellite  is  of  the  order  of  10"^  Pj  to  10""  Pj, 
depending  upon  the  gain  pattern  of  the  transmitting  anterma  in  the  direction  of  the  satellite.  This  compares 

with  a  total  maximum  received  sea  echo  power  of  approximately  2.5  X  10"'  ̂   Pj  at  5  MHz. 
The  most  serious  limitations  on  a  system  such  as  this  are  imposed  by  the  ionosphere.  Orbital  altitudes 

greater  than  200  km  will  often  not  allow  penetration  of  the  lower  HP  frequencies  through  the  ionosphere  to 

the  satellite.  The  F2  layer  of  the  ionosphere  is  the  densest  and  if  the  satellite  is  orbiting  above  it  (i.e.,  above 

300  km),  then  the  following  conclusions  concerning  ionospheric  limitations  were  determined  by  Ruck  et  al. 

(1971). 

(a)  The  operating  frequency  of  the  sensor  must  be  confined  to  the  range  3.5  to  30  MHz.  (This  permits 

sensing  of  ocean  waves  with  lengths  between  10  and  100  m.)  Propagation  conditions  favorable  to  the  system 

exist  at  night  between  0  and  6  hr  local  time.  At  such  times  the  minimum  ionospheric  penetration  frequency 

ranges  from  3.5  to  5  MHz  depending  upon  the  season  and  sunspot  cycle.  Operation  throughout  the  rest  of  the 

day  can  take  place  at  frequencies  as  low  as  9-10  MHz. 

Restriction  of  operation  at  the  lowest  frequencies  to  a  six-hour  period  every  day,  however,  may  not 
Umit  the  utility  of  the  sensor  for  the  following  reason.  At  the  lowest  frequencies,  the  longest  ocean  waves  are 

being  observed  (i.e.,  greater  than  40  m).  However,  these  longer  ocean  waves  require  greater  times  (i.e.,  of  the 

order  of  24  h)  to  build  up  and  die  down  (T12.1).  Thus  the  heights  of  these  longer  waves  will  not  change 

appreciably  over  times  less  than  a  day,  and  their  observation  once  a  day  should  be  sufficient. 

(b)  During  normal  ionospheric  conditions,  the  (excess)  absorption  loss  due  to  passage  through  the 

ionosphere  will  be  less  than  approximately  1 5  dB  providing  the  operating  frequency  exceeds  the  minimum 

penetration  frequency  by  0.5  MHz. 

(c)  The  noise  environment  encountered  by  the  satellite  will  be  that  due  to  cosmic  noise,  with  a 

maximum  effective  noise  temperature  of  about  4  X  10*°K  at  3  MHz. 
Based  on  these  loss  and  noise  considerations,  the  study  concludes  that  adequate  signal-to-noise  ratios 

can  be  obtained  with  average  transmitter  power  output  levels  of  the  order  of  10  W  for  a  satellite  in  a  400  km 
orbit. 

12.3      Second-Order  HP  Sea  Echo 

It  was  noted  several  places  previously  in  this  chapter  (when  comparing  the  first-order  Bragg  scatter 

theory  with  measured  sea  echo  spectra)  that  the  observed  records  often  contain  smaller— but  non-negligible— 

peaks  at  Dopplers  other  than  the  first -order  lines.  Also,  Barnum  (1971)  observes  an  overall  liigher  "floor" 
under  the  sea  spectra  than  would  be  expected  from  normal  processor  and  noise  clutter.  He  has  confirmed  that 

this  "floor"  is  produced  by  sea  echo  by  (a)  looking  at  land  scatter  for  comparison,  and  (b)  shutting  off  the 

transmitter  and  observing  the  "floor"  due  to  system  and  external  noise.  This  "floor"  and  the  higher-order 
peaks  are  not  predicted  from  the  first-order  theory  developed  previously;  one  must  go  to  a  higher-order 



Second-Order  HF  Sea  Echo 12-27 

4.0 

3.0 

2.0 

1.5 

1.0 

0.9 
0.8 
0.7 
0.6 

180°  154°  143°  134°  127°  120°  114°   107°  102°  96°  90°  84°  78°   73°  66°  60°  53°    46°  37°   26°     0° 

I         I         I         I         I         I   1        I         I         I        I         I        I         I         I        I   

Q     0.5 
^     0.4 

0.3 

0.2 

0.15 

0.1 0.09 
0.08 

0.07 
0.06 

♦   '-dm'=^<"' 

J   L 
-7-6-5-4-3-2-10  I  2  3  4  5  6  7 

-14 

00 
9.0 
8.0 
7.0 
6.0 

5.0 

180°  154°  143°  134°  127°  120°  114°  107°  102°  96°  90°    84°  78°   73°    66°  60°  53°   46°  37°   26°     0° 
-1        1         1         1        1         1         1        1        1         1 

-.                                                                                   1 

1    1    1    1    1    1    1    1    1 

'"dm'""''"' 4.0 

Pt 

3.0 - 

2.0 
- 1 

1.5 - \ / 

10 09 
08 

07 

- V J 
0.6 — 

^>^^ 

^y
^ 

05 

— 

— ^____ 

^^^.^
^"'^^

 

04 

03 - 

02 

1. 1     1     1     1     1     1 ± 

-6 
-4 

0 

Figure  1 2.1 7    Predicted  received  signal  spectra  for  bistatic  sea  scatter  of  [•'12.16;  computed  for  fully  aroused 
Phillips  isotropic  waveheight  spectrum  (a)  5  MHz  carrier  frequency  (h)  10  MHz  carrier  frequcncv. 
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analysis  of  scattering  and  ocean  wave  interaction  processes.  Such  spectral  contributions  could  ultimately  pose 

a  limitation  on  the  performance  of  any  radar  system  designed  for  first-order  Bragg  scatter,  and  hence  they 
should  be  qualitatively  and  quantitatively  understood. 

A  more  positive  reason  for  examining  these  higher  order  sea  echo  spectral  contributions  is  that  they 

may  in  themselves  provide  additional  information  about  the  state  of  the  sea.  This  suggestion  was  made  by 

Hasselmann  (1971),  Crombie  (1971),  and  Barrick  (1971b). 

Two  obvious  sources  for  this  higher-order  return  suggest  themselves:  (a)  the  second-order  terms  for 

scatter  from  the  Rice  boundary  perturbation  theory,  and  (b)  the  second-order  terms  from  the  hydrodynamic 
equations  describing  the  water  surface  height.  To  simplify  matters  here,  we  consider  backscattering  at  grazing 

incidence  with  vertical  polarization  over  a  perfectly  conducting  sea.  Then  it  can  be  shown  that  the  average 

second-order  backscatter  cross  section  per  unit  surface  area  per  rad/s  bandwith,  ayy(a;),  to  be  used  with 
(12:19)  is: 

o^{cj)=  \6nklll      \rj(Ki,K2) 
JJ-OO    I 

•&(7?  -   6J,   -   OJ2)W(k,)W(K2)  dpdq  , (12:31) 

where  K^i  =  (p  -  ko)x  +  qy:  icz  =  -(p  +  ko)x  -  qy;  ̂ i  =  If^i  I;  "2  =  ̂i\\  w,  =  sgn  (/<ix)Vg'<l ;  C02  =  sgn  (k2x) 

VgK2 ;  1?  =  ''J  —  Wq  is  the  Doppler  shift  from  the  carrier;  5(x)  is  the  Dirac  impulse  function  of  argument  x;  and 

W(k)  ="  W(Kx,'<y)  is  the  directional  spatial  waveheight  spectrum  of  the  ocean,  as  defined  in  (12:21). 

For  the  second-order  electromagnetic  contributions  alone,  F  is  found  to  be 

I'EM  =  2   ̂''ix«2x  -  2ki  •  "Ka)/!*^?^  +  kgA^  , 
(12:32) 

where  A  is  the  normalized  impedance  of  the  sea  surface,  as  discussed  by  Barrick  (1971a). 

The  second-order  hydrodynamic  effects  produce 

r'H  =  -|k  +^2  +U1K2  -  Ki   •  R'2)'l  -  2r?V(T?^  -  a;B'l)(g/cj,W2)J,  (12:33) 

where  i  =  V— T  and  cog  =  y  2gkQ  is  the  first-order  Bragg  Doppler  shift.  The  total  Fj  which  must  be  used  in  the 
integral  to  account  for  both  types  of  second-order  effects  is 

^T  =  ̂EM  +  I^H 
(12:34) 
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Figure  12.18    Predicted  Doppler  spectrum  of  first  and  second-order  near-grazing  sea  backscatter  at  10  MHz 
for  propagation  in  upwind  direction  (Phillips  semi-isotropic  waveheight  spectrum  assumed). 

The  above  integral  clearly  shows  that  a  double-scatter  Bragg  process  is  responsible  for  the  second-order 

sea  return.  The  scattered  radio  wavenumber,  — kgX,  is  equal  to  iTi  +  K2  +  ̂ qX,  where  the  last  term  is  the 
incident  radio  wavenumber.  The  frequency,  cj,  of  the  scattered  field  is  identically  cji  +  cj2  +  ̂ q-  In  the  case 

of  the  electromagnetic  second-order  effects,  an  ocean  wavetrain  with  wavenumber  ~k\  scatters  the  radio 
energy  along  the  surface  to  a  second  wavetrain  with  wavenumber  Kj  ,  which  redirects  it  back  toward  the 
source;  the  intermediate  radio  wave  can  be  either  propagating  or  evanescent.  In  the  case  of  the  hydrodynamic 

effects,  two  ocean  wavctrains  produce  second-order  ocean  waves  with  wavenumbers  K\  Ik^  ;  these  latter 

ocean  waves  are  not  freely  propagating  because  they  do  not  satisfy  the  first-order  gravity  wave  dispersion 

relationship,  but  they  do  produce  radar  scatter .t 

f  One  of  the  two  integration  processes  can  be  done  in  closed  form,  this  resulting  from  the  impulse-function  occurring  in  the 
integrand.  The  remaining  integration  is  done  numerically  because  of  the  comple    form  of  the  integrand. 
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To  illustrate  the  nature  of  both  of  these  second-order  effects  at  HF,  we  perform  the  integration 
indicated  in  (12:31)  numericallyt  for  the  following  example.  The  frequency  chosen  is  10  MHz,  and  we  employ 

the  Phillips  semi-isotropic  wind-wave  model  of  (12:13)  for  W(/?),  the  first -order  waveheight  spectrum.  Using 
different  windspeeds  as  the  parameter  and  considering  propagation  in  both  the  upwind  and  crosswind 

directions,  we  obtain  plots  shown  in  (F12.18)  and  (F12.19)  for  the  signal  spectrum  ayy(c<j)cjg.  The  first-order 
discrete  Doppler  lines  are  also  shown  for  reference;  they  will  be  present  at  10  MHz  for  the  Phillips  model  at 

winds  greater  than  9-1/2  icnots.   Also  shown   is  the  normalized  radar  cross  section  for  each  spectrum, 

1  f°° 
Oyv^'^w  ~T  /       OyJLo)i(jS),  where  the  spectra  plotted  here  are  two-sided,  i.e.,  ffSy(— co)  -  a2Jo:>). 

The  figures  illustrate  that  second-order  continuous  Doppler  sidebands  do  occur  and  their  magnitude 
will  depend  upon  sea  state.  These  sidebands  contain  continuous,  integrable  singularities  (of  the  square-root- 

types)  at  positions  of  V2  and  2^  "*  times  the  first-order  Bragg  line.  The  ̂ f2  singularity  is  due  to  both 
electromagnetic  and  hydrodynamic  second-order  effects.  Electromagnetically,  it  is  due  to  higher-order  Bragg 

scatter,  i.e.,  from  ocean  waves  of  length  L=  X  (rather  than  X/2).  These  ocean  waves  travel  at  a  speed  ̂ /2 

greater  than  those  at  X/2,  and  hence  the  V2  spike;  this  is  a  "grating  lobe"  effect  occurring  for  larger  diffraction 
grating  spacings.  Hydrodynamically,  the  V2  singularity  is  due  to  the  second  spatial  harmonic  of  the  trochoidal 

wave  profile  of  fundamental  length  L  =  X;  this  second  harmonic  is  of  length  X/2,  producing  first-order  Bragg 
scatter,  but  it  travels  at  the  same  phase  speed  as  the  fundamental  to  which  it  is  attached.  The  phase  speed  of 

the  fundamental  is  V2  greater  than  the  normal  ocean  wave  with  length  X/2,  and  hence  the  '¥2  hydrodynamic 
contribution.  Finally,  the  2^ '''  singularity  is  due  to  a  "corner  reflector"  electromagnetic  effect.  This  occurs 

when  the  two  sets  of  (non-evanescent)  scattering  ocean  waves  pass  through  45°  with  respect  to  the 
propagation  direction.  The  total  Doppler  shift  from  these  two  sets  of  ocean  waves,  oji  +  CO2  =  cog('Vcos  a  + 

Vsin  a),  is  maximumf  at  a  =  45°,  i.e.,  2^  "*  cjg.  Thus  a  condition  of  mathematical  stationarity  occurs  for  the 
Doppler  shift  when  a  passes  through  45°. 

As  deduced  previously  from  (F12.18)  and  (F12.19),  the  second-order  received  sea  echo  spectrum 
increases  both  in  its  amplitude  and  in  its  proximity  to  the  first-order  Bragg  lines  with  increasing  wind  speed. 
Conversely,  for  a  given  wind  speed,  the  same  second-order  spectrum  increases  with  increasing  carrier 

frequency.  The  common  parameter  for  each  curve  in  the  figures  is  g/(2kQU^  ),  where  u  is  the  wind  speed  and 
kp  (=  2-n{Jc)  is  the  radar  wavenumber.  Thus  for  a  given  value  of  this  parameter,  the  same  spectrum  curve  can 
be  obtained  by  doubling  wind  speed  and  reducing  frequency  by  a  factor  of  four,  or  if  the  frequency  is 
increased  by  a  factor  of  four,  by  halving  the  wind  speed. 

At  present,  we  have  no  conclusive  experimental  validation  of  the  theory  because  of  a  general  lack  of 
accurate  HF  sea  echo  spectrum  measurements.  Several  available  records,  however,  exhibit  many  of  the 

principal  features  of  our  predicted  second-order  spectra.  Crombie's  ground-wave  measurements  at  8.37  MHz 
(F12.5)  shows  a  definite  second  peak  above  the  positive  first-order  line;  its  position  is  greater  than  the 
first-order  line  by  a  factor  of  1.36.  From  (F12.18),  this  would  correspond  to  seas  aroused  by  a  wind  speed  of 
about  21-22  knots.  Also  evident  in  this  record  by  Crombie  is  a  third  peak  which  occurs  at  about  1.69  times  the 

first-order  line;  the  2^'"  (=  1.682)  singularity  appears  to  explain  this  peak.  Barnum's  sky-wave  backscatter 
measurements  (F12.8)  at  25.75  MHz  also  appear  to  contain  higher-order  peaks  beyond  the  first-order  line.  He 
estimates  that  these  occur  at  1.35,  1.70,  and  2.00  times  the  first-order  line.  Again,  the  first  liigher  order  peak 
at  1.35  is  explainable  by  seas  driven  by  about  13-knot  winds,  while  the  second  peak  is  quite  close  to  the 

predicted  2^ '''  singularity.  As  with  Crombie's  record,  the  height  of  the  third  peak  near  2^  "*  is  less  than  that  of 
the  second,  while  the  height  of  the  second  is  considerably  less  than  that  of  the  first-order  Bragg  line;  these 
features  all  agree  with  the  predicted  second-order  spectral  behavior. 

Hasselmann  (1971)  has  suggested  (based  upon  several  approximations  which  were  examined  in  detail 

by  Stewart  (1971))  that  the  second-order  sea  echo  spectra  above  and  below  the  first-order  Bragg  lines  should 
be  symmetric  reproductions  of  the  first-order  temporal  nondirectional  waveheight  spectrum  of  the  sea, 
centered  about  the  first-order  lines.  Our  more  detailed  derivations  show  that  these  second-order  spectra  are  not 
symmetric  about  the  Bragg  lines;  this  is  especially  true  for  the  crosswind  case,  where  no  energy  at  all  appeared 

above  the  Bragg  line.  However,  these  second-order  contributions  do  possess  some  of  the  features  of  the 

first-order  waveheight  temporal  spectrum  centered  around  the  Bragg  lines.  For  example,  they  become  higher  in 

t  The  angle  a  here  is  (180°  -  0)/2,  where  <S>  is  the  bistatic  angle  between  the  incident  and  the  first-scattered  radio  wave. 
Backscatter  produced  by  such  a  double  interaction  process  requires  that  the  bistatic  angle  between  the  first-scattered  and 
second-scattered  (i.e.,  backscattered)  radio  wave  be  0. 
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amplitude  and  move  in  closer  to  the  Bragg  lines  with  increasing  wind  speed  and/or  frequency.  Hence  we  agree 

with  Hasselmann's  basic  conclusions  that  sea  state  can  be  deduced  at  higlier  HF  frequencies  by  examining  the 
features  (i.e.,  strength  and  position)  of  the  second-order  peaks  in  the  sea  echo  backscatter  spectrum.  Upon 
further  confirmation  by  measurements,  this  technique  may  prove  to  be  quite  valuable  in  remote  sensing  of  sea 
state,  especially  with  ionospheric  radars  which  are  restricted  in  their  operation  to  the  upper  HF  region. 

12.4     UHF  Indirect  Bragg  Scatter  Using  Two  Frequencies 

A  technique  currently  under  development  for  measuring  the  slope  spectrum  of  the  longer  gravity  waves 
will  be  briefly  examined  here.  This  concept  employs  the  correlation  between  the  sea  return  at  two  closely 
spaced  UHF  frequencies  as  a  measure  of  the  larger  and  longer  ocean  waves  present.  The  interpretation  of  the 
final  result  of  the  derivation  shows  that  the  mechanism  yielding  the  slope  spectrum  of  the  surface  resembles 
Bragg  scatter;  the  surface  slope  spectrum  is  evaluated,  however,  not  at  the  wavenumber  corresponding  to  the 

carrier  frequency,  but  at  the  "beat"  wavenumber  corresponding  to  the  difference  between  the  two  UHF 
frequencies. 
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Normalized  Doppler  Shift 

Figure  12.19    Predicted  Doppler  spectrum  of  first  and  second-order  near-grazing  sea  backscatter  at  10  MHz 
for  propagation  in  rrosswind  direction  (Phillips  semi-isotropic  waveheight  spectrum  assumed). 
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Before  summarizing  the  analysis,  let  us  briefly  discuss  the  physics  behind  the  anticipated  behavior.  HF 
scatter  from  the  sea  has  been  conclusively  shown,  both  theoretically  and  experimentally,  to  be  due  to  the 
Bragg  (or  diffraction  grating)  effect.  The  theory  shows  that  a  mathematical  upper  limit  of  frequency  (for  a 
given  waveheight)  can  be  expected,  beyond  which  the  perturbation  approach  used  should  not  be  valid;  this 
upper  frequency  in  terms  of  wind  speed  is  given  in  (F12.6).  Several  recent  experimental  efforts,  however,  have 

established  that  the  Bragg  mechanism  produces  non-specular  sea  scatter  at  UHF,  microwave,  and  even 

millimeter-wave  frequencies.  Wright  (1968)  deduced  this  from  his  signal  spectra— as  well  as  from  quantitative 

comparisons  of  a°  for  various  polarizations  with  the  previously  developed  theory;  he  observed  scatter  from 
waves  generated  in  a  controlled  wind  tank.  Guinard  and  Daley  (1970)  established  that  the  Bragg  mechanism 

also  explained— even  quantitatively— the  microwave  scatter  they  observed  on  the  sea.  In  the  latter  case,  much 
larger  and  longer  ocean  waves  are  present;  yet  measurements  have  confirmed  that  the  much  smaller  wavelets 
actually  producing  microwave  backscatter  are  those  whose  lengths  are  X/(2  sin  d),  where  6  is  the  angle  of 

incidence  from  the  vertical.  Again,  their  results  measured  for  a°  and  o?u  (the  average  backscatter  cross 
sections  per  unit  area)  agree  quantitatively  with  theoretical  predictions  based  on  a  slightly  rough  surface,  i.e., 
(12:20),  (12:22),  and  (12:23),  in  their  dependence  on  polarization,  incidence  angle,  and  saturation  effect  in 

the  wind-wave  equilibrium  region.  Such  agreement  is  apparent  over  most  aspect  angles,  as  long  as  one  stays 
away  from  the  specular  direction  (i.e.,  the  vertical  for  backscatter)  and  grazing  incidence  (where  shadowing 
becomes  significant). 

Barrick  and  Peake  (1968)  and  Wright  (1968)  explained  this  behavior  by  considering  the  surface  at  these 

higher  frequencies  to  be  a  "composite",  made  up  of  two  or  more  scales  of  roughness.  Thus,  one  has  the 
Bragg-scattering  wavelets  riding  on  top  of  the  longer  and  higher  gravity  waves.  With  this  model,  one  obtains 
two  regions  of  scatter:  the  quasi-specular  region  and  the  diffuse  region.  Near  the  specular  direction, 
backscatter  is  produced  via  reflections  from  many  specular  points,  or  facets,  oriented  normal  to  the  line  of 

sight.  For  the  sea,  this  type  of  backscatter  dominates  out  to  10-15°  from  the  vertical;  its  magnitude  and 
behavior  is  predictable  from  both  physical  and  geometrical  optics  approaches.  Farther  away  from  the  specular 
direction,  scatter  is  predictable  via  the  Bragg  mechanism,  as  though  the  smaller  wavelets  riding  on  the  larger 

waves  were  really  the  only  ones  present.  The  magnitude  and  polarization  dependence  of  this  "diffuse"  scatter 
follows  (12:20)  for  the  slightly  rough  surface. 

Valenzuela  (1968)  first  noted  that  the  magnitude  of  the  return  from  a  slightly  rough  surface  (i.e.,  the 
Bragg  scatter)  does  have  some  dependence  upon  the  local  incidence  and  scattering  angles,  as  seen  in 

(12:20)— even  though  the  dependence  may  be  weak  for  some  polarization  states  over  a  large  range  of  angles. 

Hence  the  effect  of  the  longer  gravity  waves  under  the  Bragg-scattering  wavelets  should  be  seen  as  a  "tilting 
plane",  modulating  the  amplitude  of  the  Bragg  scatter  because  of  the  slope  of  the  larger-scale  wave 
underneath.  Let  us  take  as  an  example  a  uniform  Bragg-scattering  wavetrain  on  top  of  a  single  larger  and  longer 

sinusoidal  wave.  Now  imagine  a  short  radar  pulse,  less  in  its  spatial  length  than  one-quarter  the  wavelength  of 
the  longer  sea  wave,  propagating  along  the  surface  and  backscattering  via  the  Bragg  mechanism  from  the 
wavelets.  Due  to  the  slope  of  the  longer  sinusoidal  wave  and  hence  the  periodic  variation  of  the  local  angle  of 
incidence  to  the  pulse  as  it  propagates  along,  the  radar  receiver  should  see  a  return  which  is  amplitude 
modulated  in  a  periodic  manner  by  the  longer  gravity  wave.  If  one  analyzed  the  spectrum  of  this  amplitude 

modulated'  signal,  he  would  be  able  to  relate  the  result  to  the  slope  of  the  larger  wave  at  its  own  spatial 
frequency  or  wavenumber.  Thus  one  could,  with  such  a  short-pulse  experiment,  measure  the  slope  spectrum  of 
the  longer  gravity  waves  by  Fourier  transforming  the  received  signal  strength  and  looking  at  its  spectrum.  This 
technique  was  examined  recently  by  Soviet  investigators  (Zamarayev  and  Kalmykov,  1969). 

The  concept  to  be  analyzed  here  is  quite  similar  to  that  described  above.  By  using  two  frequencies, 

however,  and  cross-correlating  their  received  powers,  one  eliminates  the  Fourier  transform  process  required  for 
the  short-pulse  technique.  Nearly  CW  signals  can  be  used.  The  bandwidth  required  (i.e.,  frequency  separation 
here)  is  much  the  same  as  for  the  short-pulse,  however,  because  both  teclmiques  are  essentially  employing 
spatial  range  resolution  to  distinguish  the  slopes  of  the  underlying  longer  gravity  waves.  By  eliminating  the 

spectral  analysis  process  and  the  short  pulse  requirement,  we  feel  that  the  two-frequency  correlation  concept 
offers  a  possibly  more  tractable  sensing  tool. 

The  two-frequency  correlation  concept  was  analyzed  in  Ruck  et  al.,  (1971)  in  detail.  The  derivation 
there  was  meant  to  establish  quantitatively  some  of  the  features  of  the  correlated  power.  To  facilitate  the 
analysis,  the  following  assumptions  were  imposed:  (a)  Only  backscatter  was  considered,  (b)  The  surface  was 
taken  as  perfectly  conducting,  (c)  Horizontal  polarization  was  examined  for  incidence  and  backscatter.  (d)  A 
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Figure  1 2.20   Physical  picture  of  specular  point  scatter.  Specular  points  within  radar  resolution  cell  are  shown 

highlighted. 

one-dimensional  random  surface  was  analyzed,  corrugated  along  the  plane  of  incidence,  (e)  The  incidence 
angle  region  was  selected  to  be  not  too  close  to  the  specular  direction  (i.e.,  the  vertical),  but  yet  not  so  close  to 

grazing  that  shadowing  is  a  problem,  (f)  The  slopes  of  both  the  large-scale  and  small-scale  sea-wave  components 
present  were  assumed  small. 

Based  upon  these  assumptions,  the  variance  of  the  backscattered  power  densities  at  two  frequencies,  fj, 

and  fa,  was  obtained,  i.e.,  Var  [P(Ak)]  =  <PaPb>  -  <Pa><Pb>'  where  Ak  =  k^  -  kg  =  27r(fb  -  fa)/c.  Thus,  Ak 

can  be  considered  a  "beat"  or  difference  wavenumber.  The  length  and  width  of  the  surface  patch  (assumed 
square)  subtended  in  the  radar  cell  is  L,  and  the  angle  of  incidence  from  the  vertical  is  d.  Then  the  result  for 
the  variance  was  found  to  be 

Var[P(Ak)]  = 
sin  (AkL  sin  9) 

AkL  sin  9 

f^(ko|)W(ko?) 
s=0 

d(f^(kol)W(kol)) ds 
s=0 

^  WsL(2Ak  sii.  9) 
(12:35) 

where  Rq  is  the  distance  from  the  scattering  patch  to  the  far -field  point,  Eq  is  the  electric  field  strength  of  the 
plane  wave  incident  on  the  surface,  and  Zq  is  the  free-space  wave  impedance.  The  quantity  W(Kj^)  is  the 
one-dimensional  spatial  waveheight  spectrum  of  the  sea  surface  in  the  wave-length  range  around  one  meter; 

W§l(/<x)  is  the  one-dimensional  spatial  waveslope  spectrum  of  the  larger  gravity  waves.  The  remaining 
quantities  appearing  in  (12:35)  are  q2  =  2cos6,  s  =  dfL/dx  =  slope  of  the  larger-scale  component  of  the 

surface,  ̂   =  2s  cos  0  -  2  sin  9,  and  f(k^i)  =  k^  [  ̂\  -  (2s  cos  9  -  s\n9f  +  cos  0  +  s  sin  9]  X  [cos  0  ̂-  s  sin  9] . 
In  order  to  obtain  numerical  estimates  of  the  relative  magnitudes  of  the  first  and  second  terms  in 

(12:35),  we  must  evaluate  the  quantity  in  square  brackets  and  its  derivative  at  zero  slope.  To  do  this,  a  form 

for  the  waveheight  spectrum  of  the  smaller-scale  (Bragg-scattering)  ocean  waves  must  be  assumed.  By  selecting 

our  operating  frequency  in  the  UHF  band  (viz.,  near  1  GHz),  we  ensure  that  these  Bragg-scattering  ocean 
waves  are  of  the  order  of  30  cm  in  length.  Such  waves  are  still  gravity  waves  (in  contrast  to  capillary  waves) 
and  hence  should  follow  the  Phillips  model  in  the  saturation  region.  Furthermore,  these  shorter  gravity  waves 

require  winds  greater  than  only  1-1/2  knots  to  excite  them;  hence,  they  are  nearly  always  present.  On  the 
other  hand,  their  build-up  time  is  of  the  order  of  10  minutes,  in  contrast  to  capillary  waves  which  build  up  and 
die  down  in  a  matter  of  seconds;  therefore  they  should  exist  rather  uniformly  and  stably  over  times  and  areas 
which  are  significant  in  making  the  measurements.  This  is  the  reason  that  1  GHz  is  proposed  as  the  operating 
frequency. 
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One  can  readily  convert  the  two-dimensional  Phillips  model  (12:13)  to  a  one-dimensional  version.  The 
result  is 

W(Kx)  =  —  ,  (12:36) 

where  /<x  ̂  ̂   ('•^•'  ̂ ^^  above  spectrum  is  one-sided),  and  as  before,  B  =  0.005  (dimensionless). 
Upon  evaluation  of  the  indicated  factors  in  (12:35),  we  obtain 

k„khL^B^E^cot^  e 
Var[P(Ak)]  = 

^l2'^^K 

(5  sin^  e  -  3  cos^  6)^  „,     ̂ ^^,     .    ̂ , +  ̂̂     WsL(2Ak  sm  d) 

ttL  sin^  6 

sin  (AkL  sin  d) 

AkL  sin  d 

(12:37) 

Let  us  now  interpret  the  two  terms  in  (12:35)  and  (12:37).  The  first  term  is  merely  the  Fourier 
transform  of  the  range  resolution  cell  illumination  pattern  on  the  surface  (i.e.,  here  we  assumed  uniform 

illumination  over  the  cell  of  length  (L/2)  sin  6)  evaluated  at  spatial  frequency  2Ak.  If  the  range  cell  is 

beam-limited  rather  than  pulse-limited,  one  might  approximate  the  cell  illumination  by  a  uniform  pattern 
between  the  half-power  points  of  the  antenna  beam  pattern  on  the  surface.  If  one  uses  a  more  realistic 
illumination  pattern  along  this  cell,  the  (sin  x)/x  function  will  be  replaced  by  the  Fourier  transform  of  the 
actual  pattern.  With  a  properly  selected  and  tapered  illumination  function,  the  first  term  can  be  kept  very 

small,  so  long  as  AkL  sin  6  is  large  compared  to  unity.  In  a  pulse-limited  situation,  this  means  making  the  pulse 
length,  T,  sufficiently  long  that  27rAfT  sin  6  »  I  over  the  range  of  Af  used  in  the  experiment. 

The  second  term  in  (12:35)  and  (12:37)  contains  the  desired  information  about  sea  state,  as 
represented  in  the  waveslope  spectrum  of  the  longer  gravity  waves.  Their  waveheight  spectrum  is  readily 

related  to  W§l(/<j^)  as  Wj^l(/<j^)  =  W§l(Kj^)/k^.  Hence,  measurement  of  the  waveslope  spectrum  by  sweeping 
frequency  (and  thus  varying  Ak)  can  be  directly  transformed  into  waveheight  spectral  information.  It  is 
desirable  to  select  6,  the  incidence  angle,  so  that  the  magnitude  of  the  second  term  is  enhanced  with  respect  to 

the  first.  For  horizontal  polarization  and  backscatter,  a  poor  choice  would  be  6  at  or  near  37.8°  from  the 
vertical,  for  this  makes  the  factor  in  parentheses  multiplying  the  second  term  identically  zero.  On  the  other 

hand,  a  value  of  6  near  60°  will  usually  result  in  the  second  term  being  larger  than  the  first  for  W§l  non-zero 
and  near  its  equilibrium  (saturation)  value. 

The  argument  of  the  term  containing  the  waveslope  spectrum  would  lead  one  to  think  that  a 

Bragg-effect  scatter  were  occurring  at  the  beat  wavenumber  2Ak  sin  d,  rather  than  at  the  carrier  wavenumber 

kg  or  kjj.  Hence  we  refer  to  this  as  an  indirect  Bragg-scatter  measurement.  By  sweeping  Af  from  2-20  MHz,  one 
should  be  able  to  obtain  sea  state  information  by  measuring  the  magnitude,  shape,  and  cutoff  of  the  larger 
gravity  wave  slope  spectrum.  The  two  frequencies  can  be  generated  quite  simply  by  using  a  balanced 
modulator  near  the  output  of  the  transmitter.  Since  the  scattered  power  is  correlated  in  the  receiver,  it  is  not 
necessary  to  maintain  phase  coherence  of  the  two  signals  through  the  receiver  channels.  Hence  the  equipment 
requirements  should  present  no  significant  obstacles. 

This  technique,  examined  here  for  backscatter  and  horizontal  polarization,  can  be  used  for  other 
polarization  states  and  in  bistatic  arrangements  (so  long  as  one  avoids  the  specular  reflection  direction).  The 

analysis  is  currently  being  extended  to  include  three-dimensional  scatter  from  two-dimensionally  rough, 
non-pcrfectly  conducting  surfaces.  The  basic  nature  of  the  results  are  not  expected  to  differ  from  those 
examined  here,  however.  Up  to  the  present,  this  technique  lias  not  been  tested  experimentally;  hence  we  can 
offer  no  measured  data  for  validation  of  the  concept.  Plans  are  underway  to  test  the  technique  in  the  near 
future. 

1 2.5      Sea  State  Effects  on  a  Microwave  Radar  Altimeter  Pulse 

As  a  final  tool  for  remote  sensing  of  both  geodetic  and  sea  state  information,  we  discuss  the  microwave 

radar  altimeter.  Decisions  by  NASA  to  fiy  short-pulse  altimeters  in  both  the  GEOS-C  and  Skylab  series  of 
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satellites  have  recently  accelerated  theoretical  and  experimental  efforts  on  radar  altimetry.  A  sufficiently  clear 

picture  is  presently  available— both  from  analysis  and  experimental  data— of  the  basic  interaction  process 
between  the  pulse  and  the  sea  surface.  At  and  near  the  (vertical)  sub-altimeter  point,  microwave  scatter  is 
produced  by  specular  points  which  are  distributed  in  height,  thus  having  some  obvious  relationship  to  sea 
state.  In  most  cases  of  interest,  the  effective  radar  spatial  pulse  width  is  smaller  than  the  ocean  waveheights  it 
encounters  on  the  surface;  hence  a  stretching  of  the  pulse  will  occur  due  to  sea  state.  When  the  purpose  of  the 
experiment  is  to  find  the  instantaneous  mean  sea  level  (for  geodetic  reasons)  to  an  accuracy  of  less  than  one 
meter,  one  is  faced  with  the  problem  of  finding  this  position  in  a  received  echo  distorted  by  sea  state  effects; 
hence  one  must  remove  such  effects  from  the  signal.  On  the  other  hand,  one  may  wish  to  use  the  radar 
altimeter  as  a  sea  state  sensor;  in  this  case,  he  would  like  to  know  how  to  relate  sea  state  to  the  received  pulse 
distortion.  Both  problems  are  examined  here. 

The  first  subsection  discusses  the  specular  point-theory  of  sea  scatter  and  obtains  the  distribution  of 
these  points  as  a  function  of  waveheight.  The  second  subsection  then  applies  the  specular-point  scattering 
model  to  the  radar  altimeter  configuration  and  determines  a  simple  closed-form  solution  for  the  altimeter 
return  for  the  case  of  Gaussian  pulse  and  beam  widths.  The  final  subsection  simplifies  this  result  for  certain 
limiting  altimeter  configurations  commonly  used  in  practice,  and  compares  the  model  with  measured  data. 

12.5.1  Specular  Point  Distribution  and  the  Scattering  Model 

For  the  microwave  frequencies  at  which  an  altimeter  will  operate,  scatter  from  the  sea  within  the 

near-vertical  region  directly  beneath  the  altimeter  is  quasi-specular  in  nature.  This  means  that  backscatter  is 
produced  by  specular  or  glitter  points  on  the  surface  whose  normals  point  toward  the  radar.  Such  scatter 

persists  only  to  about  10-15°  away  from  the  vertical,  since  gravity  waves  can  seldom  maintain  slopes  greater 
than  this  amount  before  they  break  and  dissipate  energy.  A  physical  picture  of  the  specular  points  illuminated 
within  a  short  pulse  radar  cell  advancing  at  an  angle  9  with  respect  to  the  mean  surface  normal  is  shown  in 

(F  12.20). 

Specular  point  scatter  is  readily  predictable  from  geometrical  and/or  physical  optics  principles,  and  has 
been  analyzed  by  Kodis  (1966)  and  Barrick  (1968).  Here  the  theory  is  extended  to  include  the  heiglit  of  the 

surface,  since  the  short  radar  pulse  may  not  illuminate  the  entire  peak-trough  region  at  a  given  time.  As  the 
starting  point,  we  note  from  elementary  geometrical  optics  principles  that  the  field  scattered  by  N  specular 
points  (expressed  in  terms  of  the  square  root  of  the  backscatter  cross  section)  is 

ob'"
 

N 

i=l g2kofjCos9  (12:38) 

where  gj  is  the  Gaussian  curvature  at  the  i-th  specular  point,  i.e.,  gj  =  |PiiP2il,  with  Pjj  and  P2\  as  the  principal 
radii  of  curvature  at  this  point.  Also,  fj  is  the  height  of  the  i-th  specular  point  above  the  mean  surface,  d  is  the 

angle  of  incidence  from  the  vertical,  and  kg  -  Irr/X  is  the  free-space  radar  wavenumber,  X  being  the 
wavelength. 

We  now  square  and  average  the  above  equation  with  respect  to  the  phase,  c^jj,  noting  that 

i^jj  =  2kQ(fi  -  fj)  cos  6  will  be  uniformly  distributed  between  zero  and  2ir  as  long  as  the  sea  waveheight  is 
greater  than  the  radar  wavelength.  We  then  rewrite  the  remaining  single  summation  in  integral  form  as  a 
distribution  of  specular  points  versus  height,  f ,  above  the  surface  and  versus  Gaussian  curvature,  g.  The  average 

radar  cross  section  per  unit  surface  area  per  unit  height,  T?°(f),  can  then  be  written  in  terms  of  the  average 
specular  point  density,  n(f,g)  as  follows  (details  are  found  in  Ruck  et  al,  1971): 

rj^n  =  7rJ[°°n 

(r,g)gdg,  (12:39) 

where  n(f  ,g)  is  the  average  number  of  specular  points  within  the  height  interval  f  -  df/2  to  f  -H  df/2  and  with 

Gaussian   curvatures  between   g  -  dg/2  and  g  -i-  dg/2.  The  quantity   Tj"(f)   is  related   to  a",  the  average 

backscatter  cross  section  per  unit  area  as  0°  =  I      T?0(t)  df .  Thus  a  short  pulse  having  a  radar  resolution  cell 

of  width  Af  will  produce,  on  the  average,  a  radar  cross  section  per  unit  area  of  7j"(f)Af. 
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The  specular  point  density,  n,  can  readily  be  determined  (almost  by  inspection)  from  the  work  of 

Barrick  (1968)  preceding  Equation  (7)  of  that  paper;  one  merely  includes  height,  f,  in  the  probability 

densities.  The  following  result— applicable  for  backscatter— is  obtained  for  the  integrand  of  (12:39): 

n(r,g)gdg  =  n  sec"  6  p(f,fxsp'fysp'fxx'fxy>fyy)  ̂ ^^xx^^fxy^fyy  .  (12:40) 

where  ̂ x'^y^xx'^xy^yy  ̂ ^^  ̂ ^^  partial  derivatives  of  the  surface  height  up  to  second  order,  fxsp'  fysp  ̂^^  *^^ 
surface  slopes  required  at  a  specular  point  (these  latter  slopes  are  known  geometrical  quantities).  The  quantity 

p(xi , .  .  .  ,  Xj^)  is  the  joint  probability  density  function  for  the  random  variables  Xi ,  . .  .  ,  Xjj. 

The  integration  over  f^x,  f^y.  ̂nd  fyy  can  now  be  performed.  Furthermore,  since  the  height  f  and  the 
slopes  fxsp'  fysp  ̂ ^  ̂ "y  poirit  are  uncorrected  (as  discussed  in  12.1.2),  and  since  we  intend  to  employ 
Gaussian  distributions  for  the  surface  height  and  slopes  (also  discussed  in  12.1.2),  we  can  finally  express  the 
scatter  per  unit  height  as  the  product  of  the  height  and  slope  density  functions: 

77°  (r)  =  n  sec"  e  p(r)p(fxsp.W  '  (12:41) 

where  p(f)  is  as  given  in  (12:1)  and  p(fx'fy)  is  given  in  (12:2).  Also,  the  required  total  slope  at  the  specular 

point  to  be  used  in  (12:2)  is  \/f xsp  "*"  ̂  ysp  ~  ̂^"  ̂ • 

12.5.2  Application  to  Satellite  Altimeter 

We  now  apply  (12:41)  to  the  problem  depicted  in  (F12.21).  An  altimeter  at  height  H  emits  a  spherical 

pulse  which  in  turn  sweeps  past  a  spherical  earth.  The  spatial  pulse  width  for  a  backscatter  radar  is  Af  =  cr/2, 
where  c  is  the  free  space  radio  wave  velocity  and  t  is  the  time  width  of  the  pulse  (compressed,  if  applicable). 

As  our  time  reference,  we  choose  t  =  0  to  be  the  time  that  the  center  of  the  signal,  reflected  from  the 
uppermost  cap  of  a  smooth  spherical  earth,  returns  to  the  receiver.  In  terms  of  the  angles  shown  in  (F  12.21), 
the  height,  f ,  to  a  point  at  the  center  of  the  cell  above  the  mean  sea  surface  can  then  be  written  as 

or 

.  _  H(l  -  cos  \Ij)  +  a(l  -  cos  ̂ p)  -  (ct/2)  cos  <// 
cos  ̂  

or 

where  it  is  assumed  that  H«a,  and  that  i//  and  ̂   are  small  over  the  scattering  region  on  the  sea  of 
significance  in  the  altimeter  receiver  return. 

Several  investigators  have  employed  the  relationship  in  (12:42)  along  with  a  model  for  surface  scatter, 
to  examine  the  altimeter  radar  return.  Godbey  (1964)  and  Greenwood  et  al  (1969)  assumed  quite  simple 
models  for  the  scattering  coefficient,  and  hence  obtained  a  result  which  was  not  quantitatively  dependent 
upon  ocean  waveheight.  Miller  and  Hayne  (1971)  made  a  considerable  improvement  over  these  efforts  by 
assuming  a  slightly  skewed  Gaussian  model  for  p(f)  in  (12:41),  but  did  not  show  the  remaining  slope 
dependence  contained  in  the  specular  point  model  developed  here.  Hence  their  radar  return,  while  containing 
an  unspecified  multiplicative  factor,  nonetheless  possesses  the  same  pulse  shape  characteristics  as  our  model. 

For  the  purpose  of  obtaining  a  general  closed-form  containing  all  of  the  parameters  of  interest  in  the 
design  and  analysis  of  an  altimeter  experiment,  we  select  simple  Gaussian  beam  and  pulse  shapes.  Thus  we 
define  the  power  gain  of  the  antenna  (squared  to  account  for  the  use  of  the  same  antenna  twice)  as 

G^(>//)  =  exp{-(8en2)i|'V*B'}  >  (12:43) 
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Figure  1 2.21    Geometry  of  satellite  altimeter. 

where  <//g  is  the  one-way  half-power  antenna  beamwidth.  Likewise,  P(x),  defined  as  the  spatial  (compressed,  if 
applicable)  altimeter  signal  power  pulse,  is  taken  to  be 

P(x)  =  exp{-(4en2)t*Vr'}  =  P(ctj2)  , 
(12:44) 

where  t    is  time  with  respect  to  the  pulse  center,  t  is  the  half-power  width  of  the  signal  pulse,  and  the  distance 
X  is  related  to  time  in  a  backscatter  radar  as  x  =  ct  12. * 

Now,  the  product  of  the  average  radar  cross  section  and  the  antenna  gain  is  a  function  of  time  as  the 
spherical  pulse  intercepts  the  sea  near  the  suborbital  point.  This  produces  an  average  power  at  the  receiver 

output  which  is  related  to  G  a(t)  through  the  radar  equationf :  PR(t)  =  Pj 

(4rr)3H'
' 

G^a(t). 

G^a(t)  =  27r^a^j'°°G^(«//)p(fxsp,fysp)  sec*  6  sin  ̂   X   j^  P(?  "  ?)?(?)  d?    d^  ,  (12:45) 
where  the  Gaussian  height  and  slope  distributions,  p(f)  and  p(fx>fy)  ̂ re  to  be  used  in  integrating  (12:45).  One 

Q  O 

can  express  d  and  i//  in  terms  of  tp  as  follows:  <//  -  — i^  and  d-\p  +  if^  —  ip.  Then  the  integrations  over  ?  and  ̂  

t  The  height  factor  in  the  radar  range  equation  is  assumed  to  be  constant  to  fust  order,  because  only  the  echo  from  the 
vicinity  of  the  suborbital  point  is  of  interest. 
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can  be  carried  out  to  obtain: 

G^a(t)  =  (n'^^UxJs')  exp[(tp/ts)^  -  21/1^]  [1  -  <I>(tp/ts  -  t/tp)]  ,  (12:46) 

where  x^  =  CT/(4-^nl),  tp  =  2\Jxl,  + Ih^/c,  ts  =  2H>I'^/c,  and  1/*^  =  (8  Cn  2)/*!  +  l/s^  c  being  the 
free-space  radio  wave  velocity.  Also,  <I'(x)  is  the  error  function  of  argument  x. 

The  mean-square  sea  wave  height,  h^,  and  total  slope,  s^,  result  from  the  use  of  the  Gaussian  height 
and  slope  distributions  given  in  12.1.2.  For  wind-driven  fully  developed  seas,  h^  can  be  expressed  in  terms  of 
wind  speed  through  (12:15).  The  mean-square  slope  is  related  to  the  wind  speed  through  (12:16)  and  (12:17), 
or  as  a  simpler  model  (12.18). 

The  interpretation  of  tp  and  t^  sheds  light  on  the  interaction  process.  The  constant  tp  is  the  equivalent 
pulse  width  after  stretching  by  sea  waves  on  a  planar  mean  surface.  If  the  rms  height  h  of  the  sea  waves  is 

greater  than  the  spatial  width  x^^  of  the  pulse,  then  the  equivalent  pulse  length  after  scatter,  tp,  is  essentially 
the  time  of  flight  between  the  crests  and  troughs  of  the  waves.  The  constant  tg  is  interpreted  as  the  two-way 
time  of  flight  difference  between  the  suborbital  point  and  the  edge  of  the  effective  scattering  region 

illuminated  by  the  advancing  spherical  pulse.  For  a  narrow  antenna  beamwidth,  ̂ g,  this  time  becomes  small. 

If  the  slopes  of  the  specular-scattering  waves  are  smaller  than  the  antenna  beamwidth,  however,  then  the  width 
of  the  scattering  region  is  limited  by  the  lack  of  specular-scattering  sea  waves  rather  than  the  antenna 
beamwidth. 

A  term  commonly  used  in  the  literature  on  radar  altimeters  is  the  "impulse  response"  of  the  surface. 
This  is  merely  the  return  from  the  surface  illuminated  by  an  impulse  function,  P(x)  =  6(x);  let  us  refer  to  this 

as  G^ai(t).  To  obtain  the  response  of  the  surface  to  any  other  waveform,  one  need  only  convolve  the  surface 
impulse  response  with  the  desired  waveform.  The  impulse  response  can  be  obtained  very  simply  from  (12:46) 

by  noting  that  the  impulse  function  6(x)  can  be  taken  by  writing  P(x)  =  (ttx^)" ' '^  exp  — x^/x^  in 
(12:44)  and  taking  the  limit  of  (12:46)  as  x^  ̂   0.  We  thus  obtain 

G^ai(t)  =  (ttH/s^)  exp|(tp/ts)^  -  2t/t]  [1  -  <l>(tp/t3  -  t/tp)]  ,  (12:47) 

where  now  tp  =  2  V2h/c. 
To  provide  further  insight  into  the  interaction  process,  and  also  to  serve  as  a  check  on  the  model 

(12:46),  let  us  consider  the  limiting  situation  where  the  roughness  vanishes.  First,  we  allow  the  rms  height,  h, 

to  approach  zero;  we  still  assume,  however,  that  the  rms  slope,  s,  is  non-zero,  i.e.,  that  there  are  spatially 
distributed  specular-point  scatterers,  but  with  near-zero  height  deviation  from  the  mean  surface.  In  this  limit, 

the  form  of  (12:46)  remains  the  same,  but  tp  =  r/(2'v/Cn  2).  Thus  the  equivalent  pulse  width,  tp,  is  not 
stretched  after  the  interaction  because  the  waves  have  zero  heiglrt.  Now,  as  we  allow  the  rms  slope,  s,  to 

approach  zero,  this  results  in  t^  ̂  0.  Then  (12:46)  simplifies  to  G^a(t)  =  (ttH^)  exp|-t^/tp}.  This  merely 
means  that  the  original  Gaussian  pulse,  represented  by  the  exponential,  is  reflected  from  a  smooth  surface,  and 

hence  the  entire  return  comes  from  the  suborbital  specular  reflection.  The  factor  ttH^  is  simply  the  radar  cross 
section,  from  geometrical  optics  considerations,  for  a  spherical  surface  with  radius  H.  Hence,  one  obtains  the 
expected  result  in  the  limit  of  vanishing  roughness. 

12.5.3  Limiting  Altimeter  Configurations 

(a)  Pulse-Limited  Operation.  When  the  altimeter  altitude  and/or  beamwidth  are  sufficiently  large  that 

tj  » tp,  we  have  the  situation  depicted  in  (F12.22).  The  return  at  a  given  time  is  obtained  from  the  area  in 
the  circular  annulus  subtended  by  the  pulse.  This  is  referred  to  as  pulse-hmited  operation.  The  return  in  the 

limit  tj  »  tp  may  then  be  obtained  from  (12:46) as 

G^ap(t)  =  (tt^'^Hx^/s^)  [1  +  *(t/tp)]   exp(-2t/ts)  .  (12:48) 

The  above  equation  shows  that  tlie  return  consists  of  a  rapid  rise  near  t  =  0,  as  expressed  by  the 
quantity  in  square  brackets,  followed  by  a  very  gradual  exponential  decay  to  zero.  In  this  case,  the  leading 
edge  of  tlie  return  contains  the  desired  information  about  the  mean  surface  position  and/or  sea  state;  the 
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Figure  1 2.22    Two  modes  of  altimeter  operation  and  the  resulting  signals. 
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Figure  1 2.23    Leading  edge  of  averaged  altimeter 

output  versus  time  for  pulse-limited  operation. 

Figure  12.24    Derivative  of  leading  edge  of  averaged 
altimeter  output  versus  time  for  pulse-limited 

operation. 
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beam-limited  model. 



References  12-41 

leading  edge  (normalized)  is  proportional  to  -  [1  +  *(t/tp)] .  Shown  in  (F  12.23)  are  curves  of  this  leading  edge 

as  a  function  of  significant  waveheight  (related  to  rms  waveheight  in  12.1.1).  Also  shown  on  these  curves  are 
the  wind  speeds  required  to  fully  arouse  wind  waves  to  these  heights.  The  parameters  chosen  are  typical  of  the 
NASA  Skylab  satellite  altimeter.  The  figure  shows  that  the  mean  surface  position  can  be  found  from  the  mean 

return  (in  the  absence  of  noise)  by  locating  the  half -power  point  on  the  leading  edge. 
For  sea-state  determination,  one  could  determine  the  rise  time  of  the  leading  edge.  A  possibly  simpler 

technique  would  be  to  differentiate  the  mean  return  near  the  leading  edge,  producing  a  pulse-type  signal  as 
shown  in  (F12.24).  This  can  be  obtained  from  (12:48)  as 

^  [G^ap(t^  -  [27rHxj(s^tp]  exp(-tVt^)  .  (12:49) 

Thus  the  width  of  this  pulse  is  directly  proportional  to  the  effective  pulse  width,  tp.  If  the  altimeter  pulse 
width,  T,  is  kept  small  with  respect  to  the  expected  stretching  due  to  roughness  (i.e.,  less  than  about  15  ns), 
then  the  width  of  this  differentiated  return  is  directly  proportional  to  significant  (or  rms)  waveheight.  Thus  an 
orbiting  altimeter  such  as  this  could  very  simply  monitor  the  significant  waveheight  of  the  oceans  along  its 
orbital  path. 

As  limited  vaHdation  of  the  model,  we  show  results  obtained  by  Raytheon  (Ruck  et  al,  1971)  from  an 

aircraft  altimeter  at  10,000  ft.  The  pulse  width  of  20  ns  and  beamwidth  of  5°  resulted  in  a  nearly  pulse-limited 
operation.  Surface  wind  speeds  were  reported  as  12  and  22  knots  during  two  of  the  flights;  these  are  compared 

in  (F12.25)  with  wind  speeds  deduced  from  the  rise  times,  tj.,  of  the  leading  edge  (assuming  wind-driven  waves 
in  which  waveheight  is  related  to  wind  speed  through  (12:15)).  The  agreement  seems  quite  reasonable. 

(b)  Beam-Limited  Operation.  If  the  antenna  beamwidth  and/or  altimeter  height  are  sufficiently  small, 
then  the  illumination  geometry  shown  in  (F12.22)  will  result.  Here,  t^  « tp,  and  the  return  at  any  time 

comes  from  specular  points  within  a  disc  of  area  ~7rH^*g/4  at  the  suborbital  points.  In  this  limit  (12:46)  can 
be  simplified  to  obtain: 

G^ab(t)  =  [nE^^ll{2^/i^  s^  (r/tp)  exp[^-(t/tp)^j  .  (12:50) 
Normally  the  beamwidth  and  height  requirements  are  such  that  a  satelhte  altimeter  could  almost  never 

be  beam-limited;  nor  are  most  aircraft  altimeters  beam-limited.  The  beam-Umited  mode  of  operation  does  offer 
a  very  simple  return  to  interpret,  however;  the  width  of  the  return  pulse  is  directly  proportional  to  the  ocean 
waveheight  if  the  signal  pulsewidth,  t,  is  sufficiently  small. 

As  a  comparison  with  the  beam-limited  model,  we  show  data  measured  by  Yaplee  et  al  (1971).  His 

measurements  were  made  from  a  tower  with  H  =  70  ft  and  ̂ 3  =^  2°.  His  pulse  width  was  1  ns.  We  compare  in 
(F12.26)  the  shape  of  the  curve  given  by  (12:50)  with  what  he  has  calls  his  impulse  response.  He  plots  the 
responses  measured  both  by  radar  and  by  a  wavestaff  for  two  days  on  which  the  significant  waveheights 
(measured  by  the  wavestaff)  were  3.1  and  5.2  ft;  these  values  of  waveheight  were  used  in  the  curves  based  on 
our  model.  The  overall  comparison  is  good,  but  the  figures  also  illustrate  where  the  Gaussian  assumption  about 
the  waveheight  is  weak:  both  in  the  echo  tails  and  in  the  symmetry  about  the  center.  These  points  of 
departure  were  mentioned  previously  in  12.1.2.  While  these  differences  are  interesting,  they  should  not  detract 

from  the  fact  that  the  simple  Gaussian  model  is  adequate  for  predicting  the  mean  sea  surface  position  and 
significant  waveheight,  so  long  as  accuracies  better  than  about  10  cm  are  not  required. 
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This  chapter  reviews  the  principles  and  applications  of  Doppler  radar  to  the  study  of 
atmospheric  motion.  The  first  part  of  the  chapter  describes  the  amplitude  and  phase 
information  contained  in  the  backscattered  signal  and  how  this  information  can  be  extracted 
and  processed  to  obtain  backscattering  cross  sections  and  radial  velocities  of  targets  in  the 
atmosphere.  The  second  part  of  the  chapter  then  describes  how  this  reflectivity  and  velocity 
information  can  be  used  in  the  investigation  of  the  structure  and  motion  fields  associated  with 
atmospheric  phenomena.  It  is  seen  that  Doppler  radar  can  be  usefully  employed  as  a  research 
tool  in  several  areas  of  meteorology  including  small  scale  turbulence,  cloud  physics,  and  the 
dynamics  of  convective  storms  and  large  scale  storms. 

13.0  Introduction 

Radars  transmit  radio  frequency  (r-f)  energy  which  is  intercepted  and  reradiated  by  land,  sea,  and 
atmospheric  targets.  Changes  in  the  received  signal  from  that  transmitted  give  clues  to  important  target 
parameters  such  as  scattering  cross  section  as  well  as  indirect  measurements  of  atmospheric  absorption  and 
attenuation.  Radar,  as  used  in  the  field  of  meteorology,  allows  one  to  detect  the  presence  of  objects  in  the 

atmosphere,  to  recognize  their  character,  and  to  determine  their  position  in  three-dimensional  space. 
Doppler  radar  differs  from  conventional  radar  in  that  it  is  a  very  accurate  phase  measuring  device,  allowing 
one  to  determine  the  position  of  the  targets  as  a  function  of  time;  thus,  their  velocities  can  be  determined. 

13.1  Basic  Radar  Principles 

Most  signals  can  be  represented  by  the  real  or  imaginary  part  of 

s(t)  =  A(t)  exp  j  jMt)t  +  $(t)]|,  (13:  j) 

where  the  amplitude  A,  frequency  oj,  and  phase  4>  can  be  functions  of  time  and  j  is  the  \/-T.  Some  coding 
schemes  for  information  transmission  and  reception  are  amplitude,  frequency,  or  phase  modulation.  These 

are  generated  by  varying  A  (AM),  cj  (FM),  or  <i>  (PM)  with  time.  Radar  return  signals  are  quite  complex 
since  generally  they  consist  of  combined  modulation.  To  extract  information,  therefore,  it  is  necessary  to 
demodulate  the  return  signal  by  appropriate  means. 

Radiated  signals  can  be  of  a  continuous  wave  (CW)  nature  or  pulsed.  An  additional  transmission 

form  is  the  so-called  pulsed  CW  whereby  CW  source  characteristics  are  maintained  pulse-to-pulse.  This 
chapter  is  restricted  to  a  pulsed  CW  coherent  Doppler  radar.  This  system  maintains  constant  amplitude, 
frequency,  and  phase  of  the  transmitted  signal.  Interpretation  of  amplitude  and  phase  fluctuations  of  the 

r-f  return  leads  to  the  Doppler  or  power  density  spectrum  as  a  measure  of  target  radial  speed. 

13.1.1   The  Backscattered  Signal  from  a  Point  Target 

A   point   target   (small  cross-sectional  area)  within  the  scattering  volume  defined  by  the  antenna 
beamwidth  and  pulse  duration  t,  see  (F13.1),  returns  a  signal  whose  instantaneous  voltage  is 

E(t)  =  A(t)cos|cj^t+<t)(t)  1      ,  (13:2) 
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where  cj  =  27rf  is  the  constant  carrier  frequency  and  <I>  is  the  phase  relative  to  the  carrier  phase.  If  the 
target  is  fixed,  the  phase  is  constant  and  a  function  of  the  distance  r  from  the  radar.  A  moving  target 
having  radial  velocity  Vd  returns  a  signal  whose  phase  varies  with  time  and  is  given  by 

4.(t)    =   ̂(R^  +  Vj^t) (13:3) 

where  X  is  the  incident  radiation  wavelength  and  R     is  the  initial  distance.  For  narrow  beam  radiation 

patterns,  the  radial  velocity  is  approximately  the  projection  of  the  vector  velocity  on  the  radar  beam  axis. 

Figure   13.1    Scattering  volume  at  distance  r  from  a  pulsed  radar  having  a  pulse  duration  T  and  beamwidths 
6  and  0  in  the  horizontal  and  vertical,  respectively. 

13.1.2  The  Backscattered  Signal  from  Distributed  Targets 

When   the   scattering  volume  contains  N  point   targets,   the  return  signal  is  the  superposition  of 
individual  returns.  The  instantaneous  return  voltage  is  then 

N 

E(t)  =  S     Aj,(t)cos(oj^t+<I>^(t)) 
n=l 

(13:4) 

where  A  is  the  amplitude  and  *  is  the  phase  of  the  return  signal  from  the  n  scatterer.  The  above 

expression  assumes  secondary  scattering  effects  are  negligible  compared  to  the  first  order  scattering.  In 
addition,  target  motion  must  be  statistically  independent  and  targets  must  move  freely  for  several  radar 
wavelengths  (Lhermitte,  1968c)  for  a  clear  definition  of  individual  phases.  A  more  complicated  expression 

is  needed  when  these  conditions  are  not  satisfied.  With  the  possible  exception  of  heavy  rain,  snow,  or  hail. 
the  above  expression  is  valid  for  atmospheric  scattering. 
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13.1.3  The  Radar  Equation 

A  target  having  a  cross-sectional  area  A^  located  at  a  distance  r  from  the  radar  will  intercept  an 

amount  of  power,  P. GA  /47rr^ ,  where  P^  is  the  transmitted  power  and  G  is  the  transmitting  antenna  gain 
factor.  If  the  target  reradiates  isotropically,  the  return  power  at  the  receiver  is  (Battan,  1959) 

for  a  receiving  antenna  having  effective  area  A  .  The  relationship  between  effective  area  and  gain  is  (Kraus, 
1950) 

GX^ 

4-n 

Ae  =  .—    •  (13:6) 

A  semiempirical  expression  for  antenna  gain  of  a  paraboloidal  reflector  with  aperture  A^  is  (Battan,  1959) 

SttA 

^-^      ■  (13:7) 

This  expression  is  sufficiently  accurate  for  most  weather  radars. 
Since  most  targets  do  not  scatter  isotropically,  it  is  convenient  to  introduce  the  backscattering  cross 

section  a,  defined  as  "the  area  intercepting  that  amount  of  power,  which,  if  scattered  isotropically,  would 
return  an  amount  of  power  equal  to  that  actually  received"  (Battan,  1959),  that  is, 

(Power  reflected  toward  the  receiving  \ 
aperture  per  unit  solid  angle  ) 

>y  -   
 

' 

( Incident  power  density  per  47r  steradians  ) 

Substituting  backscatter  cross  section  for  geometric  cross  section  and  replacing  the  effective  area  with 
(13:6),  the  return  power,  (13:5),  becomes 

Pr  =  ̂Tpr     .  (13:8) 

where  the  constant  Kj.=PjG^X^/647r^  depends  only  on  the  particular  radar  system  used  and  not  the 
scatterer.  For  N  targets  where  a  is  the  cross  section  of  the  n^l^  scatterer,  on  the  average,  the  return  power 
is 

K,    N 

P,  =  -/    2    a„     ,
 
 

(13:9) ^      n=l 

where  r  is  the  range  to  the  center  of  the  scattering  volume.  The  above  expression  assumes  random  phase  of 
the  individual  return  voltages.  A  slighdy  more  useful  meteorological  form  is  obtained  by  using  the  average 

radar  cross  section  per  unit  volume  and  muhiplying  by  the  volume,  V,  effectively  illuminated.  This  leads  to 

P,.'^"      .  (n:,o) 
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The  quantity  r?  =  2a  /V      is  called  the  radar  reflectivity.  The  effective  volume  for  distances  much  greater vol 
than  a  pulse  length  is  approximately 

VI 

per 

(13:11) 

where  0,  <t>  are,  respectively,  the  off-axis  horizontal  and  vertical  beam  angles  (assumed  to  be  at  most  a  few 

degrees)  and  c  (~3  x  10*  m  sec  "')  is  the  propagation  speed.  The  above  expressions  assume  constant  gain 
across  the  antenna  beam.  Approximating  the  antenna  pattern  by  a  Gaussian  beam  (Lhermitte,  1963; 
Nathanson  and  Reilly,  1968),  the  gain  is 

G(e,0)  =  G^exp (13:12) 

where  OQ,a^  are  the  standard  deviations  of  the  two-way  pattern  (assumed  to  be  at  most  a  few  degrees)  and 
Gq  is  the  on-axis  gain  factor.  Accounting  for  gain  variations  across  the  beam,  the  exact  form  of  the  radar 
equation,  (13:9),  becomes 

6477^ 

G^(g.0)a„ 

vol  r„^ 

(13:13) 

Introducing  the  radar  reflectivity  rj  =  Tj(r,  6,  0),  the  summation  can  be  expressed  as  a  volume  integral  over 
the  pulse  or  contributing  region  so  that 

p      =    ̂       r        G^(0,(/>)T?(r,g,0)dV r        6477^       vol  r" 
(13:14) 

Using  the  Gaussian  beam  approximation  over  a  volume  having  uniform  reflectivity,  integration  leads  to 

(Probert-Jones,  1962) 

1 02477^  I?n2 {^(r\'Gl i^ 
(13:15) 

where  Cn2  is  the  natural  logarithm  of  2.  Equation  (13:15)  has  been  grouped  according  to  the  constant 

(c/1 02477^  Cn2),  the  measurable  radar  parameters  (P(tX^Go^00),  and  target  parameters  (T?/r^). 

13.1.3.1    Radar  Backscattering  Cross  Section  and  the  Weather  Radar  Equation 

A  general  treatment  of  plane  wave  scattering  by  a  sphere  was  made  by  Mie  (1908)  and  later  restated 

by  Stratton  (1941),  Goldstein  (1946),  and  Kerr  (1951).  Ryde  (1946)  presented  a  theoretical  paper 
on  Mie  scattering  applied  to  radar  echoes  from  water  and  ice  particles.  From  these  theoretical 
considerations,  it  has  been  shown  (Gunn  and  East,  1954)  that  the  backscattering  cross  section  for  particle 
diameters  D  «X  is 

a  = 

TT^D* 

m^  +2 
(13:16) 

where  m  is  the  complex  index  of  refraction.  The  above  expression  is  the  Rayleigh  approximation  to  Mie 
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scattering.  The  average  radar  cross  section  a  in  a  pulse  volume  containing  N  scatterers  is  the  sum  of 
individual  cross  sections  so  that 

a=  ̂|K|^     2,    D^  (13:17) 
A  vol       " 

assuming  all  scatterers  consist  of  the  same  material  such  as  only  water  droplets.  When  there  is  a  mixture 

(e.g.,  water  and  ice),  the  dielectric  factor  |K|^  =  |(m^  -  l)/(m^  +  2)|^  should  be  left  inside  the  summation.  The 
dielectric  factor  varies  from  about  0.9  for  water  to  0.2  for  ice.  Division  of  (13:17)  by  the  scattering 
volume  gives  the  average  radar  reflectivity 

'  n^-^-'-^^  03:18) 

where  Z  =  SDj^*/V,  the  radar  reflectivity  factor,  is  the  average  sum  of  the  sixth  powers  of  particle 
diameter  per  unit  volume.  Generally,  Z  is  given  in  units  of  mm*/m^  since  drop  diameters  are  rarely  larger 
than  5  mm.  The  above  expression  can  now  be  substituted  for  17  in  (13:15).  Therefore,  in  terms  of  the  radar 

reflectivity  factor  Z,  the  weather  radar  equation  is 

1024  I2n2 

Transposing,  the  radar  reflectivity  factor  is 

2  ̂   1024  gn2 

Pr  =  TT^ITtHT.  I  ̂T^i    l^^l  (13:19) 

Vi'^>)w) (13:20) 

which  is  also  related  to  meteorological  parameters  such  as  rainfall  rate  and  drop-size  distributions. 

13.1.4  The  Backscattered  Signal  from  Coherent  Radars  for  Point  and  Distributed  Targets 

Coherence  in  a  radar  system  does  not  alter  the  form  of  the  backscattered  signal.  It  simply  increases 
the  amount  of  information  which  can  be  extracted  from  (13:2)  and  (13:4).  Incoherent  radars  can  measure 

average  power  or  backscattered  signal  amplitude.  (Also,  the  variance  associated  with  amplitude  fluctuations 
can  be  related  to  the  velocity  spectrum.  However,  this  is  difficult  to  implement  and  is  rarely  used.)  In 
addition  to  this  capability,  coherent  radars  provide  information  on  the  change  of  phase  witli  time.  The 
frequency  and  phase  of  the  transmitter  and  local  oscillator  must  be  stable  for  a  time  at  least  equal  to  the 

pulse  repetition  period.  This  is  achieved  with  a  stable  local  oscillator  (STALO)  and  phase-locking  loop  (see 
F13.2). 

The  time  rate  of  phase  change,  time  derivative  of  (13:3),  is  an  angular  frequency  ojj  =  47rVo/A.  it 
is  therefore  equivalent  to  a  Doppler  frequency  shift 

2Vr 

fd  =  -T^     
•
 
 

(13:21) 

Approaching  targets,  negative  velocity  in  standard  kinematic  coordinates,  have  increasing  phase  with  time 
which  corresponds  to  a  positive  Doppler  frequency  shift.  Equation  (13:21)  is  an  approximation  valid  for 

the  motion  of  atmospheric  (non-relativistic)  particles. 
In  a  pulsed  Doppler  radar  system,  the  time  functions  (13:2)  for  point  or  (13:4)  for  distributed 

targets  are  available   only   at   discrete  time  intervals  corresponding  to  the  radar  pulse  repetition  period. 
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Figure  13.2    Block  diagram  of  a  typical  coherent  Doppler  radar  system  having  bipolar  video  outputs. 

Therefore,  if  the  radial  velocity  of  the  scatterers  is  such  that  the  phase  changes  by  more  than  tt  (Doppler 

frequency  shift  greater  than  one  half  the  pulse  repetition  rate),  an  ambiguity  in  velocity  exists.  This  is 
equivalent  to  aliasing  at  the  folding  or  Nyquist  frequency  (Blackman  and  Tukey,  1958)  given  by 

f     -     1 

(13:22) 

where  T  is  the  pulse  repetition  period.  If  positive  and  negative  Doppler  frequency  shifts  can  be  resolved, 

the  unambiguous  frequency  range  is  doubled.  This  is  accomplished  by  a  scheme  similar  to  the  phase-shift 
method  of  single-sideband  signal  reception  (Norgaard,  1956).  Two  balanced  mixers  are  used,  each  having 
the  Doppler  return  signal  as  one  of  the  inputs.  The  other  input  for  one  mixer  is  a  reference  signal  at  the 
intermediate  frequency  (IF);  whereas,  the  second  mixer  has  the  reference  signal  phase  shifted  by  7r/2 

radians  as  an  input.  This  is  generally  a  four-port  device  (F13.2)  having  two  inputs,  IF  plus  Doppler 
frequency  and  IF,  and  two  outputs,  in-phase  and  quadrature  signals  at  the  Doppler  frequency.  The  phase 
demodulator  outputs  are 

I(t)  =  E'(t)  cos  27rfjjt 

Q(t)  =  E'(t)  sin  liti^t     , 

(13:23) 
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where  I  and  Q  are  respectively  the  in-phase  and  quadrature  signal  amplitudes.  The  quantity  E'(t)  is  the 
return  signal  E(t)  from  (13:2)  or  (13:4)  after  r-f  mixing  which  removes  the  carrier  frequency  f  (see 
F13.2).    This    method    of   phase    demodulation    gives    an    unambiguous    Doppler    frequency    range    of 

-_L  <  f  <  _L 
2x  ~"  d"-  2T  ■ 

13.1.5  The  Doppler  Spectrum 

Equation  (13:23)  is  equivalent  to  the  signal  representation 

a(t)  =  E'(t)eJ2''^dt      .  (13:24) 

The  above  expression,  for  constant  amplitude  E',  has  a  Fourier  transform  consisting  of  a  single  impulse  of 
strength  27rE'  at  f  =  fj.  This  is  the  case  for  a  single  point  target  having  constant  backscattering  cross  section 
and  moving  toward  the  radar  at  velocity  Vj^  =  f^X/l.  The  signals  from  most  distributed  targets,  especially 
meteorological  scatterers,  exhibit  ampHtude  variations  and  contain  multiple  velocity  components  rather 
than  a  single  velocity.  The  power  density  spectrum  of  a(t),  where  now  many  frequencies  are  present,  is 
called  the  Doppler  spectrum. 

13.1.5.1    Meaning 

The  Doppler  or  power  density  spectrum  is  the  return  power  as  a  function  of  Doppler  shift.  Since 
Doppler  frequency  and  radial  velocity  are  linearly  related  (13:21),  the  velocity  spectrum  can  be  written  as 

S(VR)dVR  =  P(Odf  (13:25) 

where  the  power  density  spectrum  P(f)  is 

P(f)  =  IA(Ol'       .  (13:26) 

The  spectral  density  function  A(0  is  the  Fourier  transform  of  the  return  signal  a(t)  and  is  given  by 

A(0   =/!la(t)e-J2^fMt  .  (13:27) 

for  continuous  signals.  The  velocity  spectrum  S(Vn)  is  the  Doppler  velocity  distribution  weighted  by  the 
backscattered  power.  Explicitly,  the  power  spectrum  of  a(t)  is  related  to  the  velocities  of  scatterers  by 
(Smith,  1970) 

S(Vr)  =  k/?oP'   VJ{py^)dp  (13:28) 

where  W(p,Vd)  is  the  joint  probability  of  amplitude  p  and  radial  velocity  Vj^  of  the  target.  This  is  to  say 

that  W(p,Vj^)dpdVj^  is  the  probability  that  a  scatterer  picked  at  random  has  a  velocity  between  Vj^  and 

Vj^  +  dVj^  while  returning  a  signal  amplitude  between  p  and  p  +  dp.  The  factor  k  in  (13:28)  is  a 
normalization  factor  such  that  the  average  return  power  P   given  by 
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Pr  =  -^l>S(VR)dVR  (13:29) 

is  the  same  as  that  obtained  by  using  the  weather  radar  equation  (13:19).  Meteorological  interpretations  of 

Doppler  velocity  spectra  are  based  on  (13:28)  and  (13:29). 

13.1.5.2    Measurement 

As  previously  stated  (13.1.4),  the  voUages  (13:23)  at  the  output  of  the  phase  demodulator  are 

available  only  at  discrete  times  corresponding  to  the  pulse  repetition  period.  These  outputs  are  sampled  at 

some  fixed  range  and  stored  as  a  discrete  time  series.  For  N  time  series  samples,  the  discrete  Fourier 
transform  is 

xj    ,  ■27rkn 
A(k)  =      2    a(n)e     ̂    N      ̂    .(N.^^^^^    ,  (13:30) 
n=0  2  2 

where  the  voltage  a(n)  =  I(n)  +  jQ(n)  is  the  complex  sum  of  the  phase  demodulator  output  voltages 
for  the  nth  sample  taken  at  time  t     The  power  associated  with  the  kth  frequency  interval  is 

P(k)  =  |A(k)|^  (13:31) 

and  the  frequency  intervals  are  centered  at  discrete  frequencies 

fu  =  —  (13:32) 
k       NT 

where  T,  the  radar  pulse  repetition  period,  is  the  time  between  time  series  samples.  Equivalent  discrete 

velocity  points  can  be  obtained  by  using  the  frequency-velocity  relationship  (13:21).  The  minimum  velocity 
resolution  obtainable  is 

2NT AVr  =  ̂     .  (13:33) 

and  the  maximum  unambiguous  velocity  is 

V         =  +  A  (13:34) 
max         47 

The  above  restrictions  need  to  be  considered  in  the  design  of  any  pulsed  Doppler  radar  system.  There  is 
also  a  hmitation  on  maximum  unambiguous  range  given  by 

r  =  ?I  (13:35) 
max        2      ' 

and  minimum  range  resolution 
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CT 

"min        2 
13-9 

(13:36) 

These  restrictions  and  limitations  necessitate  compromise  since  (13:34)  dictates  decreasing  the  pulse 

repetition  period  T  to  increase  the  maximum  unambiguous  velocity  while  (13:35)  dictates  increasing!  to 
achieve  greater  unambiguous  ranges.  Once  a  pulse  repetition  period  is  established,  velocity  resolution 
(13:33)  is  a  somewhat  less  stringent  restriction.  Required  resolution  is  easily  achieved  by  varying  the 
number  of  time  series  samples. 

1 3.2      Doppler  Radar  Applications 

Doppler  radar  is  a  powerful  research  tool  for  remotely  probing  atmospheric  motion  on  scales  from 
the  microscale  (cm  wavelength)  to  the  mesoscale  (100  km  wavelength).  Thus,  it  has  been  used  for  studies 
in  1)  Micrometeorology  —  to  learn  about  the  turbulence  structure  of  the  atmospheric  boundary  layer, 
2)  Cloud  Physics  —  to  study  the  trajectories  and  growth  of  precipitation  particles  in  a  storm,  3)  Cloud 
Dynamics  —  to  map  the  circulation  inside  a  convective  storm  or  a  hurricane,  4)  Synoptic  Scale  Meteorology 

—  to  determine  patterns  of  the  wind  field,  deformation,  and  divergence  in  a  large  scale  storm,  5)Air 
Pollution  Meteorology  —  to  derive  relationships  between  the  detailed  structure  of  the  particle  motion  and 
the  spread  of  contaminants.  The  following  subsections  present  briefly  the  techniques  used  and  a  few  results 
of  investigations  in  some  of  these  areas. 

13.2.1  The  Radial  Velocity  Components  in  a  Meteorological  Coordinate  System 

Meteorologists  commonly  use  a  right-handed  coordinate  system  with  the  origin  located  on  the 

earth's  surface  and  the  x  axis  positive  toward  the  east,  the  y  axis  positive  toward  the  north,  and  the  z  axis 
positive  upward.  For  a  radar  located  at  the  origin,  the  coordinate  transformation  equations  are 

X  =  R  cos  0  sin  /3 

y  =  R  cos  0  cos  (3 

z  =  R  sin  0 

(13:37) 

where  R  is  the  range,  and  d,fi  are  respectively  the  elevation  and  azimuth  angles.  The  geometry  of  these 
systems  is  shown  in  (F13.3). 

Figure  13.3    Radar  coordinate  system. 
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The  Doppler  radial  velocity,  Vj^,  is  the  projection  on  the  beam  axis  of  the  target  vector  velocity 
and  is  given  by 

Vn  =  u  cos  9  sin /3  +  V  cos  0  cos/3  +  Vrsin  9  .  (13:38) 

The  variables  u,  v,  and  V^-  are  the  orthogonal  components  of  target  motion  along  the  x,  y,  and  z  axes, 
respectively.  For  some  investigations  it  is  more  convenient  to  express  (13:38)  in  an  alternate  form 

Vj^R  =  ux  +  vy  +  VfZ     ,  (13:39) 

where  the  range  R  =  \/x^  +  y^  +  z^. 
The  vertical  component  of  target  motion,  V^,  is  the  sum  of  the  vertical  air  motion,  w,  and  the 

target  terminal  fall  velocity,  V^,  and  is  given  by 

Vf  =  w  +  Vj    .  (13:40) 

The  inseparabiHty  of  the  w  and  V^  contributions,  which  are  often  comparable,  has  been  one  of  the  most 
difficult  obstacles  in  interpretation  of  Doppler  data.  Some  of  the  various  methods  that  can  be  used  to 
surmount  this  difficulty  will  be  discussed  later. 

It  is  assumed,  for  most  studies,  that  the  targets  are  carried  horizontally  with  the  wind.  Thus,  u  and 
V  are  equal  to  the  horizontal  components  of  the  wind  speed.  However,  it  has  been  shown  by  Stackpole 
(1961)  and  Wilson  (1970b)  that  some  targets  such  as  larger  raindrops  or  hailstones  respond  sluggishly  to 
wind  accelerations  and  caution  must  be  used  in  interpreting  Doppler  spectra  in  turbulent  wind  fields  or  in 
regions  of  sharp  velocity  gradients. 

13.2.2  Cloud  Physics  Applications 

One  simple  experiment  that  can  be  performed  with  Doppler  radar  utilizes  a  fixed,  vertically  pointing 

beam.  Here,  the  horizontal  component  contribution  of  (13".38)  is  zero  and  the  radial  velocity  is  given  by 
(13:40).  The  radial  velocity  (13:38)  has  been  written  as  a  function  of  l3,  the  azimuth  angle  of  the  beam 

axis.  Since  the  beam  has  finite  width,  radial  velocities  for  those  particles  at  off-axis  locations  should  strictly 
be  written  in  terms  of  /3  ±  A/3.  This  effect  can  be  interpreted  as  an  additional  increase  in  the  spectral 

width.  However,  for  narrow  beams  (~1°),  this  effect  can  be  neglected  provided  the  horizontal  wind  is  less 
than  25  msec"'  . 

Thus,  with  suitable  range  gating,  the  vertical  beam  method  allows  the  study  of  spectra  of 

precipitation  fall  velocities  as  a  function  of  height  and  time.  The  character  of  these  spectra  and  their  spatial 
and  temporal  behavior  can  provide  insight  into  the  precipitation  growth  and  evaporation  mechanisms  in 
some  situations. 

For  example,  if  the  contribution  due  to  vertical  air  motion  in  (13:40)  can  be  neglected,  and  the 

precipitation  consists  entirely  of  water  drops,  the  size  distribution  of  the  raindrops  can  be  evaluated.  The 

technique  involves  rewriting  the  joint  probability  W(p,Vj^)  in  (13:28)  as  an  amplitude  distribution  times  a 
conditional  distribution  of  radial  velocity,  given  p.  The  amplitude  is  related  to  the  backscattering  cross 

section  and  hence  particle  diameter  D,  (13:16).  Introducing  the  drop-size  distribution  N(D),  where  N(D)dD 
is  the  number  of  particles  per  unit  volume  of  air  having  diameters  from  D  to  D  +  dD,  and  performing  the 
integration  indicated  by  (13:28)  leads  to  (Smith,  1970) 

Pr       *  dD 
S(-V,)  =  ̂    D*N(D)  — .  (13:41) 
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This  is  an  expression  of  the  Doppler  spectrum  as  a  function  of  drop  diameter.  The  ratio  PJZ  is  obtained 
from  (13:19).  Generally,  the  relationship  between  terminal  velocity  and  drop  diameter  must  be  derived 
from  other  experimental  data  (e.g.,  Best,  1950  or  Gunn  and  Kinzer,  1949).  When  vertical  air  motion  is 

present,  the  left-hand  side  of  (13:41)  must  be  generalized  to  S(w-Vj). 
It  must  be  emphasized  that  the  technique  is  only  valid  when  the  vertical  air  motion  contribution 

either  is  small  and  can  be  neglected  or  is  known.  For  stratiform  rain  where  the  vertical  air  motion  is  almost 

zero,  several  excellent  examples  of  drop-size  distributions  have  been  obtained  (Probert-Jones,  1960;  Rogers 
and  Pilie,  1962;  Caton,  1963;  Rogers,  1966a).  In  convective  precipitation  the  technique  is  more 
questionable  since  the  vertical  air  motion  contribution  is  unknown.  However,  through  careful  analysis  of 
the  Doppler  information,  meaningful  results  can  sometimes  be  obtained  (Sekhon  and  Srivastava,  1970). 

Some  examples  which  show  the  typical  character  of  fall  velocity  spectra  and  drop-size  distributions 
obtained  by  the  vertical  beam  method  are  shown  in  (F13.4,  13.5,  13.6).  Figure  (13.4)  shows  a  Doppler 
spectrum  of  falling  snow.  The  spectrum  is  quite  narrow  and  appears  to  be  nearly  Gaussian  in  shape.  The 

mean  (0.6  msec"')  of  the  spectrum  is  in  agreement  with  the  expected  terminal  velocity  of  snowflakes.  The 
spectral  width  is  the  sum  of  the  intrinsic  terminal  fall  velocity  variance  and  the  vertical  air  motion  variance. 

The  spectra  in  (F13.5)  were  obtained  just  below  the  0°C  level  in  the  so-called  radar  bright  band.  Since  the 
freezing  level  is  a  transitional  region,  both  ice  and  water  particles  may  be  present  in  the  scattering  volume. 
Because  these  particles  do  not  have  the  same  fall  velocities,  the  spectra  become  wider.  In  fact,  the  spectra 
often  exhibit  a  distinct  bimodal  character. 

Finally,  (F13.6)  shows  drop-size  distributions  calculated  from  Doppler  spectra  taken  in  Hawaiian 
rain  (Rogers,  1966a,b).  Note  that  these  distributions  appear  to  depart  significantly  from  the  often  assumed 
exponential  distribution.  The  concentration  of  drops  smaller  than  300  microns  in  diameter  may  be 
questionable  since  the  power  returned  from  the  smaller  drops  may  be  equal  to  or  less  than  the  noise  power 
or  minimum  detectable  signal.  Note  also,  that  the  distributions  broaden  with  decreasing  altitude.  This 

broadening  suggests  that  a  coalescence  mechanism  may  be  depleting  the  concentration  of  small  drops  and 
increasing  the  number  of  large  drops. 

VELOCITY    m/sec 

-I 

Figure   13.4    Doppler  spectrum  obtained  in  snow  with  a  vertically  pointing  Doppler  radar  beam.  Note  the 
excellent  velocity  resolution  of  the  system   (after  I.hermitte,  I968h). 
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Figure  13.5  Velocity  spectra  at  three  altitudes  within  the  melting  layer,  February  3,  1970.  Curve  A  is 

100,  Curve  B,  250,  and  Curve  C,  400  meters  below  the  height  of  the  0°C  isotherm,  as  measured  by 
radiosonde.  Spectra  were  averaged  over  a  5-minute  interval   (after  Dyer,  1970). 
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Figure  13.6    Drop-size  distribution  as  a  function  of  altitude    (after  Rogers,  1966a). 
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13.2.3  The  Kinematic  Structure  of  Large  Scale  Storm  Systems 

13-13 

In  this  section,  a  large  scale  storm  system  is  defined  as  a  storm  in  which  precipitation  is  falling 
continuously  over  a  large  area.  The  storm  may  be  producing  rain  or  snow  or  a  combination  of  the  two 
with  associated  freezing  level  and  radar  bright  band.  The  most  common  example  is  the  cyclonic 

disturbances  in  the  westerlies  that  move  through  mid-latitudes  during  the  winter  months. 
Lhermitte  and  Atlas  (1961)  recognized  that,  if  there  were  detectable  targets  at  all  azimuths  being 

carried  horizontally  in  a  uniform  wind  field  and  moving  with  a  constant  vertical  velocity,  then  (13:38) 
would  be  a  sine  wave.  A  fixed  elevation  angle  and  range  scan  then  shows  the  radial  velocity  as  a  function 

of  azimuth.  This  type  of  scan  is  the  velocity-azimuth  display  (VAD).  The  geometry  of  the  VAD  technique 
and  some  examples  of  displays  taken  at  two  different  heights,  hi  and  h2,  are  shown  in  (F13.7). 

V^  =    V^  cos  9  cos(/3-^q)    +    V^  sin   6 

Figure  13.7      Velocity  azimuth  display  with  examples  of  results  (after  Lhermitte,  1968c j. 

The  mean  wind  direction  and  speed  are  inferred  from  the  VAD  more  easily  by  rewriting  (13:38)  as 

^R  =  Vj^  cos  (/3^o)-fVf  sine 
(13:42) 

For  a  constant  elevation  scan,  the  horizontal  wind,  Vii,  determines  the  amplitude  of  the  sine  wave.  The 
wind  direction,  j3  is  a  phase  shift  of  the  wave  and  Vr  sin  0  is  a  DC  component  due  to  the  vertical  motion. 

Returning  to  (F13.7),  the  horizontal  line  in  each  of  the  VAD  displays  corresponds  to  zero  radial 
velocity.  A  uniform  wind  is  shown  in  the  h2  trace;  whereas,  an  irregular  wind  is  shown  in  the  hi  trace. 
Such  irregularities  are  caused  by  random  as  well  as  organized  eddies  or  wind  field  perturbations  on  a  scale 
larger  than  the  pulse  volume.  These  irregularities  can  also  be  a  result  of  horizontal  gradients  of  the  mean 

precipitation  fall  velocity.  The  width  of  the  VAD  trace  is  caused  by  the  distribution  of  target  motion 
within  a  pulse  volume.  The  contribution  of  the  vertical  component  in  (13:42)  contains  information  on  the 
divergence  of  the  mean  flow  as  we  shall  see  in  the  next  section. 

13.2.3.1     The  Mean  Wind  Field 

Profiles  of  the  mean  wind  speed  and  direction  as  a  function  of  height  through  the  storm  can  be 

determined  by  least-squares  analysis  of  the  VAD  at  each  range  gate.  There  is,  however,  an  ambiguity  in  the 
prediction  of  vertical  motion  when  there  are  convergent  or  divergent  wind  fields  over  the  scanning  circle. 
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This  ambiguity  was  first  recognized  by  Caton  (1963)  who  pointed  out  that  a  convergent  wind  field 

produces  a  net  radial  velocity  toward  the  radar  that  is  additive  to  the  contribution  from  the  mean  target 

fall  speed.  This  is  easily  seen  by  integrating  (13:38)  over  a  complete  azimuth  revolution  such  that 

27r  27r  27r 

/  VR(j3)d/3  =  cosd  f  (u  sin  ̂   +  V  cos  (3)  d(3  +  sin  ̂   /  Vfd/3     .  (1 3:43) 0  0  o 

The  first  term  on  the  right-hand  -side  of  (13:43)  will  be  zero  only  if  there  is  no  horizontal  wind 
convergence.  Otherwise,  this  term  will  be  a  measure  of  the  divergence  which  is  then  additive  to  the  mean 

fall  velocity.  As  can  be  seen,  scanning  at  zero  elevation  angle  results  in  a  horizontal  divergence 

measurement  since  the  last  term  on  the  right-hand  side  of  (13:43)  would  then  be  zero. 
A  straightforward  and  thorough  method  of  analysis  of  the  VAD  record  is  outlined  by  Browning  and 

Wexler  (1966).  This  method  is  summarized  in  the  following  paragraphs.  The  technique  assumes  that  the 

radial  velocity  Vj^(j3)  can  be  expressed  as  a  mean,  V|^(j3)  plus  a  fluctuating  component,  V'j^(/3).  Similarly,  u 

=  u  +  u',  V=  V  ̂-  v',  and  Vr  =  V^  +  V'f.  Substituting  these  expressions  into  (13:38)  and  averaging  results  in 

Vr(/3)  =  u  cos  0  sin  |3 -I- V  cos  0  cos  j3 -I- Vf  sin  0    ,  (13:44) 

where  the  averages  of  the  fluctuating  components  have  been  assumed  to  be  zero. 

Browning  and  Wexler  then  recognized  that  there  may  be  gradients  of  the  mean  wind  across  the 

circle  and  expanded  the  horizontal  components  in  a  truncated  Taylor  series 

-  -    .    9u      ,    9u 

(13:45) 
—  _   -    .    3v        .    9v 

where  the  zero  subscript  refers  to  velocities  at  the  center  of  the  scanned  circle.  Expression  (13:45)  assumes 

that  horizontal  gradients  of  Vj-  and  that  higher  order  terms  in  the  Taylor  series  expansion  can  be  neglected. 
Obviously,  if  the  precipitation  is  showery  in  nature  or  if  there  are  considerable  irregularities  in  the  wind 
field  due  to  medium  scale  turbulence,  a  noise  level  is  introduced  that  will  lead  to  uncertainties  in  the 
results. 

Substituting  (13:45)  and  (13:37)  into  (13:44)  results  in 

Y^(0)  =  R  gQs'  ̂    (^  +  ̂)  -h  Vf  sine  +  u^cosfl  sin^ 

+  v^  COS  0  cos  |3  +  —    (--  +  --)  sm  2p o  2  oy       ox 

^  Rcos^      (^-^)cos2/3    . 

2  ^ay        dx^ 

(13:46) 

The    terms   in   (13:46)   can    be   evaluated    through    Fourier   series   least-squares   analysis   of   the    Vj^(^) 
measurements.  This  analysis  leads  to 

Vr  03)  =  Ao  +     2    (Ak  cos  1^3  +  8^  sin  k/J)  ^^  ̂''^^^ 
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where 

1     2
^ 

Ao  =  ;f   /  Vr(/3
)  

d^ 

2ir 
Ak    =  -    /  Vr(^)  cos  kj3  d^ 

(13:48) 

27r %    =  -    /  Vr(/3)  sin  ki3  d^ 

The  Fourier  coefficients  are  then  related  to  the  following  kinematic  properties  of  the  wind  field: 

2 
HORIZONTAL  DIVERGENCE: 

MEAN  WIND  COMPONENTS: 

STRETCHING  DEFORMATION: 

SHEARING  DEFORMATION: 

du  ̂   3v 

9x       3y  R  cos'' 
(A^-VfSin^) 

Vq  =  A,  /cos  d 

Uq  =  Bi/cos  d 

^  3u  _  3v  X  ̂   -      2A2 
9x       3y  R  cos^  6 

^3u  ̂   9_v>.  _       2B2 
3y       3x         R  cos 

(13:49) 

(13:50) 

(13:51) 

(13:52) 

Browning  and  Wexler  also  considered  error  sources  that  might  contaminate  their  results.  They 
concluded,  for  widespread  precipitation,  that  reasonable  estimates  of  divergence  and  deformation  can  be 
made  within  20  km  of  the  radar  at  low  elevation  angles.  The  upper  Umit  on  the  elevation  angles  where  the 

target  fall  velocity  can  still  be  neglected  was  determined  to  be  9°  in  snow  and  7    in  rain. 

"T   1   1   r 
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Figure   13.8    Time-height  pattern  of  divergence  in  units  of  10'^  sec'*.  Surface  rainfall  rate  is  shown  along the  abscissa  (after  Browning  and  Wexler,  1966). 
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An  example  of  the  divergence  pattern  as  a  function  of  time  and  height  is  shown  in  (F13.8)  which  is 

taken  from  Browning  and  Wexler's  paper.  The  melting  layer  was  located  at  1800  meters;  thus,  most  of  the 
data  was  taken  in  snow  conditions  and  at  the  restricted  elevation  angles  and  ranges  stated  above.  The 
pattern  reveals  that  even  in  steady  precipitation  conditions  the  divergence  changes  quite  rapidly.  Notice 
near  the  end  of  the  record  (after  1 400  EST)  that  the  surface  rainfall  rate  decreases  as  the  convergence  aloft 
changes  to  divergence. 

Vertical  air  motion  can  be  obtained  by  applying  the  continuity  equation.  For  an  incompressible, 
steady  state  fluid  the  equation  of  continuity  is 

|^+  ̂1+  a^  =  0     •  (13:53) 3x       8y       3z 

Integration  of  (13:53)  through  a  depth  of  the  atmosphere  from  z,  to  Zj  gives 

w(z2)  =  w(z,)  -  /   (|H  +  1^)  dz  (13:54) 

Zi      3x       dy 

as  an  estimate  of  the  mean  vertical  motion  through  the  layer.  Since  the  atmosphere  does  not  favor 
compression  and  is  generally  locally  steady,  this  method  gives  estimates  of  mean  vertical  motion  that  are 

usually  within  10%  of  the  true  values.  If  Zj  is  at  the  ground,  w(zi)  =  0  and  the  vertical  velocity  profile  can 
be  obtained  by  integration  of  (13:53)  through  successive  layers  of  the  storm.  Measurements  at  low 
elevation  angles  are  sometimes  contaminated  by  ground  clutter  which  contributes  to  a  spectrum  at  zero 
velocity.  This  spectrum  biases  the  w(0)  estimates  toward  zero  velocity,  thereby  introducing  uncertainties  in 
absolute  values  of  w  at  higher  altitudes. 

13.2.3.2  The  Turbulence  Field 

Numerous  attempts  have  been  made  to  infer  turbulent  wind  field  properties  from  the  Doppler 

spectral  variance.  For  example,  the  variance  can  be  related  to  small  scale  turbulent  processes  that  occur  at 
wavelengths  smaller  than  the  characteristic  dimensions  of  the  pulse  volume.  The  variance,  ah,  of  the 

Doppler  spectrum  is 

^V 

■  +  al  +  al     ,  (13:55) 

where  the  individual  terms  are  the  wind  shear,  a%,  the  fall  speed,  ap,  the  finite  beamwidth,  Og,  and  the 
turbulent  kinetic  energy,  Oj,  variances. 

The  quantity  of  interest  is  the  variance,  Oj,  due  to  the  turbulent  kinetic  energy  of  the  air.  To 
measure  Oj,  it  is  necessary  to  separate  the  various  contributions  to  (13:55).  More  often  than  not.  this  is  a 
formidable  problem. 

Despite  this  difficulty,  turbulent  kinetic  energy  estimates  have  been  made  under  restricted 

conditions.  For  example,  Rogers  and  Tripp  (1964)  were  able  to  measure  the  contribution  to  turbulent 
kinetic  energy  from  vertical  motion.  A  vertically  pointing  radar  beam  was  used  in  snow  conditions.  This 
effectively  eliminates  wind  shear  variance  unless  strong  convection  is  present.  The  fall  speed  spectrum  of 

snow  is  narrow  so  that  the  variance,  ffp  can  be  estimated.  The  ap  contribution  is  minimal  for  narrow 
beams  or  light  wind  conditions. 

Mel'Nichuk  et  al.  (1968)  have  shown  that  if  the  turbulence  is  obeying  the  inertial  subrange  laws,  Op 
and    Og    could    be    effectively    eliminated    by    observing    Oy    at    different    pulse    lengths.    From   their 
measurements  they  were  able  to  estimate  the  dissipation  rate  of  turbulence. 

Lhermitte  (1968b)  recognized  that  for  scales  larger  than  the  pulse  volume,  the  turbulent  energy 
could  be  estimated  from  the  variability  of  the  mean  radial  velocity.  By  considering  only  the  variability  of 
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the  mean  radial  velocity,  the  difficulties  of  separating  variances  in  (13:55)  are  largely  eliminated.  Lhermitte 
derived  from  (13:38)  an  expression  for  the  variance  of  the  radial  velocity  as  a  function  of  the  beam  ang:ular 

position 

Or(|3)  =  a^  cos^  e  sin^  |3  +  a^  cos^  6  cos^  (3  +  a^  sin^  6 

+  cov  (uv)  cos^  d  sin  2|3  +  cov  (uw)  sin  20  sin  /3  (13:56) 
+  cov  (vw)  sin  26  cos  |3 

where  the  variance  of  the  terminal  fall  velocity  has  been  neglected.  The  interesting  feature  of  (13:56)  is 

that  the  right-hand  side  contains  both  variances  and  covariances  of  the  velocity  components.  The 

covariances  are  related  to  the  Reynolds  stresses  or  momentum  fluxes.  By  observing  a^  in  the  upwind  and 
downwind  directions,  Lhermitte  was  able  to  derive  the  energy  spectra  of  the  longitudinal  wind  and  the 
covariance  between  the  longitudinal  wind  and  the  vertical  wind. 

Wilson  (1970a)  extended  these  ideas  to  derive  information  on  the  turbulent  energy  and  momentum 
fluxes.  The  scheme  involves  a  subtraction  of  (13:44)  from  (13:38)  to  get  an  expression  for  the  fluctuating 
velocities.  Assuming  horizontal  homogeniety  and  time  stationarity  of  the  turbulence  field,  the  expression 

for  the  fluctuating  component  can  be  squared  and  averaged  to  give 

'2    .     '2\   cos^ V^  R  (/5)  =   [Vr(/5)  -  Vj^(/3)  ]  ̂   =  (u'^  +  v'^ ) 
2 

+  (v'2-7^)^    cos2/3+i?^\os^9sin2^  ^^^^^^^ 

+  u'w'  sin  29  sin  (i  +  v'w'  sin  26  cos  jS    . 

Expression  (13:57)  is  analogous  to  (13:56)  except  the  variances  and  covariances  are  replaced  by  estimates. 
Expression  (13:57)  is  then  evaluated  by  Fourier  analysis  of  V^(|3)  in  a  manner  similar  to  the  technique 
used  for  the  mean  wind  field.  Here,  the  Fourier  coefficients  of  (13:48)  are  related  to  properties  of  the 
mean  turbulence  field  and  are  given  by 

Aq  =  ('^^^^^)  cos^e  +  V^sin^e  (13:58) 
'2  '2 

A2   =  (^     ~"      )  cos^  e  (13:59) 

Bo   =  u  v 

'„'  „..„2 

COS    U  (13:60) 

B,   =  uVsin  26  (13:61) 

A,   =  v'w' sin  20  (13:62) 

Expression  (13:58)  can  be  identified  as  an  estimate  of  the  horizontal  turbulent  kinetic  energy  if  the 
elevation  angle  is  low.  At  higher  angles,  the  vertical  turbulent  kinetic  energy  makes  an  increasingly 
important  contribution  to  the  estimate.  Expression  (13:59)  is  an  estimate  of  the  relative  importance  of  the 
horizontal  turbulent  energy  or  is  a  measure  of  the  horizontal  isotropy  of  the  turbulence  field. 

An  important  result  of  the  analysis  is  that  the  individual  momentum  fluxes  ilV,  iTw',  and  v'w'  can 
be  estimated.  These  fiuxes  are  related  to  the  mechanical  production  rate  of  turbulent  kinetic  energy,  P,  by 

P   =   -  u'V  ̂   -v'V  ̂   (13:63) 
oz  9z 
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where  the  terms  involving  the  horizontal  shears  have  been  neglected  by  homogeniety  assumptions  (Lumley 
and  Panofsky,  1964).  The  vertical  gradients  of  the  mean  wind  components  are  obtained  from  the  wind 
profiles  calculated  using  the  scheme  described  in  (13.2.3.1). 

Results  of  an  analysis  of  both  the  mean  wind  field  and  the  turbulence  field  (Wilson,  1970a)  are 

-16     -15     -14     -13     -12     -II     -10 
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l(u'2  +  v'^  -t-  2tan%w'^)m^sec"^ 
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Figure  13.9    Mean  wind  field  and  turbulence  field  as  determined  from  VAD  Doppler  information  in  snow  . 
a)  Temperature  sounding,    b)  Mean    wind  profiles,    c)  Turbulent   kinetic  energy   profiles,    d)  Mechanical 
production  rate    (after  Wilson,  1970a). 
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shown  in  (F13.9).  The  data  were  taken  in  the  vicinity  of  Boulder,  Colorado,  during  steady  light  snow. 
Details  of  the  interpretation  of  the  data  in  terms  of  the  boundary  layer  structure  are  given  in  the  original 
paper.  The  important  points  to  be  made  here  are  concerned  with  the  technique. 

1)  A  single  VAD  scan  allows  calculation  of  the  mean  wind  profiles  with  excellent  velocity 

resolution  —  better  than  0.25  msec"' .  This  resolution  is  evidenced  by  the  differences  in  the  profiles 
obtained  at  successive  VAD  scans  taken  two  minutes  apart  at  three  different  elevation  angles  (F13.9b).  For 
better  resolution,  data  from  a  series  of  scans  should  be  analyzed. 

2)  The  profiles  of  turbulent  energy  and  the  mechanical  production  rate  show  some  variability,  but 
general  features  of  the  structure  can  still  be  inferred  (F13.9  c,  d). 

3)  Simultaneous  measurements  of  the  detailed  temperature  profiles  (F13.9a)  are  highly  desirable  for 
comparison  with  the  wind  structure  and  for  calculation  of  Richardson  numbers. 

13.2.4  The  Circulation  Inside  a  Convective  Storm 

One  research  area  which  uses  meteorological  Doppler  radar  is  the  study  of  three-dimensional 
velocity  fields  inside  convective  storms  —  the  most  common  example  of  which  is  the  thunderstorm.  Despite 
other  observational  techniques  such  as  aircraft  and  conventional  weather  radar  as  well  as  theoretical  and 
numerical  modeling,  only  general  features  of  storm  circulation  are  known.  A  review  of  these  features  will 
help  determine  the  appHcability  of  Doppler  radar  probing  of  thunderstorms. 

Listed  below  are  some  of  these  general  features  (taken,  in  part,  from  Newton,  1967). 

1.  Several  types  of  thunderstorms  exist  which  range  from  short  lived  (20-30  minutes),  single 
convective  cells  (air  mass  thunderstorms)  to  multiple  cell  complexes.  Additionally,  it  is  now  recognized  that 

the  squall  line  associated  severe  storm  is  a  much  longer  Hved  phenomena  —  five  hours  or  more.  These  squall 
Une  storms  can  be  likened  to  a  giant  heat  engine  moving  great  horizontal  distances  while  being  continually 
fed  by  moist  unstable  air. 

2.  The  lifetime  of  individual  cells  is  characterized  by  three  stages  —  a  cumulus  cloud  stage  primarily 
composed  of  updrafts,  a  mature  stage  with  both  updraft  and  downdraft  regions,  and  a  dissipating  stage 
with  generally  weak  downdrafts  throughout  the  cloud. 

3.  Circulation  patterns  of  well  developed  thunderstorms  are  usually  more  complicated  than  a  simple 

up-downdraft  model.  Regions  of  sloping  motion  rather  than  strictly  vertical  motion  are  likely  to  exist  in 
some  storms.  Additionally,  high  values  of  vorticity  and  strong  velocity  gradients  exist  as  evidenced  by  in 

situ  aircraft  observations.  Vertical  velocities  can  also  be  as  high  as  30  msec"' . 
4.  There  is  a  strong  interaction  between  the  circulation  of  the  storm  and  that  of  the  storm 

environment  at  all  altitudes.  Each  is  continually  modifying  the  other  through  inflow,  outflow,  and 
entrainment. 

Doppler  radar  is  suitable  for  remote  sensing  of  those  areas  of  a  storm  having  naturally  occurring 
targets  such  as  raindrops.  However,  probing  of  the  storm  environment  is  not  possible  since  naturally 
occuning  targets  are  not  present.  This  restriction  can  be  partially  overcome  by  dispensing  artificial  targets 

such  as  chaff  (one-half  wavelength  dipoles)  in  the  storm  environment.  Certainly  the  motion  inside  the 
storm  can  be  measured  with  several  radars  probing  the  same  area  at  the  same  time. 

Clearly,  an  instantaneous  "picture"  of  the  entire  storm  and  its  environment  is  necessary  to 
completely  resolve  the  entire  motion  field.  However,  a  great  deal  of  knowledge  can  still  be  gained  under 
some  restricted  scanning  techniques  such  as  those  described  in  the  next  two  subsections. 

13.2.4.1    The  Vertical  Beam  Method 

Early  attempts  to  measure  the  velocity  field  inside  a  thunderstorm  used  the  vertically  pointing  radar 
beam  (e.g.,  see  Battan,  1964).  The  technique  assumes  that  a  thunderstorm  in  a  significant  stage  of 
development  passes  directly  over  the  radar.  Through  use  of  a  suitable  range  gating  system,  measurements  of 

the  vertical  component  of  target  motion  throughout  the  depth  of  the  cloud  are  made.  Repeated 

measurements  of  V^  as  a  function  of  time  as  the  storm  passes  over  the  radar  allows  one  to  construct  a 
vertical  slice  through  the  cloud.  This  analysis  is  obscured  by  the  unknown  evolution  of  the  storm  as  it 

passes  overhead  and  the  unknown  location  of  the  slice  with  respect  to  the  configuration  of  the  storm. 
These  unknowns  can  be  partially  determined  by  a  surveillance  radar  probing  the  storm  from  some  distance 
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away.  Caution  is  advised,  however,  in  the  interpretation  of  time-height  data  from  the  Doppler  data  when 
the  wind  is  changing  direction  with  height. 

To  determine  the  vertical  air  motion  by  the  vertical  beam  method,  the  contributions  from  particle 
fall  velocity  must  be  subtracted  from  the  measured  radial  velocity.  Two  methods  have  been  proposed  to 

accomphsh  this.  Battan  (1964)  suggested  that  the  vertical  motion  of  the  air  could  be  inferred  from  the 
upper  velocity  bound  of  the  Doppler  spectrum.  He  reasoned  that  the  smallest  size  particles  that  could  be 

detected  by  X-band  Doppler  radar  would  be  about  300  microns.  The  terminal  velocity  of  such  targets  is 

about  1  msec"'  and  thus  the  vertical  velocity  of  the  air  could  be  inferred  by  adding  1  msec"'  to  the 
observed  upper  bound  of  the  spectrum.  The  method  assumes  that  detectable  targets  of  the  300  micron  size 
are  always  present  in  the  radar  beam.  Joss  and  Waldvogel  (1970)  pointed  out  that  the  upper  bound  of  the 
spectrum  is  also  controlled  by  the  dynamic  range  of  the  recording  equipment  and  by  the  presence  of 

turbulent  motion  within  the  pulse  volume.  Battan's  technique,  therefore,  might  introduce  significant 
uncertainties  in  the  vertical  velocity  in  regions  of  high  reflectivity  or  strong  turbulence. 

Rogers  (1964)  used  a  slightly  different  approach  for  determining  the  vertical  air  motion.  He 
reasoned  that  if  one  knew  the  mean  terminal  velocity  of  the  targets  then  w  could  be  inferred  by 

w  =   Vf- V^  (13:64) 

where  V^  is  the  mean  of  the  Doppler  spectrum  and  Vj  is  the  mean  terminal  fall  velocity.  Expressions  for 
the  mean  terminal  velocity  as  a  function  of  the  measured  total  radar  reflectivity  factor,  Z,  can  be  derived  if 

a  drop-size  distribution  for  rain  is  assumed.  For  an  exponential  model  of  drop-size  distribution  he  derived 
an  expression  for  V^^  given  by 

V^    =   -  3.8  Z'"^       •  (13:65) 

In  a  later  study,  Rogers  (1967)  found  that  the  relationship 

V^    =-0.46  Z"^  (13:66) 

was  more  applicable  in  Hawaiian  rainfall. 
Battan  and  Theiss  (1968)  point  out  that  the  Rogers  method  will  lead  to  uncertainties  in  the 

estimate  of  w  when  ice  or  melting  ice  particles  are  present  in  the  radar  beam.  In  a  comparison  of  the  two 
methods  they  found  that  either  technique  will  give  estimates  of  vertical  air  motion  that  are  accurate  within 

3  msec"'  when  the  spectral  width  is  between  5  and  1 5  msec"' .  The  largest  discrepancies  occur  for  very 
narrow  or  very  wide  spectra. 

An  example  of  a  height-time  section  obtained  by  the  vertical  beam  method  is  shown  in  (FI3.10) 
(Donaldson,  1967).  The  vertical  velocity  was  obtained  from  an  assumed  relationship  between  the 
reflectivity  and  mean  particle  fall  speed,  similar  to  the  Rogers  technique.  Note  that  the  highest  vertical 
velocities  occur  near  the  forward  edge  of  the  storm  and  that  updrafts  are  prevalent  in  the  upper  portions  of 
the  cloud.  Also,  there  are  strong  horizontal  gradients  of  w  at  1636  EST  and  large  values  of  9w/9z  near 
1642  EST. 

13.2.4.2    Multiple  Doppler  Radar  Methods 

To  overcome  restrictive  time  stationarity  and  inhomogeniety  assumptions  inside  a  thunderstorm,  it 

has  been  proposed  (Lhermitte,  1968a)  that  a  network  of  two  or  three  Doppler  radars  be  used  to  triangulate 
on  the  storm  and  to  resolve  the  components  of  (13:38).  The  geometry  of  such  a  scheme  (F13.il)  shows 
one  radar  located  at  (0,0,0)  in  the  meteorological  coordinate  system,  while  the  other  radars  are  located  at 

(X2,0,0)  and  (X3,y3,0),  respectively.  Solutions  of  (13:38)  are  not  obtained  when  the  three  radars  are  located 
along  the  same  baseline  or  when  the  storm  is  over  any  one  of  the  basehnes. 
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Radar   3 

Radar Rodor 

Figure   13.11     Geometry  of  the  3-radar  coordinate  system.  Radar  1  is  located  at  (0,  0,  0);  Radar  2  at  (x2, 
0,  0);  Radar  3  at  (x^,  y^,  0). 

The  equations  to  be  solved  for  u,  v,  and  V^  =  w  +  Vj  are 

V,  R,    =   ux  +  vy  +  (w  +  Vp  z 

V2R2    =   u(x-X2)  +  vy +  (w+  Vpz  (13:67) 

V3R3    =   u(x-X3)  +  v(y-y3)  +  (w  + Vj)z 

where  the  subscripts  refer  respectively  to  radars  1,2,  and  3.  Expression  (13:67)  contains  four  unknowns 
and  a  unique  solution  is  obtained  only  with  inclusion  of  the  equation  of  continuity  (13:53).  Methods  of 
solution  for  both  two  and  three  Doppler  radar  networks  are  outlined  by  Armijo  (1969).  The  solution  of 
(13:67)  for  two  radars  assumes  knowledge  of  VJx,y,z)  or  alternately  restricts  the  observations  to  the  lower 
regions  of  the  convective  storm  where  the  vertical  component  can  be  neglected. 

The  proposed  multi-Doppler  methods  are  difficult  to  implement  because  of  logistics  problems.  For 
example,  it  is  not  practical  to  require  that  all  the  radars  observe  the  same  point  in  the  storm  at  the  same 
time.  The  time  required  to  mechanically  steer  the  radar  beam  so  that  observations  are  obtained 
coincidentally  at  all  points  in  the  storm  would  be  large  compared  to  the  evolution  time  of  the  storm.  It  is 
more  practical  to  independently  scan  the  radar  beams  and  simultaneously  observe  the  radial  velocity  at 
many  range  gates.  This  technique  in  turn  assumes  sufficient  time  stationarity  so  that  data  from  separate 
radars  at  different  times  can  be  assembled  in  space  and  time  and  solutions  to  (13:67)  can  be  obtained.  A 

partial  solution  to  this  problem  for  two  radars  has  been  proposed  by  Lhermitte  and  Miller  (1970).  Their 
technique,  called  COPLAN  scanning,  requires  that  two  radars  simultaneously  scan  the  radial  velocity  field 
in  a  plane  which  is  tilted  with  respect  to  the  ground  (F13.12).  The  elevation  angle  of  each  radar  is 
controlled  electronically  so  that  as  the  radars  scan  in  azimuth  the  following  condition  is  satisfied 

t^nl,  =  IBIL^   =  tana  =  constant 
cos/3i        cosj32 

(13:68) 

where  a  is  the  angle  that  the  plane  makes  with  the  horizontal  and  the  subscripts  1  and  2  refer  to  the  two 
radars.  The  angle  P  is  measured  clockwise  from  the  direction  perpendicular  to  the  baseline. 
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Figure  13.12    COPLAN  scanning.   The  azimuth  and  elevation  angles  of  the  two  radar  beams  are  controlled 

so  that  coplanar  scanning  is  realized  in  a  plane  with  tilt  a.    (after  Lhermitte  and  Miller,  1970). 

Other  difficulties  of  the  multiple  radar  system  involve  the  high  rate  of  data  acquisition.  Lhermitte 
(1968c)  suggested  that  a  practical  means  of  handling  this  enormous  amount  of  data  would  be  to  record  the 

digitized  return  signal  for  several  range  gates  along  with  appropriate  "housekeeping"  data  on  magnetic  tape 
for  later  processing  by  a  large  general  purpose  computer.  Such  a  scheme  has  been  implemented  at 

NOAA-WPL  and  operates  quite  satisfactorUy.  The  difficulty  of  such  a  system  is  that  real-time  knowledge  of 
the  velocity  field  is  not  obtained.  Such  knowledge  is  desirable  to  make  adjustments  in  the  radar  and  in  the 

scanning  mode  to  optimize  the  experiment.  Real-time  knowledge  of  the  radial  velocity  spectra  can  be 
realized  by  use  of  a  fast  Fourier  transform  apparatus  and  a  spectral  moment  computer  installed  in  each 

radar.  Such  devices  are  in  various  stages  of  exploration  at  NOAA-WPL,  NOAA-NSSL,  and  the  University  of 
Miami. 

Finally,  let  us  look  at  an  example  of  the  wind  field  inside  a  thunderstorm  as  determined  from 

analysis  of  the  radial  velocity  fields  obtained  from  two  X-band  Doppler  radars  (Lhermitte,  1970).  The  data 

were  acquired  just  east  of  Boulder,  Colorado,  on  August  29,  1969  in  a  fairly  "well  behaved"  thunderstorm 

which  moved  toward  the  northeast  at  9  msec"'  during  the  several  minutes  of  simultaneous  data  collection. 
Observations  were  restricted  to  the  lower  (subcloud)  region  of  the  thunderstorm  so  that  the  vertical 

components  in  (13:67)  could  be  neglected.  Figure  (13.13)  shows  the  horizontal  streamline  and  reflectivity 
patterns  at  four  different  mean  altitudes.  Note  that  the  horizontal  circulation  is  fairly  complicated,  but 
apparently  well  organized,  with  regions  of  confluence  and  vorticity  that  are  displaced  toward  the  northwest 
at  increasing  altitudes.  Figure  (13.13a)  includes  computation  of  the  convergence  and  (F13.13b)  includes  an 
estimate  of  the  vertical  motion. 

Although  Lhermitte's  data  were  acquired  by  independent  scanning  with  radial  velocities  thus 
obtained  as  much  as  several  minutes  apart,  the  results  appear  to  be  internally  consistent.  The  concept  of 

multiple  Doppler  observations  of  a  thunderstorm  has  at  least  been  proven  to  be  feasible.  Many  refinements 
of  the  technique,  along  with  implementation  of  coordinated  beam  scanning  (such  as  COPLAN)  and 

real-time  data  processing  need  to  be  implemented.  Many  thunderstorms  of  various  types  and  intensities  and 
in  various  stages  of  development  need  to  be  probed  with  multiple  Doppler  networks  before  the  best 
scanning  technique  is  realized  and  before  any  generalizations  can  be  made  about  the  structure  of  the 
velocity  fields. 

13.2.5  Special  Observational  Techniques 

Several  specialized  observational  schemes  that  involve  the  Doppler  radar  concept  have  been  applied 
or  proposed  for  observations  of  limited  types  of  atmospheric  phenomena.  A  few  of  these  will  be  briefly 
mentioned  here. 

1.  Airborne  Doppler  Radar  (Lhermitte,  1971).  This  technique  proposes  that  a  meteorological 
Doppler  radar  be  installed  in  an  aircraft  for  studies  of  thunderstorms  and  hurricanes.  The  technique  takes 
advantage  of  the  excellent  mobility  of  the  aircraft  to  rapidly  scan  the  storm  and  minimize  the  time 
stationarity/space  homogeneity  problems  encountered  with  ground  based  scanning  techniques.  The  airborne 

Doppler  can  also  go  "where  the  action  is,"  for  example  it  can  be  used  to  map  the  velocity  field  in  a 
hurricane  that  is  far  from  any  ground  based  radar.  There  are  many  expected  difficulties  in  implementation 
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Figure  13.13  Streamline  analysis  from  dual-Doppler  radar  data  obtained  on  August  29,  1969,  at  1414 
MST.  The  data  are  shown  for  several  mean  altitudes.  Figure  13.13a  includes  computation  of 

convergence  from  the  wind  field,  and  Figure  1 3. 13b  includes  an  estimate  of  vertical  air  motion.  Note 
the  vorticity  and  confluence  regions  and  their  displacement  towards  the  northwest  with  increasing 

altitudes.  Echo  advectian  (230°,  9  m  sec'* )  is  also  indicated    (after  Lhennitte,  1970). 
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of  the  technique  (cost,  antenna  size  Hmitations,  attitude  and  velocity  of  the  aircraft)  but  none  of  these  are 
insurmountable  and  the  scheme  has  great  promise  for  acquiring  meteorologically  significant  results. 
Lhermitte  proposes  that  initially  a  vertically  pointing  beam  be  used  so  that  t  he  ground  speed  of  the  aircraft 
can  be  measured.  This  permits  determination  of  target  velocities  with  respect  to  the  ground  rather  than  the 
aircraft. 

2.  Use  of  Artificial  Targets  —  Chaff.  A  primary  shortcoming  of  radar  used  in  probing  velocity  fields 
in  the  atmosphere  is  that  detectable  targets  must  be  present.  (Some  of  the  more  advanced  ultrasensitive 

radars  can  sometimes  see  enough  "angel"  echoes  to  derive  information  on  the  velocity  spectrum  in  the 
clear  air  (Dobson,  1970)).  The  absence  of  detectable  targets  can  be  partially  overcome  by  dispensing 

artificial  targets,  chaff  dipoles,  in  the  atmosphere.  These  dipoles  are  typically  thin  strands  (~  1  mil)  of 
aluminum  coated  fiberglass  that  are  cut  to  one  half  the  radar  wavelength.  A  few  chaff  targets  present  in  the 
radar  beam  at  several  kilometers  will  backscatter  sufficient  electromagnetic  energy  to  be  detectable.  The 
chaff  needles  are  excellent  tracers  of  the  air  motion  and  have  an  advantage  over  precipitation  targets  in  that 

their  terminal  velocity  is  small  and  known  (~25  cm  sec"').  The  main  disadvantage  is  that  it  is  often 
difficult  to  dispense  the  chaff  over  a  sufficiently  large  area  to  determine  the  velocity  field. 

3.  Plan  Shear  Indicator  (Armstrong  and  Donaldson,  1969,  Donaldson,  1970a,  1970b).  This 

technique  provides  a  real-time  indication  of  radial  and  tangential  gradients  of  velocity  by  displaying  the 
velocity  information  on  an  intensity  modulated  plan  position  indicator  (PPI)  scope  called  a  plan  velocity 
indicator.  The  PVI  allows  qualitative  determination  of  the  location  and  intensity  of  regions  of  convergence 

and  vorticity  as  well  as  an  indication  of  abnormal  shear.  The  real-time  advantage  is  achieved  at  the  expense 
of  mediocre  resolution  in  range  and  velocity.  Details  of  the  scheme  and  examples  of  its  application  are 
described  in  the  above  referenced  papers. 

4.  Random  Signal  Radar.  The  principle  hmitations  of  the  coherent  pulse  Doppler  radar  method  of 
measuring  the  motion  of  atmospheric  tracers  are  that  the  range  resolution  is  hmited  to  ct/2  (t  is  the  pulse 
width  of  the  coherent  transmitter),  and  that  the  product  of  maximum  unambiguous  range  (13:35)  and 

maximum  unambiguous  velocity  (13:34)  is  cX/8.  Note  that  both  r  and  V^^  depend  on  the  pulse 
repetition  frequency  so  that  a  higher  pulse  repetition  frequency  leads  to  larger  V_„y  but  smaller  r_,_.j,.  The 
range  resolution  limitation  arises  because  of  the  difficulty  of  generating  high  peak  power  pulses  with  a 

width  of  less  than  0.1  microseconds  —  range  resolution  better  than  about  15  meters. 
A  method  of  overcoming  these  Hmitations  is  potentially  available  in  the  random  signal  radar 

(McGillem,  et  al.,  1969).  This  radar  transmits  pulses  of  wideband  noise  at  a  high  repetition  rate  which  can 

easily  be  varied  to  eliminate  velocity  ambiguity  for  meteorological  targets.  The  transmitted  pulses  are 
independent  because  the  transmitted  signal  is  random  noise.  The  signal  return  from  a  given  transmitted 
pulse  can  then  occur  after  the  transmission  of  many  other  pulses  without  leading  to  range  ambiguity.  The 
range  resolution,  determined  by  the  bandwidth  (B)  of  the  transmitted  signal  can  be  made  to  match  most 
meteorological  appUcations.  The  range  resolution  is  of  the  order  of  c/2B.  Large  band  widths  can  be  obtained 

by  amplifying  the  noise  in  a  traveling  wave  tube,  so  that  100  MHz  bandwidths  (1.5  meters  resolution)  are 
easily  generated. 

A  further  advantage  of  the  random  signal  radar  is  that  Doppler  information  can  be  extracted  with  a 

simple  bandpass  filter,  with  a  velocity  resolution  given  by  X/2W  where  W  is  the  filter  bandwidth.  A  3-cm 

radar  with  a  10-hz  filter  would  give  a  velocity  resolution  of  .15  m/sec. 
The  principle  disadvantage  of  the  random  signal  radar  for  meteorological  targets  is  that  the 

backscatter  from  ranges  other  than  the  range  being  examined  vkdll  appear  as  additional  (uncorrected)  noise. 
Random  signal  radar  has  been  demonstrated  at  short  ranges  with  point  targets.  The  potential  of  random 
signal  radar  in  meteorology  has  yet  to  be  explored. 

13.3      Conclusions 

This  chapter  contains  a  brief  summary  of  the  principles,  applications,  and  potential  applications  of 
pulsed  Doppler  radar  for  remote  sensing  of  the  atmosphere.  No  attempt  has  been  made  to  describe  any  of 
the  techniques  or  results  in  detail.  Instead,  the  authors  have  attempted  to  provide  a  reasonably  complete 
bibliography,  with  the  text  serving  to  acquaint  the  reader  with  the  field  and  to  point  him  toward  the 
appropriate  literature. 

It  has  been  shown  that  a  pulsed  Doppler  radar  is  a  very  accurate  phase  measuring  device.  Proper 
mathematical    treatment    (Fourier   transformation)   of   the    time    dependent    backscattered    signal   allows 
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estimation  of  the  radial  component  of  the  target  velocity  spectrum  within  a  scattering  volume.  In  addition, 
measurements  of  the  backscattered  signal  amplitude  are  related  to  cross  sections,  reflectivity,  and  rainfall 
rate. 

Utilization  of  the  radial  velocity  spectra  to  derive  information  on  the  three-dimensional  air 

circulation  depends  on  the  investigator's  ability  to  relate  target  velocity  to  the  air  velocity.  For  example,  it 
was  seen  that  knowledge  of  the  character  of  the  targets  (i.e.,  rain,  snow,  chaff,  etc.)  often  allows  one  to 
estimate  the  relationship  between  target  motion  and  air  motion.  In  studies  of  many  types  of  large  scale 
phenomena  such  as  cyclonic  storms,  time  stationarity  and  horizontal  homogeneity  assumptions  are  often 
vahd  allowing  one  to  properly  assemble  velocity  information  at  many  points  in  space  and  time  to  derive 
estimates  of  the  mean  wind  and  turbulence  fields.  Conversely,  it  was  shown  that  for  certain  types  of 
atmospheric  phenomena  such  as  convective  storm  systems,  such  assumptions  can  only  be  made  for  short 
time  periods  and  over  small  regions  of  space.  In  this  case,  it  is  necessary  to  employ  a  network  of  two  or 

more  Doppler  radars  to  resolve  the  three-dimensional  wind  field  from  independently  determined  radial 
velocity  components. 
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Chapter  14    STUDIES  OF  THE  CLEAR  ATMOSPHERE  USING  HIGH  POWER  RADAR 
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This  chapter  describes  some  of  the  key  results  on  the  structure  of  the  clear  atmosphere  as 
derived  from  observations  with  high  power  radars  having  steerable  antennas.  Most  of  the  dot 
echoes  in  the  air  are  caused  by  insects  or  birds.  Backscattering  from  refractive  index  variations 
is  the  other  major  source  of  clear  air  radar  echoes.  Theoretical  relationships  between  the  radar 

reflectivity,  the  refractive  index  microstructure,  and  the  intensity  of  clear  air  turbulence  are 

presented.  Experimental  results  of  radar  investigations  within  the  clear  atmosphere  of  convec- 
tion, turbulence,  and  a  variety  of  wave  structures  are  summarized. 

14.0     Introduction 

14.0.1  Clear  Air  Radar  Echoes 

Radar  echoes  from  an  apparently  clear  atmosphere  have  been  observed  since  the  early  days  of  radar. 

Because  the  origin  of  the  echoes  was  usually  a  mystery,  the  clear  air  echoes  were  often  called  "radar 
angels."  There  is  a  variety  of  angel  phenomena  reported  in  the  literature,  and  there  have  been  numerous 
attempts  to  arrive  at  a  plausible  and  satisfactory  explanation  of  their  origin.  Knowledge  covering  the  period 
up  to  1964  on  the  characteristics  of  angel  echoes  has  been  ably  presented  by  Plank  (1956)  and  Atlas  (1959 
and  1964).  These  authors  were  principally  concerned  with  the  cause  of  the  echoes,  and  in  some  cases  they 
were  not  able  to  provide  satisfactory  explanations  of  the  observations.  One  of  the  main  reasons  for  the  lack 
of  understanding  was  the  limited  quality  and  quantity  of  the  radar  observations.  With  the  application  of 
high  power  and  high  resolution  radars  to  the  investigation  of  clear  air  echoes,  Atlas  and  Hardy  (1966) 
presented  what  now  appears  to  be  a  correct  explanation  of  two  types  of  echoes.  Although  high  power 
radars  with  steerable  antennas  were  necessary  for  the  verification  of  the  causes  of  the  echoes,  in  recent 
years  such  radars  have  been  applied  to  investigations  of  clear  air  structures  and  processes,  and  it  is  these 
investigations  which  will  be  emphasized  in  this  chapter. 

Perhaps  another  difficulty  in  the  correct  identification  of  angel  echoes  arose  because  of  the 
numerous  possible  causes  of  the  echoes.  These  include  anomalous  propagation,  ground  targets  seen  by  the 

sidelobes  of  the  antenna  beam,  second-sweep  echoes  beyond  the  unambiguous  range  of  the  radar,  birds  and 
insects,  and  variations  in  the  atmospheric  index  of  refraction.  It  is  the  scattering  from  fluctuations  in  the 
refractive  index  which  provides  the  most  useful  type  of  radar  echoes  from  the  clear  atmosphere,  although 
on  occasion  there  are  sufficient  insects  in  the  air  to  provide  suitable  tracers  of  atmospheric  structure  and 
motion.  Since  the  scattering  from  refractive  index  variations  is  generally  very  weak,  it  is  essential  to  use 
sensitive  radars  for  investigations  of  the  clear  atmosphere.  It  is  primarily  for  this  reason  that  the 
explanation  of  the  echoes  was  not  widely  accepted  until  sensitive  radars  were  applied  to  meteorological 
studies  of  the  clear  air. 

There  are  only  three  known  installations  of  high  powered  radars  with  steerable  antennas  which  have 
been  devoted  to  studies  of  the  clear  atmosphere.  One  installation  includes  three  sensitive  radars  at  Wallops 
Island,  Virginia.  These  radars,  operating  at  wavelengths  of  3.2,  10.7,  and  71.5  cm,  were  the  first  to  be  used 
intensively  for  investigations  of  the  clear  air  (Hardy  et  al.,  1966;  Katz,  1966).  A  few  years  later  Crane 

(1970)  presented  measurements  with  a  23.2-cm  wavelength  radar  located  in  Westford,  Massachusetts.  The 
third  installation  includes  a  powerful  pulsed  Doppler  10.7-cm  radar  located  in  Defford,  England  (Browning 
and  Watkins,  1970;  Browning,  1972).  The  approximate  values  for  some  of  the  important  parameters  of 

these  five  radars  are  given  in  (T14.1).  Also  included  in  the  table  are  the  values  for  the  WSR-57,  a  10.4-cm 
radar  used  by  the  National  Weather  Service  of  the  United  States  for  detection  of  precipitation.  Note  that 

the  minimum  detectable  reflectivity  (assuming  the  contributing  region  is  filled)  is  at  least  a  factor  of  30 

greater  for  the  WSR-57  radar  than  for  the  other  two  10-cm  radars.  The  Westford  23.2-cm  radar  is  the  most 
sensitive  of  all  of  the  radars.  However,  the  ground  clutter  is  fairly  severe  for  this  radar,  and  atmospheric 
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"measurements  at  ranges  less  than  50  km  are  difficult  to  obtain.  This  chapter  will  be  concerned  primarily with  the  numerous  investigations  which  have  been  carried  out  with  the  five  high  powered  radars  listed  in 
(T14.1). 

A  description  of  the  key  properties  of  clear  air  echoes  from  insects  and  birds  and  from  variations  in 
refractive  index  wOl  also  be  included.  Because  the  atmospheric  concentration  of  birds  or  the  larger  insects 
is  small,  usually  only  one  such  target  appears  in  the  radar  contributing  region  at  a  given  time,  and  the 
echoes  appear  as  dots  or  as  point  targets  when  viewed  on  a  radar  scope.  In  contrast,  the  echoes  from 
variations  in  refractive  index  have  considerable  horizontal  extent  and  may  occur  in  rather  narrow  layers  or 
they  may  outline  the  boundaries  of  convective  cells. 

Table  14.1.  Characteristics  of  the  Five  Radars  with  Steerable  Antennas  Which  Have  Been  Used  for  Studies  of 

the  Clear  Atmosphere.  For  comparison,  the  characteristics  of  the  WSR-57  radar  are  included. 
Defford, Westford, 

Wallops Island, 
Virginia England 

Mass. 
(WSR-57) 

Wavelength  (cm) 
.3.2 

10.7 71.5 
10.7 

23.2 10.4 

Antenna  diameter  (m) 10.4 18.4 18.4 

25 

25.6 
3.6 

Beamwidth  (deg) 0.2 0.5 2.9 0.33 0.6 2.0 

Pulse  length  {p.  sec) 2 1.3 1 1.25 10 4 
Peak  transmitted 

power  (10*  watts) 
0.9 3.0 6.0 1 4 0.4 

Minimum  detectable 

reflectivity  (cm"') 
6xlff 

■1  7 

4x1  cr 
1  8 

4.5x10"''
 

icr" 6x10""
 

3x10"'*
 

At  a  range  of  (km) 10 10 10 

10 

100 
10 

14.0.2  Atmospheric  Structure  and  Clear  Air  Echoes 

Progress  on  the  understanding  of  radar  angels  and  on  the  description  of  the  radar  structure  of  the 
clear  atmosphere  has  been  rapid  over  the  past  six  years.  Yaglom  and  Tatarski  (1967)  were  the  editors  of  a 
book  which  included  papers  on  radar  angels  presented  at  a  colloquium  in  Moscow  in  1965.  Also  Lane 
(1967a)  organized  a  study  institute  which  included  several  presentations  on  the  radar  structure  of  the  clear 
atmosphere.  More  recently  Hardy  and  Katz  (1969)  and  Ottersten  (1969a)  have  reviewed  the  progress  in  the 
probing  of  the  clear  atmosphere  using  high  powered  radars.  Much  of  the  work  to  be  described  in  this 
chapter  is  taken  from  the  above  papers  as  well  as  from  the  papers  by  Browning  (1971)  and  Harrold  and 
Browning  (1971). 

There  are  two  ways  in  which  the  radar  backscattering  provides  information  on  atmospheric 
structure.  First,  the  backscattered  power  is  related  to  the  intensity  of  fluctuations  in  refractive  index  within 

a  very  narrow  range  of  eddy  sizes,  centered  at  one  half  the  radar  wavelength.  The  maximum  wavelength 
which  has  been  used  extensively  for  clear  air  radar  investigations  is  71.5  cm,  and  tlie  eddy  sizes  responsible 
for  the  backscatter  will  be  near  36  cm  for  this  radar,  whereas  5  cm  will  be  the  atmospheric  scale  of 
importance  for  backscattering  at  radar  wavelengths  of  10  cm.  Despite  the  small  scale  of  these  eddy  sizes, 
valuable  information  on  the  variability  of  temperature  and  water  vapor  and  the  small  scale  velocity  field 
can  be  extracted.  There  is  also  some  correlation  between  this  small  scale  structure  of  refractive  index  and 

the  mean  vertical  gradients  of  refractive  index  and  velocity,  and  this  will  be  illustrated  in  14.1.2.  Perhaps  of 

greater  significance  is  the  second  way  that  information  is  obtained.  This  is  tlirough  the  direct  analysis  of 
the  echo  regions  and  patterns  which  are  outlined  by  the  radar.  Radar  patterns  provide  information  about 
the  structures  and  motions  in  clear  air  and  will  be  described  in  detail  in  14.4-14.6. 

Investigators  have  recognized  two  sets  of  atmospheric  conditions  which  favor  radar  scattering  from 
variations  in  refractive  index.  One  is  associated  with  the  variations  in  refractive  index  at  the  boundaries  of 

convective  cells.  In  this  case  radar  provides  information  on  the  three-dimensional  convective  structure 
associated  with  rising  moist  air.  In  this  convective  domain,  water  vapor  is  tlie  dominant  contributor  to 

refractive  index  variations  and  positive  buoyancy-forces  contribute  significantly  to  the  generation  of  small 
scale  turbulence.  The  other  set  of  conditions  occurs  above  the  convective  mixing  zone  where  layers  of 

enhanced  static  stability  often  form  and  negative  buoyancy-forces  tend  tosuppress  turbulent  motions.  In 
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these  stable  regions,  turbulence  is  generated  by  mechanical  energy  which  is  extracted  from  the  mean  flow 
either  by  local  breakdown  of  wind  shear  or  by  overturning  of  unstable  waves.  High  power  radars  detect  the 
hydrostatically  stable  layers  once  the  vertical  wind  shear  is  sufficiently  large  to  overcome  the  stabilizing 
negative  buoyancy-force.  Breakdown  may  occur  locally  over  very  small  depths  (a  few  meters)  or,  in  cases 
of  rapid  shear  development,  breakdown  may  take  place  throughout  layers  having  a  depth  of  more  than  1 
km.  These  deep  layers  are  often  associated  with  clear  air  turbulence  (CAT)  which  aircraft  experience.  The 
radar  characteristics  of  these  shear  zones  and  their  association  with  CAT  form  the  major  portion  of  the 

experimental  results  described  in  14.5  and  14.6. 

14.1      Theory 

14.1.1  Main  Features  of  Scattering  from  a  Turbulent  Medium 

It  is  now  firmly  established  that  sensifive  radars  with  wavelengths  of  10  cm  or  longer  often  detect 
echoes  which  are  caused  by  the  backscattering  from  inhomogeneities  of  refractive  index  in  the  clear 
atmosphere.  The  general  theory  of  the  scattering  of  electromagnetic  waves  by  refractive  index  fluctuations 
has  been  treated  by  Tatarski  (1961).  Smith  and  Rogers  (1963)  and  independenfly  Ottersten  (1964)  derived 
an  exphcit  expression  relating  the  radar  reflectivity  to  the  intensity  of  the  refractive  index  variations. 
However,  Ottersten  (1968a,  1969a,  b,  and  c)  has  carried  through  with  a  clear  exposition  of  the  numerous 
interrelationships  between  radar  measurements  and  direct  observations,  and  the  theoretical  description 
which  follows  is  largely  taken  from  his  excellent  papers. 

Before  the  theory  is  developed,  it  might  help  to  review  qualitatively  the  process  whereby  turbulence 
acts  on  the  mean  gradients  to  produce  the  variations  in  refractive  index  which  are  responsible  for  the  radar 
backscattering.  When  air  parcels  are  displaced  in  the  atmosphere  by  turbulent  mixing,  inhomogeneities  are 
created  because  the  characteristics  of  the  displaced  air  parcels  will  differ  from  those  of  the  environment. 
The  pressure  of  the  displaced  parcels  undergoes  a  continuous  equalization  with  the  environmental  pressure. 
This  process  will  change  the  temperature  and  water  vapor  pressure  of  the  air  parcels.  Their  potential 

temperature  and  specific  humidity,  however,  will  be  preserved.  The  displaced  air  parcels  will,  to  the  first 
approximation,  keep  their  identity.  Consequently,  the  resulting  inhomogeneities  in  refracfive  index  are  best 
characterized  by  the  differences  in  potential  temperature  and  specific  humidity  or  of  potential  refractive 
index  between  the  regions  exchanging  air  parcels.  The  sharper  the  original  mean  gradient  and  the  more 
violent  the  turbulent  mixing  the  stronger  will  be  the  inhomogeneities  which  are  created,  and  consequendy 
the  radar  scattering  will  be  increased.  Similarly,  for  a  given  mean  gradient  of  potential  refractive  index,  the 
stronger  the  turbulence  the  stronger  will  be  the  inhomogeneities.  As  we  shall  see  more  clearly  in  the 
following  paragraphs,  for  a  given  wavelength,  the  power  backscattered  originates  from  inhomogeneities  of 
the  potential  refractive  index  at  essentially  one  scale. 

The  basic  expression  which  relates  the  radar  reflectivity,  tj,  or  radar  cross  section  per  unit  volume, 
to  the  random  refractive  index  fluctuations  is 

T?(f)  =  |\^   %(k)  (14:1) 

where  the  direction  of  the  vector  wave  number  k  is  the  radar's  radial  direction  and  it  has  magnitude 
k  =  |lc|  =  47r/A,  A  is  the  radar  wavelength,  and  ̂ n(^)  is  the  spatial  power-spectral  density  which  is  a 
three-dimensional  representation  of  the  refractive  index  field.  4>^(k)  is  the  Fourier  transform  of  the 
three-dimensional  refracfive  index  covariance  function  and  is  related  to  the  variance  of  tlie  refracfive  index 
rT^  by 

/     %(k)<ik  =  n'^  (14:2) 

-oo 

where  the  integration  is  carried  out  over  the  entire  wave  number  space.  Althougli  4>p(k)  is  defined  for  all 
wave  number  space,  only  one  particular  value  of  tlie  wave  number  contributes  to  the  radar  backscattering. 

The  radar  essentially  samples  the  refracfive  index  spectrum  at  tlie  particular  wave  number  vector  which  is 
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directed  along  the  radar  radial  direction  and  has  a  magnitude  of  47r/X.  This  wave  number  corresponds  to 

the  spatial  scale  of  L  =  lir/k  =  X/2.  The  eddy  sizes  near  X/2  contribute  to  the  backscatter  because  it  is  only 
these  sizes  that  produce  additive  phases  and  that  consequently  produce  a  signal  which  is  detectable  at  the 
receiver.  The  only  requirement  is  that  some  spectral  energy  is  present  at  a  scale  of  X/2.  The  process  is 
identical  to  constructive  interference  of  the  waves  diffracted  by  the  appropriate  spacing  of  the  grating  for 
Bragg  scattering.  This  selective  isolation  of  only  one  eddy  size  by  the  radar  is  equivalent  to  the  application 

of  a  narrow-band  filter  to  the  spectrum  of  refractive  index  irregularities. 

$ji(k)  is  a  three-dimensional  space  spectrum,  but  often  a  one-dimensional  spectrum  appears  in 
expressions  for  the  radar  reflectivity  because  this  is  the  spectrum  which  can  be  obtained  from 

measurements  with  a  single  refractometer.  Ottersten  (1969a)  uses  F^k^)  to  denote  the  one-dimensional 
spectrum  which  describes  the  refractive  index  field  along  the  x-axis  in  an  x,  y,  z  coordinate  system;  it  is 
obtained  through  the  integration 

oo 

FJi(kx)  =  //  <Dj^(lt)dk    dkz  .  (14:3) 

-oo 

The  normaUzation  convention  is 

n'  =  J      px  (kx)  dkx  =  /  SX  (kx)  dkx  (14:4) 
-oo  O 

where  S]^(kx)  =  2F^(kx)  is  the  one-dimensional  spectrum  that  would  be  measured  by  a  discrete  refractive 
index  sensor  carried  through  the  air  along  the  x-axis.  F^(k„)  describes  the  refractive  index  field  in  the 
arbi_^ary  direction  a,  and  in  general  will  vary  with  the  direcfion  of  a.  For  an  isotropic  field,  however, 
^nC^)  ̂   *nW'  3nd  F^k^)  is  independent  of  the  direction  of  a;  for  this  situation  (14:3)  reduces  to 

FS(ka)  =   JT    2rrk$„(k)dk  (j4^5) 

or  to 

dktt 

-27rk„$^(|k^|)  (14:6) 

when  expressed  in  the  differential  form.  Since  S^(k)  =  2Fg(k)  is  the  measurable  one-dimensional  refractive 
index  spectrum,  substitution  of  (14:6)  in  (14:1)  gives 

Equation  (14:7)  is  the  expression  to  be  used  for  die  comparison  of  the  radar  reflectivity  measurement, 
r?(k),  to  measurements  of  the  one-dimensional  refractive  index  spectra,  provided  that  the  refractive  index 
field  is  isotropic  for  k  =  47r/X.  With  an  isotropic  field  it  is  no  longer  necessary  to  carry  the  superscript  a 
because  all  directions  will  have  the  same  spectral  properties. 

The  one-dimensional  spectrum  of  velocity  in  a  turbulent  medium,  S(k),  has  a  well-known  shape  in 
the  inertial  sub-range;  this  range  is  postulated  as  a  result  of  the  Kolmogorov  similarity  theory  of  locally 
isotropic  turbulence  in  an  incompressible  fluid  when  the  Reynolds  number  is  large.  The  average  properties 
of  the  turbulent  motion  in  the  inertial  sub-range  are  determined  uniquely  by  e,  the  average  rate  of 
dissipation  of  turbulent  kinetic  energy  per  unit  mass.  For  the  field  of  velocity  fluctuations  along  any  single 
direction,  tlie  one-dimensional  spectrum  S(k)  in  the  inertial  sub-range  is  given  by 

S(k)  =  A,  e^''  k-«'3  (14:8) 
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where  k  is  the  radian  wave  number  corresponding  to  the  scale  In/k.  The  value  of  Aj  is  about  0.47  for 

longitudinal  velocity  spectra  and  is  (4/3)0.47  for  the  transverse  spectra.  ImpHcit  in  (14:8)  is  the  fact  that 

the  energy  dissipation  rate  per  unit  mass,  e  may  serve  as  a  measure  of  turbulence  intensity  in  the  inertial 

sub-range;  it  has  units  of  cm^sec"^. 
Tatarski  (1961)  summarizes  the  consequences  of  the  similarity  theory  for  the  properties  of  the 

spectrum  of  passive  additives  in  the  turbulent  flow.  If  the  potential  refractive  index  is  considered  as  a 

conservative  passive  additive,  its  one-dimensional  spectrum  of  the  refractive  index  variability  in  the  inertial 
subrange  is 

Sr,(k)  =  Ai„e„e->'^k-^-  (14:9) 

-y  OO where  the  variance  of  the  refractive  index  is  given  by  n  =jr_Sf,(k)  dk.  In  (14:9),  the  quantity  e^  is  the 
average  rate  of  dissipation  of  the  inhomogeneities  in  the  refractive  index  field  by  molecular  diffusion;  it  is 

analogous  to  the  energy  dissipation  rate  e  but  has  units  of  sec"'  because  n  is  non-dimensional.  Gurvich  et 
al.  (1967)  gives  a  value  of  the  numerical  constant  Ainof  about  0.7.  By  taking  the  derivative  of  (14:9)  and 
substituting  into  (14:7)  the  expression 

T,(k)  =  (|)^k^Sn(k)  (14:10) 

is  obtained.  Equation  14:10  is  a  special  case  of  (14:7);  it  appUes  when  the  atmospheric  layer  of  interest  is 
known  to  be  isotropic  at  the  A/2  scale  and,  in  addition,  the  X/2  scale  is  known  to  fall  within  the  inertial 
subrange.  When  these  conditions  are  valid,  (14:10)  can  be  used  to  compare  radar  reflectivity  and 
refractometer  measurements. 

Often  the  structure  constant,  C^,  for  the  field  of  refractive  index  is  used  as  a  measure  of  the 
variabUity  of  the  refractive  index  within  the  inertial  sub-range.  It  is  given  by 

C^  =  a^ene-''^  (14:11) 

where  a^  is  a  universal  non-dimensional  constant  and  is  approximately  equal  to  4Ai  ̂ .  Usually  C^^  is  given  in 
units  of  cm'"'.  Using  (14:11)  in  (14:9), 

Sn(k)  *  '/^C^k"'''  (14:12) 

and  by  substituting  (14:12)  in  (14:10)  for  k  -  4nlX,  the  equation 

T?  *  0.38  CnX""^  (14:13) 

is  obtained.  Provided  conditions  are  isotropic  and  the  wave  number  47r/X  falls  within  the  inertial  sub-range, 
radar  measurements  of  t?  provide  direct  estimates  of  C^.  In  the  cgs  system,  r?  has  units  of  cnf ' . 

In  contrast  to  the  wavelength  dependence  expected  for  the  scattering  fiom  refractive  index 
inhomogeneities,  the  scattering  by  particles  which  are  smaU  relative  to  the  radar  wavelength  has  a  strong dependence.  The  reflectivity  from  these  small  particles  is  given  by 

Unit  (14:14) 
Vol. 
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where  K  =  m^  -  l)/(m^  +  2)  and  m  is  the  complex  index  of  refraction  of  the  particle,  D  is  the  particle 
diameter,  and  the  sum  is  taken  over  a  unit  volume.  Equation  (14:14)  is  the  Rayleigh  approximation;  it  can 
be  applied  with  very  small  errors  for  cloud  droplets  and  raindrops  when  radar  wavelengths  greater  than  3 
cm  are  used.  Comparing  (14:13)  and  (14:14),  one  sees  that  particle  scatter  can  be  distinguished  from 
scatter  due  to  variations  in  refractive  index  by  measuring  the  reflectivity  at  more  than  one  radar 
wavelength. 

14.1.2  Relationship  of  Radar  Reflectivity  to  Turbulence  Intensity 

Qualitative  reasoning  in  the  first  few  paragraphs  of  14.1.1  led  to  the  suggestion  that  under  certain 
conditions  turbulence  intensity  should  be  related  to  radar  reflectivity.  This  relationship  will  now  be 
developed  in  more  quantitative  terms,  and  again  the  presentation  depends  largely  on  papers  pubhshed  by 
Ottersten  (1968,  1969a). 

Much  of  the  significant  clear  air  turbulence  (CAT)  occurs  at  high  tropospheric  levels  where  the 

contribution  of  moisture  to  the  refractive  index  is  generally  small.  At  temperatures  below  about  -45°C 
Ottersten  (unpub.  manuscript)  has  estimated  that  neglecting  the  moisture  influence  on  the  strength  of  the 
radar  reflectivity  in  regions  of  turbulence  will  introduce  an  error  of  less  than  3  dB.  It  is  also  known  that 
CAT  is  generally  associated  with  a  statically  stable  layer.  Consequently,  in  what  follows,  it  will  be  assumed 
that  the  atmosphere  is  statically  stable  (buoyancy  force  ts  negative)  and  that  the  moisture  contribution  to 
the  refractive  index  field  is  small.  With  these  assumptions,  Ottersten  (unpub.  manuscript)  has  shown  that 

C^  can  be  expressed  in  terms  of  Cj,  the  structure  constant  for  temperature  fluctuations,  and  the  relation 
is: 

C^  =   [77.6xlCr*Por']^C|,  (14:15) 

where  Pq  is  the  mean  pressure  of  the  layer  in  millibars  and  T  is  the  temperature  in  degrees  Kelvin.  In  the 

cgs  system  Cj  has  units  of  (°K)^cm~^  '^  and  the  term  within  the  bracket  has  units  of  (°K)~' . 
In  analogy  with  (14:11),  Cj  can  now  be  expressed  by: 

Cj  -  a'  e^'^  e^e'i  (14:16) 

where  ej  is  the  average  rate  of  dissipation  of  the  inhomogeneities  in  the  temperature  (or  refractive  index) 

field  by  molecular  diffusion.  It  is  now  assumed  that  the  ratio  ej  e~'  is  determined  by  the  ratio  between 
the  production  of  mean  square  temperature  fluctuations  and  the  net  production  of  turbulent  kinetic 
energy: 

^T   _  ̂ V  d6l/dz 

^  u  w  du/dz  —  6  w'g/6 

(14:17) 

where  u  and  w  are  the  horizontal  and  vertical  components  of  motion,  z  is  the  vertical  coordinate,  and  d  is 
the  mean  value  of  the  generalized  potential  temperature  (see  Ottersten,  1969c)  for  the  level  under 
consideration.  The  primed  quantities  indicate  deviations  from  the  mean,  and  the  bars  indicate  averages  in 

the  horizontal.  Ottersten  (unpub.  manuscript)  explains  that  expressing  e-j-  e"'  by  (14:17)  does  not  neglect 
divergences  of  the  fluxes  of  temperature  variability  and  velocity  perturbations  but  only  requires  that  the 
two  divergence  terms  depend  to  the  same  extent  on  their  respective  net  production  terms.  Similarly, 

(14:17)  allows  a  certain  degree  of  non-stationarity  because  it  only  requires  tliat  the  rate  of  change  in  the 
mean  square  temperature  fluctuations  and  the  rate  of  change  in  turbulent  kinetic  energy  depend  in 
analogous  ways  on  their  respective  net  production  terms.  These  assumptions  appear  reasonable  where  tliere 
is  a  large  transfer  of  kinetic  energy  from  wind  shear  into  turbulent  motion  as  would  be  expected  in  regions 
of  CAT. 
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The  flux  Richardson  number,  Rf,  is  defined  as  the  ratio  of  the  kinetic  energy  removed  by  buoyancy 
forces  to  the  kinetic  energy  introduced  by  the  wind  shear  and  is  given  by: 

R^  =  g_   ZZ    (14:18) 
^    u'w'  du/dz 

where  g  is  the  acceleration  of  gravity.  The  flux  Richardson  number  is  positive  in  statically  stable  conditions 

and  less  than  unity  where  turbulence  is  produced.  Substitution  of  (14:18)  in  (14:17)  gives: 

1   ̂e_<W    _3L    .  (14:19) 
e  g  dz    1-Rf 

By  combining  (14:19)  and  (14:16),  Cj  may  be  expressed  by 

C^   =  a^e^/3?.di  ̂       .  (14:20) A  g  dz   1-Rf 

Also,  in  regions  where  moisture  gradients  are  negligible,  (14:15)  is  appUcable  and  with  the  use  of  (14:20), 
the  radar  reflectivity  in  (14:13)  can  be  expressed  by 

T?  =  0.38X-"^(77.6xlO-^Por^)^  a^  e'"  ̂   4i    ̂      .  (14:21) '  *^  g    dz     1— Rf 

Provided  the  moisture  gradients  are  small,  this  later  equation  is  valid  under  some  rather  general  assumptions 
for  regions  where  there  is  a  large  kinetic  energy  transfer  from  shear  into  turbulence.  It  can  be  seen  that  the 
radar  reflectivity  is  directly  related  to  the  mean  vertical  gradient  of  generalized  potential  temperature 

(d9/dz)  and  to  e^  '^  which  is  a  measure  of  the  intensity  of  the  velocity  fluctuations  in  the  inertia! 
sub-range. 

The  relationship  (14:21)  is  complicated,  however,  by  the  factor  Rf/l-Rf.  As  a  first  approximation, 
Rf  can  be  assumed  to  be  1/4,  the  critical  value  of  the  gradient  Richardson  number  (Ri)  for  the  inifiation  of 
dynamic  shear  instability  as  indicated  by  theoretical  studies  (Miles  and  Howard,  1964)  and  experiments 

(Browning,  1971).  Thus,  the  factor  Rf/l-Rf  is  about  1/3.  This  value  may  vary  with  the  type  and  size  of  the 
generating  instability  and  also  with  the  stage  of  the  turbulence  development. 

Direct  measurements  with  an  instrumented  aircraft  in  conjunction  with  radar  observations  are 
required  for  an  improved  understanding  of  the  interrelationships  indicated  by  (14:21).  Since  strong  CAT 
appears  to  be  associated  with  high  values  of  d0/dz  (Browning,  1971),  it  is  apparent  that  sensitive  radars 
should  be  able  to  detect  regions  of  significant  turbulence  within  the  upper  troposphere  and  stratosphere. 

Althougli  the  estimate  will  be  crude,  it  might  be  instrucUve  to  substitute  some  representative  values 

in  (14:21)  in  an  attempt  to  arrive  at  the  radar  reflectivity  which  might  be  expected  in  regions  of  CAT  near 

the  tropopause.  The  value  of  a^  is  about  2.8.  Near  the  tropopause,  typical  values  might  be  Pq  =  200  mb, 

T=  220°K,  and  0  =  350°K.  Substitution  of  these  values  in  (14:21)  and  using  Rf/l-Rf  =  1/3  gives 

rj  -   i.3xlCr'n-"''e^'^^  (14:22) 
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In  regions  of  moderate  CAT,  Atlas  et  al,  (1966a)  estimate  e  to  be  about  100  cm^  sec"^,  and  Browning 
(1971)  observed  d0/dz  to  be  generally  greater  than  5x  10"'°C  cm"'.  With  these  values  and  for  a  radar 

wavelengtli  of  10  cm,  the  reflectivity  of  moderate  CAT  is  about  3  x  10"'  "^  cm"' .  From  (T14.1),  it  is  seen 
that  the  four  sensitive  radars  with  a  wavelength  of  1 0  cm  or  longer  would  be  able  to  detect  moderate  CAT 
out  to  ranges  of  at  least  10  km.  This  is  supported  by  the  experimental  results  on  the  radar  detection  of 
CAT  which  are  summarized  in  14.6. 

14.2      Experimental  Verification  of  the  Theory 

14.2.1  An  Experiment  to  Test  Theory 

As  suggested  earlier  (14:10)  is  the  equation  which  relates  the  radar  reflectivity  to  the  spectral 
energy  measured  with  a  refractometer,  provided  that  the  scale  length  of  A/2  is  known  to  fall  within  the 

inertial  sub-range.  Experiments  directed  toward  a  quantitative  check  of  (14:10)  were  conducted  at  Wallops 
Island,  Virginia.  A  sensitive  10.7-cm  wavelength  radar  was  used  to  measure  the  radar  reflectivity  and  a  fast 
response  refractometer  mounted  on  an  aircraft  obtained  the  required  measurements  of  refractive  index 
(Kropfli  et  al.,  1968). 

The  technique  which  was  used  during  the  experiment  was  devised  by  Konrad  (see  Konrad  and 

Randall,  1966).  It  involved  the  tracking  of  a  meteorologicaUy-instrumented  aircraft  with  the  radar,  making 

radar  measurements  and  meteorological  measurements  simultaneously.  One  or  several  radar  "data"  gates 
were  located  just  ahead  of  the  aircraft  tracking  gate;  the  radar  echo  strength  was  measured  for  the 
contributing  region  defined  by  the  position  of  the  data  gate  and  the  antenna  pattern.  The  airplane  flew 

into  this  "contributing  region"  about  10  seconds  after  the  radar  had  a  measure  of  its  reflectivity.  By  taking 
this  lag  into  account,  one  could  compare  the  radar  reflectivity  with  the  corresponding  refractive  index 
characteristics. 

Since  the  radar  used  in  the  experiments  had  a  wavelength  of  10.7-cm,  the  spectral  power  of 
refractive  index  at  a  scale  of  5.35  cm  was  required.  The  refractometer  did  not  respond  to  this  small  scale, 

and  an  extrapolation  procedure  was  introduced  (Lane,  1967b).  For  this  purpose,  a  curve  with  a  -5/3  slope 
(inertial  sub-range)  was  drawn  through  the  computed  spectral  powers.  Extrapolation  occurred  from  a  scale 
of  about  1  m  down  to  5.35  cm.  The  spectral  power  at  the  5.35-cm  scale  was  denoted  by  Kropfli  et  al., 

(1968)  as  <(Z\n)^  >Fj^(kj.)  where  <(An)^>  is  the  variance  and  Fji(kf)  is  the  normalized  one-dimensional 
wave  number  spectrum  of  refractive  index  along  the  direction  of  the  aircraft  flight  path.  In  the  notation 

used  by  Ottersten  (1969a)  and  followed  in  14.1,  Sn(k)  of  (14:10)  is  identical  to  <(An)^>Fn(kr),  and  these 
values,  estimated  from  various  refractive  index  spectra,  are  plotted  along  the  aibscissa  of  (F14.1).  The  left 

ordinate  in  (F14.1)  is  the  10.7-cm  radar  reflectivity  which  was  estimated  to  be  most  representative  of  the 
space  where  the  refractometer  measurements  were  obtained;  the  right  ordinate  is  the  corresponding  C^ 

values  which  were  computed  using  (14: 13).  The  sohd  line  marked  (5/3)7r/8k^  was  drawn  for  comparison  to 
the  theoretical  relationship  between  the  radar  reflectivity  tj  and  the  spectral  density  of  refractive  index 

<(An)^>F^(kj)  or  S„(k)  as  given  by  the  refractometer  measurements.  Most  of  the  points  fall  within  the  ±3 
dB  bounds  as  illustrated  in  the  figure.  This  agreement  was  taken  by  Kropfli  et  al.  (1968)  as  evidence  that 
the  scattering  processes  and  assumptions  which  led  to  the  development  of  (14:10)  were  essentially  correct. 

The  measurements  described  by  Kropfli  et  al.  (1968)  were  obtained  in  the  lower  3  km  of  the 
atmosphere  in  June  and  the  moisture  contribution  to  the  refractive  index  variability  was  predominate.  This 

accounts  for  the  large  radar  reflectivity  values  (10"' ^-10"' ■*  cm"')  which  were  observed.  From  (T14.1)  it 
can  be  seen  that  these  reflectivities  would  produce  signals  which  would  be  10-30  dB  above  the  minimum 
detectable  for  the  two  sensitive  10-cm  radars.  The  radar  reflectivities  of  (F14.1)  were  determined  on  the 
assumption  that  the  contributing  region  of  tlie  radar  was  filled  witli  a  uniform  scattering  field.  If  the  size 
of  the  scattering  field  were  less  than  the  contributing  region,  then  the  radar  estimates  of  this  field  would  be 
too  low.  Because  Kropfli  et  al.  (1968)  obtained  their  measurements  in  portions  of  the  troposphere  which 
were  generally  well  mixed,  it  is  likely  that  the  radar  contributing  region  was  usually  filled  and  their 
reflectivity  values  would  be  representative. 

AUas  et  al.  (1970)  have  described  tlieir  radar  measurements  witliin  extremely  narrow  layers  (about 

2  m  thickness),  and  they  found  reflectivity  values  at  a  wavelength  of  1 0  cm  which  were  greater  than  10"'^  cm" ' 
(see  also  20).  Consequently,  in  the  lower  troposphere  where  moisture  is  tlie  major  contributor  to  the 
refractive  index  variability,  very  large  reflectivities  can  occur  over  narrow  layers.  As  demonstrated  in  14.1.2, 
however,  the  reflectivity  from  CAT  near  the  tropopause  could  be  as  much  as  40  dB  less  than  the 
reflectivity  values  which  occur  in  the  lower  atmosphere. 
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Figure  14.1  Observed  radar  reflectivity  as  a  function  of  spectral  power  of  refractive  index  at  a  scale  of  5.35 

cm.  Spectral  power  was  obtained  by  extrapolating  computed  spectra  (based  on  airborne  microwave 

refractometer  measurements)  down  to  wave  number  k  corresponding  to  one-half  the  10.7-cm  radar 
wavelength.  For  almost  all  cases  the  radar  reflectivity  corresponds  to  within  3  dB  of  that  expected  from 
direct  refractometer  measurements   (from  Kropfli  et  al,  1968). 

14.2.2  Identification  of  Scattering  Sources  by  Multi wavelength  Radar  Measurements 

It  was  suggested  earlier  that  multiwavelength  radar  measurements  could  be  used  to  identify  the 
probably  source  of  the  scattering  by  observing  the  wavelength  dependence  of  the  reflectivity.  The 

wavelength  dependence  for  scattering  from  refractive  index  variation  is  X^ '^  as  given  by  (14:13)  and  for 

Rayleigh  scatterers  is  X"''  as  given  by  (14:14).  The  multiwavelength  radar  facility  at  Wallops  Island  has  the 
capability  to  carry  out  such  an  identification.  Some  of  the  characteristics  of  these  radars  are  given  in 
(T14.1),  and  the  way  in  which  it  is  possible  to  distinguish  the  scattering  from  particles  which  are  small 
relative  to  the  wavelength  (Rayleigh  scatterers)  from  that  expected  from  refractive  index  variations  is 
illustrated  in  (T14.2).  If  the  pulse  volumes  are  filled  with  Rayleigh  scatterers,  then  tlie  signal  above  the 

minimum  detectable  (MDS)  at  3.2-cm  wavelength  will  be  about  5  dB  stronger  than  the  signal  above  the 

MDS  of  the  10.7-cm  radar  and  30  dB  stronger  than  that  of  the  71.5-cm  radar.  On  the  other  hand,  if  the 

reflectivity  of  the  scattering  medium  has  a  wavelength  dependence  of  approximately  X''  '',  then  the  3.2-cm 
signal  above  its  MDS  will  be  about  15  dB  lower  tlian  tlie  signal  above  the  10.7-cm  MDS  and  20  dB  lower 
than  the  signal  above  the  71.5-cm  MDS.  Thus,  if  the  signal  above  the  MDS  is  stronger  at  the  longer 
wavelength,  it  is  certain  that  the  mechanism  giving  rise  to  the  radar  echoes  is  not  scattering  by  Rayleigh 
particles.  Since  the  ratios  in  (T14.2)  depend  on  tlie  individual  radar  parameters,  the  tabulated  values  can 
only  be  applicable  for  the  Wallops  Island  radars.  The  ratios  will  also  be  inaccurate  if  the  scattering  from  the 
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clear  air  approaches  that  from  particles  for  one  or  more  of  the  radars.  This  situation  is  quite  rare,  however, 
and  as  will  be  shown  in  the  data  which  follow,  qualitative  evaluations  of  the  scattering  source  can  be 
obtained  with  the  help  of  information  contained  in  (T14.2). 

Table  14.2.  Ratios  of  Signal  Strengths  Above  Minimum  Detectable  Expected  from  Two  Types  of  Scatterers 
(Applicable  Only  for  the  Wallops  Island  Radars) 

Ratio  of  3.2-cm  received  power  above  minimum  detectable  to  that  at  10.7  and  71.5  cm  (dB) 

Wavelength  (cm) 
Rayleigh  scatterers 
(X""*  dependence) 

Scattering  from  refractive 
index  fluctuations 
(A""^  dependence) 

10.7 

-15 

71.5 30 

-20 

Figure  (14.21  shows  simultaneous  photographs  of  the  range  height  indicators  (RHl)  of  the  three 
Wallops  Island  radars,  taken  while  the  beams  were  scanning  synchronously  in  elevation  angle.  Except  for  an 
overcast  cirrus  layer,  the  sky  was  clear  at  the  time  of  this  observation.  The  cirrus  cloud  appears  between  a 

height  of  7  and  10  km;  it  is  easily  identified  as  it  is  strongest  at  3.2-cm  wavelength  (left  photo),  weaker  at 
10.7-cm  wavelength  (middle  photo),  and  not  visible  at  71.5-cm  wavelength  (right  photo).  Such  a 
drop-off  in  signal  strengtli  with  wavelength  is  expected  for  Rayleigh  scatterers  as  indicated  in  (T14.2).  The 
fact  that  the  numerous  dot  echoes,  appearing  between  1  and  3  km  in  height,  are  seen  most  prominently 

with  the  3.2-cm  radar  and  not  at  all  with  the  71.5-cm  radar  indicates  that  these  targets  are  small  relative  to 
the  radar  wavelength.  This  observation  on  the  dot  echoes,  as  well  as  many  otlier  types  of  measurement  (for 
example,  the  tracking  by  radar  of  single  known  insect  species),  has  led  to  the  conclusion  tliat  most  of  the 
dot  targets  are  insects  (Glover  and  Hardy,  1966;  Glover  et  al.,  1966). 

In  (F14.2),  the  thin  layers  seen  near  the  surface  and  at  1  km  with  the  two  longer  wavelength  radars 
are  not  attributed  to  particle  scatter.  If  this  were  so,  the  layers  would  appear  much  stronger  at  the  shorter 
wavelength  (T14.2).  Instead,  the  layers  are  caused  by  backscatter  from  variations  in  refractive  index  (Hardy 
et  al.,  1966).  These  authors  show  that  the  wavelength  dependence  of  the  echo  layers  is  consistent  vAth  the 

theory  of  scatter  by  refractive-index  variations  (14:13).  In  addition,  Kropfli  et  al.  (1968)  have  confirmed 
that  these  clear-air  radar  layers  are  associated  with  increased  refractivity  fluctuations  as  measured  directly 
with  refractometers  mounted  on  aircraft  or  suspended  below  a  helicopter. 
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Figure  14.2  Photographs  of  range-height  indicators  at  3.2-,  10.7-,  and  71.5-cm  wavelengths  (left  to  right) 
along  an  azimuth  of  260  degrees  for  1  740  EST.  September  3,  1966,  at  Wallops  Island,  Virginia.  A  cirrus 
cloud  layer  between  heights  of  8  and  10  km  appears  at  the  shorter  wavelengths,  whereas  the  longer 
wavelength  detects  only  the  clear-air  variations  in  refractive  index.  The  numerous  dot  echoes  which  appear 
uniformly  distributed  between  1  and  3  km  at  the  two  shorter  wavelengths  are  due  to  single  insects  (from Hardy  and  Katz.  1969). 
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14.3      Clear  Air  Dot  Echoes 

14.3.1  The  Nature  of  Dot  Echoes 

Dot  or  point  echoes,  as  their  name  impUes,  appear  as  point  targets  on  a  PPI  or  RHI  scope 

photograph  (F14.2).  They  are  also  very  commonly  observed  with  a  fixed  vertically-pointing  radar  beam. 
Plank  (1956)  and  Ottersten  (1970)  have  given  excellent  descriptions  of  the  major  characteristics  of  dot 
echoes  including  the  diurnal  and  seasonal  variation  of  dot  echo  activity.  An  individual  dot  echo  usually  has 
a  uniform  cross  section,  but  a  very  wide  range  of  backscattering  cross  sections  are  possible.  With  vertically 
pointing  antennas  the  scatterers  generally  appear  for  a  fraction  of  a  second  up  to  a  few  seconds.  Their 
appearance  suggests  targets  of  limited  extension  which  drift  through  the  radar  beam  at  a  speed  which  is 
close  to  the  viand  speed.  Examples  of  dot  echoes  observed  by  Ottersten  (1970)  mth  a  vertically  pointing 

10.0-cm  wavelength  radar  are  shown  in  (F14.3).  This  time-height  record  was  obtained  by  intensity 
modulating  a  scope  which  was  photographed  while  the  film  moved  continuously  at  a  slow  speed. 
Sometimes  on  hot,  clear  summer  days  the  dot  echoes  appear  very  close,  almost  forming  thick  layers  as  seen 
in  the  upper  portion  of  (F14.3).  Often  there  is  a  tendency  for  the  dot  echoes  to  concentrate  at  some 
preferred  heights  as  was  noted  by  Plank  (1954)  and  Hardy  et  al.  (1966). 

Prior  to  1962,  there  was  httle  known  about  the  wavelength  dependence  of  the  radar  backscattering 

cross  section  of  the  dot  echoes.  Certainly,  dot  echoes  were  seen  consistently  with  radars  having  wavelengths 
of  less  than  3  cm  (Crawford,  1949;  Plank,  1954;  Vrana,  1961).  However,  at  wavelengths  of  about  10  cm, 
only  the  more  sensitive  radars  were  able  to  detect  the  relatively  small  cross  section  of  the  vast  majority  of 
dot  echoes. 

Let  us  look  at  some  of  the  observations  of  dot  echo  cross  sections  as  reported  by  various 

investigators.  These  are  indicated  in  (F14.4).  The  data  by  Borchardt  (1962),  Roelofs  (1963),  and  Fehlhaber 

and  Grosskopf  (1964)  show  cross  sections  which  range  from  about  5x10''  to  10  cm^.  The  cross  sections 

reported  by  Vrana  (1961)  and  Plank  (1956)  vary  from  2x10"^  to  8  x  10"^  cm^.  Note  that  the  minimum 
detectable  cross  section  of  the  TPQ-11  radar  (a  vertically  pointing  0.86-cm  wavelength  radar)  at  a  range  of 

1  km  is  5  x  10"*  cm  ̂   which  is  almost  20  dB  less  than  the  cross  section  of  a  1-mm  diameter  water  drop. 
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Figure  14.3  Two  12-minute  samples  of  dot  echo  tropograms  (time-height  records)  obtained  with  a  10.0-cm 
wavelength  radar  near  Stockholm,  Sweden  for  (a)  1345  LST,  3  July  1963.  and  (b)  0950  LST.  I  August 
1963.  The  appearance  of  the  dot  echoes  suggests  small  targets  drifting  with  the  wind  through  the  radar 
beam   (from  Ottersten,  1970). 
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Figure  14.4  Cross  sections  of  dot  angels,  insects,  and  birds  as  a  function  of  wavelength.  The  range  of  dot 
angel  cross  sections  reported  by  various  investigators  and  the  insect  and  bird  cross  sections  are  illustrated 

schematically.  The  minimum  detectable  cross  sections  for  the  TPQ-ll  radar  and  the  Wallops  Island  radars 

are  indicated  by  "min  TPQ-ll"  and  "min  W,"  respectively   (from  Hardy  and  Katz,  1969). 
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The  results  of  cross  section  measurements  of  insects  and  birds  at  various  wavelengths  are  indicated 
schematically  in  (F14.4).  The  curve  for  birds  was  chosen  from  a  consideration  of  observations  at  three 
wavelengths  on  known  birds  (Konrad  and  Hicks,  1966;  Konrad  et  al.,  1968)  and  of  additional  information 
reported  by  Glover  and  Hardy  (1966).  There  is  naturally  a  large  variation  in  bird  cross  sections.  Even  for 

the  same  bird,  the  cross  section  can  change  by  as  much  as  ±10  dB  as  the  bird's  configuration  or  the 
viewing  aspect  changes. 

The  curves  for  known  insects  were  similarly  obtained  from  multiwavelength  measurements  using  the 
Wallops  Island  radars  (Glover  et  al.,  1966).  The  two  curves  indicate  a  probable  range  of  values  for  fairly 
large  insects  (maximum  size  equivalent  to  a  worker  honey  bee).  The  cross  sections  of  insects  having 
dimensions  of  less  than  3  mm  are  generally  undetectable  with  the  Wallops  Island  radars.  The  insect  cross 

sections  vary  by  about  ±5  dB  at  wavelengths  greater  than  3  cm.  There  are  no  extensive  cross  section 
measurements  of  known  insects  at  wavelengths  less  than  3  cm.  Nevertheless,  the  cross  sections  of  water 

spheres,  which  have  volumes  corresponding  to  those  of  a  large  class  of  insects,  fall  within  the  range  of  10"* 
to  IC'  cm^  at  wavelengths  from  1-3  cm. 

The  data  in  (F14.4)  indicate  that,  taking  into  account  the  method  of  observation,  all  the  cross 
section  measurements  of  dot  angels  fall  within  the  range  of  values  expected  for  insects  or  birds.  Moreover, 
based  on  simultaneous  multiwavelength  measurements  (Glover  and  Hardy,  1966)  and  on  bistatic  and 

depolarization  studies  by  Chemikov  (1966),  it  was  concluded  that  all  of  the  dot  angels  observed  in  detail 
have  characteristics  which  identify  them  as  either  insects  or  birds. 

14.3.2  Dot  Echoes  for  Scientific  Studies 

Birds  have  been  identified  or  detected  with  radar  since  the  mid-1940's  (Lack  and  Varley,  1945),  and 
radar  has  been  used  extensively  in  the  study  of  bird  flight,  roosting,  feeding,  and  migration  patterns.  These 
investigations  have  recently  been  described  admirably  in  a  text  on  radar  ornithology  by  Eastwood  (1967). 
Because  of  their  smaller  cross  sections,  insects  have  not  been  studied  intensively  by  radar.  Nevertheless, 
radar  cross  sections  of  a  few  insects  have  been  measured  (Glover  et  al.,  1966;  Hajovsky  et  al.,  1966),  and 
the  value  of  radar  to  the  entomologist  was  pointed  out  by  Glover  et  al.  (1966).  Although  this  may  be  a 
meager  beginning,  there  is  httle  reason  to  doubt  that,  with  suitably  designed  radars,  radar  entomology 
could  become  as  important  a  subject  for  study  as  radar  ornithology  has  been  in  the  past. 

Because  insects  are  relatively  weak  flyers,  they  are  reasonable  tracers  of  the  mean  wind.  For 
example,  insects  were  probably  the  source  of  the  clear  air  echoes  on  several  occasions  when  Doppler  radar 
was  used  to  investigate  a  nocturnal  jet  (Lhermitte,  1966;  Browning  and  Atlas,  1966),  the  passage  of  a  cold 

front  (Lhermitte  and  Dooley,  1966),  and  B6nard-like  convection  (Section  14.4.4).  Figure  (.14.5),  taken  from 
Browning  and  Atlas  (1966),  illustrates  the  time-height  pattern  of  mean  horizontal  velocity  derived 
from  a  Doppler  radar  when  insects  were  sufficiently  plentiful  to  permit  wind  observations  to  be  made  up 
to  a  height  of  about  1.3  km.  The  velocity  field  varies  in  an  orderly  fashion  and  there  is  evidence  of  the 

formafion  of  a  strong  low  level  nocturnal  jet.  Browning  and  Atlas  (1966),  however,  advise  caution  in  the 
detailed  interpretation  of  the  wind  field  because  they  beUeve  that  some  of  the  insects  may  have  been  flying 
with  a  significant  speed  in  a  preferred  direction.  Although  they  warn  about  the  selecfivity  which  must  be 
exercised  in  using  dot  echoes  as  reliable  wind  tracers,  there  appear  to  be  some  occasions  when  insects  can 
be  relied  upon  to  give  useful  information  of  motions  in  the  clear  atmosphere. 

14.4      Qear  Air  Convection 

14.4.1  General  Radar  Patterns  of  Clear  Air  Convection 

Using  appropriate  radars,  it  is  possible  to  study  convective  processes  in  the  clear  atmosphere. 
Powerful  radars  at  wavelengths  of  10  cm  or  longer  consistently  detect  variations  in  refractive  index 
associated  with  free  convection  in  the  clear  air  (Atlas  and  Hardy,  1966).  During  conditions  of  strong 

surface  heating  and  light  winds,  sensitive  10-cm  radars  reveal  thermal-like,  clear-air  structures  aloft  which 
are  about  1-3  km  in  diameter  and  several  hundred  meters  in  height  (Hardy  and  Ottersten,  1969;  Konrad, 

1970;  Harrold  and  Browning,  1971).  These  clear  air  convective  cells  may  persist  for  about  30  minutes  and 
are  characterized  by  updrafts  in  their  centers. 
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Figure  14.5  Time-height  pattern  of  the  mean  horizontal  velocity  of  the  population  of  dot  echoes  obtained 
with  a  5.4-cm  wavelength  radar  at  Sudbury,  Massachusetts  on  27  Sept  1965  (from  Browning  and  Atlas, 
1966). 

Figure  (14.6)  is  a  range  height  indicator  (RHI)  scope  photograph  for  the  sensitive  10.7-cm 

wavelength  radar  at  Wallops  Island.  The  photograph  was  taken  while  the  sky  was  clear,  and  it  shows  the 

typical  convective  cells  over  the  land.  As  described  by  Hardy  et  al.  (1966)  the  echoes  in  (F14.6)  arise  by 

virtue  of  the  scattering  from  irregular  refractive-index  variations  in  the  clear  air.  These  fluctuations  are 

particularly  strong  at  the  cell  boundaries  and  probably  most  intense  at  the  apex  of  the  cell. 
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Figure  14.6  Photograph  of  Rill  at  10.7-cm  wavelength  along  an  azimuth  over  land  at  1330  EST  on  30 

July  1968  at  Wallops  Island,  Virginia.  The  echo  structure  outlines  the  boundaries  of  convective  cells 
while  the  sky  was  clear.  A  clear  air  layer  occurs  between  2  and  2.5  km    (from   Konrad,  1970). 
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Echoes  from  these  small  convective  cells  in  horizontal  section  are  shown  by  the  sector  plan  position 

indicator  (PPI)  photo  in  (F14.7a).  The  echo  structure  is  doughnut-shaped;  that  is,  the  cell  echoes  typically 
appear  circular  or  elhptical  and  have  echo-free  centers.  At  this  time  the  convection  had  developed  to  a 
point  where  it  also  could  be  seen  visually  in  the  sky  as  scattered  (1/10-2/10)  fair  weather  cumulus  clouds 
which  probably  were  associated  with  the  tops  of  some  of  the  mature  cells.  The  droplet  sizes  in  these 

clouds,  however,  were  too  small  to  be  detected,  and  the  3.2-cm  radar,  which  is  more  sensitive  to 
backscattering  from  small  particles  than  the  other  radars,  did  not  show  any  cloud  echoes.  Thus,  the  echoes 
beyond  25  km  in  (F14.7a)  are  not  due  to  any  type  of  particle  scatter.  In  fact,  doughnut  echoes  are  often 
observed  when  the  sky  is  completely  clear.  Figure  (14.7b)  is  a  sketch  of  an  atmospheric  structure  which 
would  lead  to  the  observed  echo  pattern;  i.e.,  the  radar  detects  only  the  boundary  of  the  cell  where  the 

refractive-index  fluctuations  are  relatively  large,  and  when  the  radar  is  scanned  in  azimuth,  a  doughnut- 
shaped  echo  results.  The  sketch  is  meant  to  illustrate  how  a  pattern  with  an  echo  free  center  could  arise. 
As  indicated  in  the  sketch,  the  flow  within  the  cell  is  upward  in  the  center,  and  the  relative  flow  around 
the  periphery  is  outward  and  possibly  downward. 
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Figure  14.7a  Sector  PPI  photo  at  10.7-cm  wavelength  for  3-deg.  elevation  angle  taken  at  1052  EST  15 
August  1967,  at  Wallops  Island.  Virginia.  The  strobe  line  indicates  the  300-deg.  azimuth.  Echoes  of  cells 
in  horizontal  section  at  the  appropriate  altitude  and  range  display  the  characteristic  doughnut-shape (from   Hardy  and  Ottersten,  1969). 

Figure  14.7b  Sketch  in  vertical  section  of  the  cell  structure.  The  radar  outlines  the  boundary  of  the  cell, 
where  the  refractive  index  fluctuations  arc  largest;  when  the  radar  is  scanned  in  azimuth,  a  doughnut-shaped 
echo  results.  The  air  flow  within  the  cell,  indicated  by  the  arrows,  has  been  deduced  from  detailed  studies 
of  the  cell  evolution  by  examining  three-dimensional  radar  patterns  of  individual  cells  (from  Hardy  and 
Ottersten,  1969). 



14-16 Studies  of  the  Clear  Atmosphere 

Using  the  radars  at  Wallops  Island,  Konrad  (1968)  studied  clear  air  convective  patterns  and  reported 
that  these  convective  cells  or  thermals  are  seen  virtually  throughout  the  year  over  both  land  and  sea.  At 
times  the  cells  are  aligned  in  parallel  rows,  and  at  other  times  they  are  randomly  distributed  as  in  (F  14.7a). 
In  the  spring  and  summer  months  the  cells  typically  appear  over  land.  During  the  late  fall  and  early  winter 
months,  on  those  occasions  when  the  ocean  water  temperature  is  much  higher  than  the  air  temperature, 

these  cells  are  common  over  the  ocean.  The  aligned  clear  air  convective  cells  may  be  termed  "thermal 

streets"  in  analogy  with  the  type  of  organized  convection,  termed  "cloud  streets,"  that  sometimes  is 
observed.  Konrad  and  Kropfli  (1968),  confining  their  observations  to  clear  air  convection  over  the  sea, 
report  that  the  entire  radar  echo  pattern  moves  along  with  the  mean  wind  within  the  convective  layer. 
They  further  report  that  the  convective  cells  may  be  rather  uniformly  distributed  at  altitudes  less  than  300 
m  but  show  a  definite  organization  at  higher  altitudes.  They  note  that  random  distribution  of  the  cells  is 
expected  for  light  surface  winds  (small  shear)  while  the  convective  cells  may  get  aligned  in  bands  parallel  to 
the  wind  if  the  surface  wind  is  stronger  (presumably  larger  shear). 

14.4.2  Detailed  Features  of  Individual  Convective  Cells 

Using  stepped  elevation  sector  PPI's  Konrad  (1970)  carried  out  a  detailed  time-space  investigation  of 
convective  cells.  Consistent  with  reports  by  Hardy  and  Ottersten  (1969),  he  found  that  the  cells  growing  in 

the  lower  levels  rise  rapidly.  The  tops  may  be  dome-shaped  or  they  may  consist  of  two  smaller  cells.  The 

upward  velocity  of  the  cell  tops  often  increase  with  time  from  about  0.5  m  sec"'  to  1.5  m  sec"' .  The  cell 
accelerates  untU  it  rises  above  its  equi-density  or  neutral  level  at  which  time  it  slows  down  and  cools  off  by 
adiabatic  expansion.  It  becomes  denser  than  its  environment  and  sinks  back  unless  condensation  occurs  and 

the  latent  heat  released  provides  additional  lift.  Thus,  in  the  mature  or  decaying  stage,  the  tops  of  the  clear 
air  cells  overshoot  their  equilibrium  level  and  the  cell  boundaries  then  start  to  dissipate.  Konrad  (1970)  has 

concluded  that  the  strong  patterned  echo  cells  from  near  the  top  of  the  convective  field  are  in  fact  cold 
and  moist  relative  to  a  slightly  stable  environment,  and  therefore  the  actual  buoyancy  force  would  be 
downward  in  many  of  the  observed  cells. 

14.4.3  Features  of  the  Convective  Field 

The  large  scale  convective  field  has  quite  different  properties  than  the  individual  convective  cells. 
Figure  (l4.8),  taken  from  Konrad  (1970),  illustrates  how  the  convective  field  or  the  depth  of  convecfion 
increases  during  the  heating  of  the  ground  surface  in  the  morning.  In  nine  of  the  ten  cases  studied,  the 

height  of  the  convective  domain  rose  almost  linearly  at  a  rate  of  about  0.08  m  sec"'  which  is  considerably 
smaller  than  the  updrafts  in  the  individual  cells. 
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Figure  14.8  The  height  of  the  convective  field  on  26  August  1969  measured  from  time  sequence  RHI  and 

FFI  photographs  with  the  10.7-cm  radar  at  Wallops  Island,  Virginia.  The  line  indicates  a  linear  growth  rate 

of  about  O.OHm  sec  ̂    (from  Konrad.  1970). 
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Using  the  powerful  10.7-cm  wavelength  radar  in  Defford,  England  Harrold  and  Browning  (1971) 
found  that  the  upper  limit  to  the  convection  varies  in  height  by  several  hundred  meters  over  horizontal 
distances  of  tens  of  kilometers.  This  is  illustrated  in  (F14.9).  They  also  identify  discrete  areas  of  deeper 
convection  in  the  clear  atmosphere,  and,  more  importantly,  they  show  that  when  the  thermal  structure  of 
the  atmosphere  is  suitable  for  showers  or  thunderstorms  to  develop,  the  showers  form  only  within  those 
discrete  areas  of  deeper  convection  which  have  persisted  for  some  hours.  The  relationship  between  these 
persistent  areas  of  deeper  convection  and  the  occurrence  of  future  convective  growth  may  be  of  great  value 

for  improving  the  accuracy  of  short-range  shower  forecasts.  For  the  first  time,  it  is  also  possible  to  study 
the  convective  process  throughout  all  stages  of  storm  development. 

14.4.4  Meso-scale  Organization  of  Convective  Elements 

As  mentioned  earlier,  the  small  convective  cells  may  be  randomly  oriented  or  they  may  be  aligned 

in  "streets."  On  occasion,  another  type  of  organization  may  be  present.  This  is  illustrated  in  (F14.10) 
which  is  a  photograph  of  a  PPI  scope  of  a  3.2-cm  wavelength  CPS-9  radar  taken  at  0  deg  elevation.  Except 
for  a  few  fair  weather  cumulus  clouds  (<1/10  coverage)  the  sky  was  clear  at  the  time  of  the  observation. 

Clear-air  echoes  extend  out  to  50  n  miles,  and  a  Benard-like  cellular  pattern  can  be  seen  especially  in  the 
southwest  quadrant.  The  diameters  of  the  cells  vary  from  5-10  km.  There  is  also  a  tendency  for  the 
stronger  echoes  to  be  arranged  in  lines  oriented  from  the  northwest  to  southeast.  At  the  time  of  the 

observation  the  winds  near  the  surface  were  hght  and  from  the  northwest.  Hardy  and  Ottersten  (1969) 
have  investigated  this  pattern  and  concluded  the  following:  first,  the  echoes  were  due  to  the  scattering 

from  insects  which  were  plentiful  at  the  time  of  observations;  second,  each  B6nard-like  cell  was 
composed  of  several  smaller  cells  organized  around  its  periphery;  and  third,  the  B6nard-like  cells  were 
characterized  by  downward  motion  in  their  centers  and  general  updraft  motion  around  their  perimeters. 

RANGE  km 

Figure  14.9  Sketches  from  RHI  photographs  obtained  with  the  10.7-cm  radar  at  Defford,  England  showing 
the  nature  of  the  echo  over  a  limited  range  on  10  June  1 9  70.  The  dashed  lines  (ULC)  are  the  upper  limits  of 
convection.  The  CCL  mark  is  the  convective  condensation  level.  The  two  sketches  are  for  different 
azimuths  at  about  the  same  time  and  they  emphasize  that  the  depth  of  the  convective  layer  can  have 
considerable  spatial  variation  over  short  distances   (from  Harrold  and  Browning,  1971). 



14-18 Studies  of  the  Clear  Atmosphere 

222^2     ̂  

' 
20                 4 

18                      6- 
■'r.^,,X^ 

i  S|^JH^^^^^^^^^^^^i^*^  • 

•   CPS-9  S 

*  SUDBURY  * 

t 

e^  1966  li 

" 

^  9«(i^ 

Figure  14.10  PPI  photo  at  0  degrees  elevation  angle  taken  at  1120  EST  on  May  23,  1966.  while  the  sky  was 
essentially  clear.  The  major  range  marks  are  at  25-n  mi  intervals.  The  radar  is  a  3.2-cm  CPS-9  located  at 
Sudbury,  Massachusetts.  A  mesoscale  cellular  pattern,  similar  to  the  Benard  circulation  patterns  studied 
extensively  in  the  laboratory  can  be  seen.  The  echoes  are  due  to  scattering  from  insects  which  occured 
abnormally  high  concentrations  during  the  observations.  The  insects  apparently  provide  excellent  tracers  of 
the  mesoscale  atmospheric  circulation    (from  Hardy  and  Ottersten,  1969). 

The  flow  pattern  of  the  B^nard-like  cells  is  opposite  to  that  of  the  smaller  cells  discussed  previously. 
However,  evidence  for  the  correctness  of  the  flow  direction  for  the  BInard  cells  is  provided  by  the 

numerous  studies  of  similar  patterns  seen  in  satellite  photographs  of  clouds.  Although  the  CPS-9  is  not  a 
particularly  powerful  radar,  it  is  able  to  provide  valuable  information  on  convective  processes  when  insects 

are  plentiful.  Bfnard-like  patterns,  however,  are  also  observed  in  clear  air  on  rare  occasions  with  sensitive 
10-cm  radars  by  virtue  of  the  scattering  from  refractive  index  fluctuations. 

14.5      Qear  Air  Radar  Patterns  in  Shear  Zones 

14.5.1  Characteristics  of  Stratified  Radar  Echoes 

Atlas  (1964)  has  reviewed  some  of  the  early  studies  of  radar  echoes  from  stratified  layers.  These 
layers  usually  corresponded  in  heiglit  to  regions  having  sliarp  vertical  gradients  in  refractive  index. 
Additional  evidence  for  the  existence  of  clear  air  radar  layers  associated  with  large  variations  of  refractive 
index  is  given  in  Saxton  et  al.  (1964),  Hardy  et  al.  (1966),  and  Kropfli  et  al.  (1968). 

It  will  be  recalled  from  14.1  that  the  radar  reflectivity  should  be  dependent  on  both  tlie  mean 
vertical  gradient  of  potential  refractive  index  and  the  intensity  of  the  turbulence.  In  a  well  mixed  layer 
where  the  potential  refractive  index  is  constant,  no  degree  of  turbulence  can  lead  to  detectable  radar 

echoes.  However,  except  in  the  convective  mixing  zone  within  the  lower  2-3  km  of  the  atmosphere,  it  is 
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believed  that  significant  clear  air  turbulence  will  always  be  associated  with  a  vertical  gradient  of  potential 
refractive  index.  For  a  layer  with  a  given  mean  gradient,  increased  turbulence  will  produce  increased 
refractive  index  inhomogeneities  at  a  scale  of  X/2  (because  of  tlie  ioiovm  behavior  of  turbulent  energy 
cascading  to  smaller  scales),  and  consequently  the  radar  reflectivity  will  also  increase.  Provided  that  the 
atmosphere  is  known  to  be  isotropic  and  that  the  scale  X/2  falls  within  the  inertia!  subrange,  (14:13) 
predicts  that  the  scattering  from  refractive  index  irregularities  will  be  weakly  wavelength  dependent. 
Experimental  evidence,  although  limited,  also  suggests  that  the  clear  air  radar  reflectivity  in  stratified  layers 
is  weakly  dependent  on  the  radar  wavelength  (Hardy  et  al.,  1966;  Atlas  et  al.,J966b).  In  the  viscous 
dissipation  range  (i.e.,  the  small  scales  beyond  the  inertial  subrange)  the  refractive  index  spectral  power  falls 

off  very  rapidly.  It  is  believed  that  this  "fall-off  often  occurs  at  a  scale  of  a  few  centimeters. 
Consequently,  the  X/2  scale  for  the  3.2-cm  wavelength  radar  at  Wallops  Island  is  usually  within  the  viscous 
dissipation  region.  For  this  reason  and  also  because  the  minimum  detectable  reflectivity  of  the  3.2-cm  radar 

is  relatively  higli,  clear  air  scattering  from  refractive  index  inhomogeneities  is  rarely  detected  with  3.2-cm 
radars. 

Ottersten  (1970)  describes  the  clear  air  scattering  layers  as  occurring  within  stable  regions  at  zones 
of  enhanced  static  stability  across  which  vertical  shear  of  the  horizontal  wind  is  accentuated.  As  the  shears 

are  strengthened  by  larger  scale  processes,  small-scale  overturning  and  turbulence  may  break  out  wdthin  the 
thin  zones  or  layers.  If  the  turbulence  within  the  thin  layers  is  not  able  to  erode  the  shear  fast  enough, 

breakdown  at  a  progressively  larger  scale  will  take  place.  Tilting  of  very  stable  layers  by  dynamical 
processes  such  as  internal  fronts,  gravity  waves,  and  mountain  waves  accentuates  the  vertical  wind  shear  and 
on  occasion  may  lead  to  final  breakdown  over  large  vertical  depths  with  escalation  of  the  turbulence  to 
scales  and  intensities  of  concern  for  aviation. 

An  example  of  the  multiple  stratifications  which  sometimes  occur  is  illustrated  in  (F14.il).  This  is 

an  RHI  photograph  of  the  10.7-cm  radar  at  Wallops  Island.  More  than  ten  separate,  horizontally  stratified, 
clear  air  layers  are  visible  below  4  km.  A  thin  cloud  layer  appeared  near  6  km.  However,  the  major 
scattering  even  from  this  layer  was  due  to  refractive  index  inhomogeneities  at  the  cloud  boundaries  because 

the  layer  was  not  detected  with  the  more  sensitive  particle  detecting  3.2-cm  radar  [see  (T14.2)].  The  echo 

layer  neai/ 5   km   has  a  "braided"  appearance  and  similar  structures  will  be  discussed  in  later  Sections. 
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Figure  14.11  /,;///  photo  at  120  dcg.  azimuth  taken  at  1515  EST  on  9  January  1969  with  the  10.  7-cm  radar 

at  Wallops  Island.  Virginia.  More  than  ten  separate,  horizontally  stratified,  clear  air  layers  are  visible  below 6  km    (from  Ottersten,  1969). 
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Multiple  stratifications  have  also  been  reported  recently  by  Katz  (1969),  Crane  (1970),  Kropfli  (1971),  and 

Starr  and  Browning  (1972).  The  scattering  layers  may  be  quite  shallow,  perhaps  less  than  10  m  thick  as 

reported  by  Gossard  et  al.  (1970),  or  they  may  be  in  the  order  of  1  km  in  depth. 

14.5.2  Wave-like  Patterns  in  the  Clear  Atmosphere 

Perhaps  high  power  radars  have  made  their  greatest  contribution  to  the  atmospheric  sciences  by 

their  capability  to  view  or  map  a  variety  of  wave  structures  in  the  clear  air.  Hicks  and  Angell  (1968) 

carried  out  the  first  investigation  of  the  wave-Uke  structures  observed  by  high  powered  radars  in  the  clear 

atmosphere,  and  this  was  rapidly  followed  by  other  studies  of  atmospheric  waves  (Hicks,  1969;  Gossard  et 

al.,  1970;  Atlas  et  al.,  1970;  Boucher,  1970;  Browning  and  Watkins,  1970). 

Figure  (14.12)  adapted  from  Scorer  (1969a)  and  Browning  and  Watkins  (1970)  illustrates  the  stages 

in  the  development  of  "billows,"  a  wave  pattern  which  often  leads  to  cloud  formation  at  the  wave  crests 
(Ludlam,  1967).  The  effect  of  the  wave  development  on  the  mean  profiles  of  temperature  and  wind 

velocity  is  also  indicated.  Billow  development  as  sketched  in  (F14.12)  is  also  referred  to  as  Kelvin- 
Helmholtz  instabihty.  It  is  a  form  of  dynamic  instability  which  occurs  within  a  hydrostatically  stable  flow 
wherever  there  is  both  an  inflection  in  the  velocity  profile  and  a  sufficiently  strong  vertical  shear  (see 
profiles  in  the  upper  left  of  the  figure).  The  stage  with  the  closed  rotor  corresponds  to  the  overturning  of 
the  wave  into  a  structure  which  is  often  observed  with  radar.  In  fact,  the  radar  structures  which  are 

observed  throughout  the  history  of  the  wave  development  are  indicated  by  the  darker  line.  The  Hght  line 
represents  the  stream  surface  in  the  portion  of  the  wave  which  breaks;  usually  this  detailed  structure  is  too 

smallto  be  resolved  wath  radar.  Note  that  in  the  overturned  or  "braided"  stage,  the  radar  outlines  mainly 
the  boundaries  of  the  rotor  circulation.  This  is  so  because  the  turbulence  inside  the  rotor  tends  to  destroy 

the  refractive  index  gradients  within  the  center  of  the  layer  but  will  accentuate  the  gradients  at  the 
boundaries  where  the  air  parcels  have  their  maximum  displacement.  As  the  fmal  stage,  the  echoes  are  in  the 

form  of  "stretched  filaments"  and  a  layer  forms  both  at  the  bottom  and  top  boundary  of  the  original 
overturned  layer.  As  seen  in  the  lower  right,  the  mean  profiles  have  been  markedly  changed  by  the 
development  and  overturning  of  the  wave  and  by  turbulence.  A  layer  with  a  dry  adiabatic  lapse  rate  and 
uniform  wind  speed  is  bounded  by  two  sharp  inversions  which  are  characterized  by  very  strong  wind 

gradients.  It  is  the  heights  of  the  sharp  inversions  which  define  the  radar  "double-layer." 

SINGLE 

LAYER 

BREAKING 
WAVES 

BRAIDED" 

STRUCTURE 

TEMP. WIND    SPEED 

STRETCHED 

FILAMENTS 
DOUBLE 
LAYER 

TEMP. WIND   SPEED 

Figure  14.12  Illustration  of  the  stages  in  the  development  of  an  individual  Kelvin-Helmholtz  billow,  a  wave 
pattern  sometimes  leading  to  cloud  formation  at  the  wave  crests.  Thick  lines  correspond  to  the  detectable 
clear  air  radar  echo,  which  starts  as  a  single  layer  (upper  half  of  figure)  and  finishes  as  a  double  layer  (lower 
half  of  figure).  Schematic  vertical  profiles  of  temperature  and  wind  speed  are  indicated  before  and  after  the 
occurrence  of  Kelvin-Helmholtz  instability   ( adapted  from  Browning  and  Watkins,  1970). 
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Figure  (14.13),  taken  from  Boucher  (1970),  is  one  of  the  better  examples  of  a  clear  air  wave 
structure  seen  by  radar.  Note  the  similarity  of  the  pattern  to  the  "braided"  structure  sketched  in  (F14.12). 
In  the  analysis  of  the  meteorological  data  associated  with  the  wave  pattern,  Boucher  (1970)  found  that  the 
radar  echoes  occurred  within  a  statically  stable  (baroclinic)  zone  characterized  by  strong  wind  shear  and 
low  Richardson  number.  In  this  case  clear  air  radar  echoes  were  observed  over  the  3  hours  of  observations 
and  an  aircraft  involved  in  tlie  program  reported  moderate  turbulence  throughout  most  of  tlie  time  spent 
within  the  baroclinic  zone. 

30  RANGE  km 

Figure  14.13  Retouched  RHI  photo  taken  15  January  1969  at  1235  EST  with  the  10.  7-cm  radar  at  Wallops 
Island,  Virginia,  azimuth  145  deg.  The  clear  air  wave  structure  was  associated  with  moderate  CAT  and 

occurred  within  a  statically  stable  zone  of  strong  shear  (from  Boucher,  1970). 

Another  outstanding  example  of  a  "braided"  wave  pattern  and  the  associated  meteorological 
sounding  are  shown  in  (F14.14)  and  (F14.15)  respectively.  The  wave  pattern  occurs  near  a  height  of  1 1  km 
and  is  above  an  extensive  region  of  cloud  and  precipitation.  In  (F14.15),  it  is  seen  that  the  wave  is  witlun  a 
region  of  strong  stability  and  marked  wind  shear.  The  gradient  Richardson  number,  which  is  the  ratio  of 
the  negative  buoyancy  force  to  the  inertial  forces,  is  plotted  to  tlie  right  of  (F14.15).  It  has  its  lowest 
value  within  the  zone  of  the  radar  echoes,  and  this  feature  is  consistent  with  the  theory  for  tlie 

development  of  Kelvin-Helmhottz  instability. 
An  entirely  different  type  of  wave  has  been  studied  by  Starr  and  Browning  (1972).  They  used  the 

powerful  10.7-cm  Defford  radar  which  is  situated  60  km  east  of  the  lee  slope  of  the  South  Wales 
mountains.  This  is  a  suitable  location  for  observing  organized  lee  waves,  and  an  example  of  these  waves  is 

shown  in  (F14.16).  The  RHI  photograph  was  taken  while  tlic  radar  scanned  toward  270°  which  was  in  the 
upwind  direction.  Echoes  below  4.5  km  were  mainly  from  tlie  clear  air,  those  above  6  km  were  from 
cirrus,  and  those  between  4.5  and  6  km  probably  had  contributions  from  both  sources.  On  tliis  occasion 

two  families  of  lee  waves  existed.  One  family,  with  a  wavelength  of  8-10  km,  had  a  maximum  crest  to 
trougli  amplitude  of  only  about  200  m  at  a  height  of  4  km;  tliis  is  difficult  to  see  in  (FI4.I6).  The  other 
family  of  Ice  waves,  with  a  wavelength  of  19  km,  attained  a  maximum  amplitude  of  as  much  as  700  m  at  a 

height  of  6-7  km.  Both  the  short  and  long  waves  maintained  fixed  positions  with  respect  to  tlie  ground  in 
tlie  lee  of  the  Welsh  mountains. 
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Figure  14.14  Photograph  of  RHI  at  wavelength  of  10.7-cm,  1509  EST,  7  Feb  1968  at  Wallops  Island, 
Virginia,  azimuth  270  deg.  Cloud  and  precipitation  extend  from  the  surface  to  about  10  km.  The  unusual 

clear-air  echo  structure  of  apparently  crossing  waves  out  of  phase  occurs  at  11.3  km,  the  height  of  the 

tropopause.  This  is  a  good  example  of  the  "braided"  structure  illustrated  in  (F14.12)  (from  Hardy  et  al., 1969). 

Reed  and  Hardy  (1972)  described  some  long  waves  which,  in  contrast  to  the  stationary  lee  waves 
observed  by  Starr  and  Browning  (1972),  were  embedded  within  the  mean  flow.  A  portion  of  one  of  the 
waves  is  shown  in  (F14.17).  It  has  a  wavelength  of  about  30  km  and  a  crest  to  trough  ampUtude  of  1.8 
km;  other  RHI  photographs  showed  more  than  one  full  wavelength  of  the  long  wave.  Large  secondary 

billows  (Scorer,  1969b)  formed  in  the  up-slope  of  the  long  wave  as  shown  in  (F14.17).  These  billows 
developed  where  the  environmental  wind  (increasing  with  altitude)  and  the  tilting  by  the  wave  together 
accentuated  the  vertical  wind  shear  and  induced  dynamic  instability.  The  billows  have  a  wavelength  of 
about  1.6  km  and  a  crest  to  trough  amplitude  of  about  200  m.  Moderate  to  severe  turbulence  was 

encountered  by  a  NASA  T-33  aircraft  as  it  probed  the  clear  air  wave  patterns  observed  by  tlie  radar. 

14.5.3  Atmospheric  Structure  in  the  Vicinity  of  Kelvin-Helmholtz  Billows 

Browning  (1971)  has  obtained  radiosonde  measurements  within  one  hour  of  the  occurrence  of  large 

amplitude  billows  as  observed  with  the  10.7-cm  radar  in  Defford,  England.  He  restricted  his  study  to 
billows  of  large  amplitude  because  these  were  easy  to  resolve  with  high  power  radar  and  because  it  was 
only  in  these  cases  that  it  was  possible  to  obtain  profiles  of  stability  and  shear  with  the  necessary 

resolution  for  a  meaningful  comparison  with  the  radar  data.  Most  of  the  billows  had  a  crest  to  trough 
amplitude  between  300  and  400  m  and  occurred  at  heights  between  5.6  and  10.7  km. 
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Figure  14.15  Meteorological  situation  associated  with  the  clear  air  radar  echoes  of  (F14.14).  The  curve 
marked  T  is  the  temperature:  U,  the  wind  speed;  D,  the  wind  direction,  and  Ri,  the  Richardson  number. 
Note  that  the  wave  structure  occurs  in  a  region  of  pronounced  static  stability  and  strong  shear  with  a  low 
value  of  Ri. 
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Figure  14.16  Fhotograph  of  the  RHI  display  along  azimuth  270  dcg  (upwind  direction)  at  1 1 24  GMT  on  15 

April  1970  taken  with  the  10.7-cm  radar  at  Defford,  England.  Height  markers  arc  at  4.3  and  8.3  km. 

Vertical  markers  represent  horizontal  range  at  5.1  km  intervals  and  the  curved  markers  represent  slant 

ranges  at  5.0  km  intervals.  Notice  the  waves  of  rather  large  amplitude  between  5  and  7  km  height.  Echoes 

above  6  km  are  from  cirrus  particles:  those  below  4.5  km  are  from  the  clear  air  f Starr  and  Browning,  1 9  72). 
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Figure  14.17  Photograph  of  the  RHI  at  radar  wavelength  of  10.7-cm,  0332  GMT,  18  March  1969.  azimuth 
270  ,  Wallops  Island,  Virginia.  The  wind  and  shear  are  directed  toward  the  left  in  this  photo.  Note  the 
portion  of  the  long  arch  and  the  superposition  of  the  billow  structure.  The  vertical  scale  is  expanded  by  a 
factor  of  about  three  and  this  accounts  for  the  seemingly  large  slope  of  the  long  wave.  The  inset  is  a  tracing 
from  the  original  record  (from  Reed  and  Hardy,  1972). 

Theoretical  studies  indicate  that  Ri,  the  Richardson  number,  should  be  less  than  or  equal  to  0.25 

before  Kelvin-Helmholtz  instability  can  be  initiated  (Miles  and  Howard,  1964).  In  the  17  cases  investigated, 
Browning  (1971)  found  that  the  minimum  value  of  Ri  when  evaluated  over  layers  200  m  deep  was  usually 

in  the  range  0.15-0.3.  The  results  for  the  17  cases  are  shown  in  (F14.18).  Considering  tlie  difficulty  of 
investigating  this  phenomenon,  the  agreement  between  experimental  and  theoretical  results  is  remarkable. 

14.5.4  Waves  and  Turbulence  in  a  Stratified  Atmosphere 

As  discussed  by  Stewart  (1969)  and  Bretherton  (1969),  it  is  often  difficult  to  distinguish  clearly 
between  wave  motion  and  turbulence  in  a  stratified  fluid.  Turbulence,  as  used  in  this  chapter,  is  described 

by  an  input  of  energy  into  the  energy -containing  eddies  at  large  scales  (in  the  order  of  100  m)  and  by  a 
downward  cascading  wdthin  the  inertial  subrange  into  smaller  and  smaller  scales  until  the  turbulent  energy 
is  dissipated  into  heat  in  tlie  viscous  dissipation  range  (scales  of  less  than  about  1  cm).  The  eddies  are 
random  and  the  turbulent  field  is  isotropic. 

Billows  or  Kelvin-Helmholtz  instabilities  form  within  layers  of  strong  static  stability  in  the  presence 

of  sufficiently  strong  wind  shear.  The  "wave-instability"  drifts  with  the  mean  wind  of  the  shear  layer. 
While  the  billow  is  in  the  process  of  breaking  (F14.12),  the  eddies  are  essentially  two-dimensional,  but  they 
probably  break  down  into  three-dimensional  turbulence  at  tlie  smaller  scales.  A  pilot  flying  witliin  a  layer 
of  billows  would  describe  the  region  as  being  turbulent,  but  he  may  also  experience  periodic  buffeting  as 
he  traverses  successive  billows. 
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Figure  14.18  The  maximum  value  of  the  wind  shear,  AK/AZ,  over  layers  200  m  deep  within  the  height 

interval  occupied  by  the  Kelvin-Helmholtz  billows,  plotted  against  the  corresponding  value  of  the  vertical 
gradient  of  potential  temperature,  iSdjtSZ,  for  17  cases.  Solid  lines  are  isopleths  of  Ri  over  the 
corresponding  layers  (from  Browning,  1971). 

True  waves  propagate  relative  to  the  flow;  some  propagate  to  great  heights,  carrying  energy  and 
momentum  with  them.  Although  these  internal  gravity  waves  may  have  a  large  range  of  wavelengths  in  the 

atmosphere,  generally  their  wavelength  is  sufficiently  long  that  they  are  undetected  by  aircraft.  These  long 
waves  may  be  important  for  the  generation  of  some  turbulence,  however,  because  with  a  stratified  shear 
flow  the  tilting  produced  by  the  wave  creates  local  regions  of  decreased  Richardson  number  where  dynamic 
instability  may  be  induced  (Scorer,  1969a;  Reed  and  Hardy,  1972). 

Dutton  and  Panofsky  (1970),  on  the  basis  of  available  empirical  knowledge,  have  concluded  tliat  at 
least  some  of  the  clear  air  turbulence  results  from  the  hydrodynamic  instability  of  internal  fronts  in  accord 

with  the  Kelvin-Helmholtz  model.  Probably  this  is  the  dominant  mechanism  for  the  breakdown  of  shear 
layers.  However,  Scorer  (1969a)  states  that  there  are  several  possible  sources  of  CAT  and  ecourages 
investigators  not  to  overlook  these  possibilities. 

14.6      Radar  Investigations  of  Gear  Air  Turbulence 

14.6.1  Clear  Air  Radar  Echoes  and  Aircraft  Turbulence 

As  indicated  in  (14.1.2),  it  is  expected  that  there  will  be  some  correlation  between  the  strength  of 
the  clear  air  radar  reflectivity  and  severity  of  clear  air  turbulence  (CAT)  especially  in  the  stratosphere  and 
upper  troposphere  where  moisture  contributions  to  the  refractive  index  are  small.  It  is  important  to  realize,, 

however,  the  large  gap  between  the  turbulent  eddy  sizes  which  affect  aircraft  and  those  which  create  the 
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refractive  index  inhomogeneities  detectable  by  radar.  The  radars  are  only  sensitive  to  refractive  index 

variations  over  scales  of  one  half  of  the  radar  wavelength.  Thus,  for  the  10.7-cm  and  71.5-cm  wavelength 
radars  at  Wallops  Island,  the  clear  air  returns  depend  on  the  turbulent  energy  confined  to  eddy  sizes  of 
about  5  and  35  cm  respectively.  On  the  other  hand,  aircraft  are  mainly  responsive  to  turbulent  eddies  of 

scales  in  the  order  of  10-1000  m,  the  high  values  applicable  for  heavy,  high  speed  aircraft.  However, 
because  the  energy  at  large  eddy  sizes  gradually  breaks  down  into  smaller  and  smaller  turbulent  eddies,  it  is 
expected  that  the  radar  measurements  give  some  information  on  the  turbulent  kinetic  energy  at  the  larger 
scales. 

Various  investigators  have  described  joint  radar  and  aircraft  studies  of  CAT  (Hicks  et  al.,  1967; 
Glover  et  al.,  1968;  Glover  et  al.,  1969;  Hardy  et  al.,  1969;  Crane,  1970;  Browning  et  al.,  1970;  Glover  and 
Duquette,  1970).  Using  the  radars  at  Wallops  Island,  Glover  and  Duquette  (1970)  found  that  all  altitude 
intervals  corresponding  to  clear  air  radar  layers  between  0.5  and  15  km,  when  probed  with  fighter 

jet-aircraft,  were  turbulent.  The  results  of  the  53  flights  during  the  winters  of  1969  and  1970  are  given  in 
(T14.3).  About  12%  of  the  light  or  greater  turbulence  above  6  km  was  not  detected  by  the  radar.  However, 
the  stronger  turbulence  is  generally  detected  with  greater  probability  than  the  lighter  turbulence. 

Table    14.3.     Percentage  of  observed  CAT  detected  by  Wallops  Island  radars  during  1969  and   1970 
(from  Glover  and  Duquette,   1970). 

ALTITUDE  (km) 

CAT 

INTENSITY   05:3   3:6   6:9   9:12   12-15 

LESS 
THAN  100  88  44  67  100 
LIGHT 

LIGHT 

OR  100  100  81  93  92 
GREATER 

Crane  (1970)  has  verified  that  more  sensitive  radars  are  able  to  detect  stratified  layers  which  occur 
in  the  lower  10  km  of  the  stratosphere  and  which  may  extend  out  to  ranges  of  200  km.  He  used  the 

23-cm  wavelength  radar  (T14.1)  which,  for  scattering  from  refractive  index  variations,  is  at  least  10  dB 
more  sensitive  than  the  radars  at  Wallops  Island.  A  series  of  five  tests  was  conducted  during  May  and  June. 
1968;  each  test  consisted  of  nearly  simultaneous  observations  of  thin  layers  in  the  stratosphere  using  the 
radar  and  an  Air  Force  high  altitude  aircraft.  The  pilot  encountered  28  layers  of  turbulence  throughout  the 
tests:  he  characterized  the  turbulence  as  very  light  in  23  layers,  as  light  in  4  layers,  and  as  moderate  in  1 
layer.  For  these  tests,  the  radar  detected  thin  scattering  layers  at  tlie  height  of  the  aircraft  encounters  and 
near  the  horizontal  position  of  the  aircraft  for  5  of  the  very  light  encounters,  3  of  the  Ught  encounters, 
and  the  single  moderate  encounter. 

The  results  of  Crane's  tests  showed  that  thin  turbulent  layers  which  affected  both  the  aircraft  and 
the  radar  were  present  in  each  of  the  five  test  series.  Layers  reported  as  having  light  or  moderate 
turbulence  by  the  aircraft  were  also  indicated  by  temperature  inversions  in  the  radiosonde  data  and  were 
generally  detected  by  the  radar. 

14.6.2  Radar  and  Instrumented  Aircraft  Measurements  of  Turbulence 

Although  there  have  been  many  occasions  of  turbulence  observations  wdth  radar  and  aircraft,  only  a 
few  of  the  flights  have  been  with  aircraft  equipped  with  meteorological  sensors.  Browning  et  al.  (1970) 
described  the  observations  of  moderate  CAT  in  which  measurements  of  a  fully  instrumented  aircraft  were 

related  to  simultaneous  radar  observations  of  a  specific  patch  of  Kelvin-Helmholtz  billows.  The  aircraft  and 
radar  observations  on  that  occasion  are  shown  in  the  distance-time  diagram  in  (F14.19)  where  distance  is 
the  range  upwind  from  the  radar.  The  shaded  areas  in  this  figure  represent  patches  of  billows  detected  by 
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the  radar  at  heights  from  10.5  to  1 1  km.  The  two  lines  AB  and  CD  represent  two  aircraft  flights  made  at  a 
height  of  10.9  km.  Although  the  aircraft  appears  to  have  missed  the  billows  of  largest  amplitude,  the 
maximum  rms  vertical  acceleration  of  0.65  g  (corresponding  to  moderate,  almost  severe  turbulence) 

occurred  close  to  the  patch  of  500-m  amplitude  billows  observed  by  radar.  It  is  also  noted  that  there  is  a 
tendency  for  the  maximum  billow  amplitude  to  occur  in  the  vicinity  of  the  most  pronounced  lee  wave 
crest. 

Mather  and  Hardy  (1970)  also  present  instrumented  aircraft  measurements  in  the  vicinity  of  clear 
air  radar  structures.  Figure  ( 14.20)  shows  the  aircraft  data  observed  at  the  same  time  that  the  radar  was 

detecting  a  clear  air  wave  structure.  A  portion  of  the  radar-observed  wave  which  occurred  at  the  same  time 
and  in  the  same  vicinity  as  the  aircraft  is  shown  as  an  inset  in  the  figure.  The  line  on  the  photograph 
represents  the  altitude  of  the  flight  path  with  respect  to  the  wave. 

The  top  trace  in  (F14.20)  is  the  component  of  the  wind  parallel  to  the  aircraft  track  (073  deg), 
averaged  over  2.5  seconds.  The  second  trace  is  the  differential  static  temperature  averaged  in  the  same  way. 

Trace  3  (A  Tj)  is  the  differential  total  temperature  measured  by  a  fast-response  temperature  probe  with  a 
frequency  response  flat  to  10  Hz.  It  is  shown  here  to  illustrate  how  sharp  the  density  gradient  becomes 
across  the  interface  between  the  smooth  and  turbulent  flow.  The  bottom  two  traces  are  the  lateral  (v)  and 

vertical  (w)  components  of  turbulence  measured  in  the  layer. 

20  30  40 

DISTANCE     FROM     OEFFOBO     ALONG     280'    (km) 

Figure  14.19  Locations  of  detectable  10.7-cm  wavelength  radar  echoes  associated  with  Kelvin-Helmholtz 
billows  at  tropopause  level  on  3  February  1970  near  Defford,  England  with  the  radar  pointing  towards 
280  deg.  The  crest-to-trough  amplitude  of  the  billows  is  indicated  by  shading  (see  key  in  figure).  Also 
shown  are  the  positions  of  crests  in  the  lee  wave  pattern  as  observed  by  radar.  Arrows  on  the  right  side 
of  the  diagram  denote  times  of  individual  RHI  scans.  Aircraft  turbulence  reports  along  the  path  AB  and 
CD  are  plotted  according  to  the  code  indicated  in  the  key.  Time  and  space  registration  between  the 
radar  and  aircraft  data  is  thought  to  have  been  closer  than  I  minute  and  3  km,  respectively  (from 
Browning  et  al.  1970J. 
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Since  the  displacement  of  the  air  by  the  wave  is  approximately  adiabatic,  temperatures  will  be  lower 
than  the  mean  when  the  aircraft  is  sampUng  air  brought  up  from  below  and  vice  versa  for  air  brought 
down.  Consequently,  the  stream  surface  will  be  exactly  out  of  phase  with  the  temperature  structure. 

Similarly,  since  the  wind  increased  with  height  throughout  the  layer  containing  the  wave,  the  U-component 

of  wind  is  also  "out  of  phase  with  the  stream  surface. 
Figure  (14.20)  can  be  thought  of  as  a  slice  through  the  wave  at  an  instant  in  time,  since  the  aircraft 

speed  is  large  compared  to  the  wave  speed.  Six  cycles  of  the  wave  have  been  measured.  As  the  amphtude 
of  the  wave  grows,  bursts  of  turbulence  are  observed  in  the  wave  troughs  (1727:24  and  1728:40  as 

indicated  by  the  arrows)  until,  at  1729:45  (horizontal  bracket),  a  20-second  outbreak  of  moderate 
turbulence  is  experienced  in  the  trough  of  the  large  amplitude  wave.  As  seen  from  the  sharp  changes  in 

AT  J  in  the  last  two  cycles  of  the  wave,  the  turbulent  mixing  process  appears  to  be  intensifying  the  density 
gradient  across  the  bottom  interface  between  the  smooth  and  turbulent  layers.  This  could  also  enhance  the 
radar  echo  from  the  structure. 

The  brief  description  of  two  cases  of  radar  and  instrumented  aircraft  observations  serves  to 
demonstrate  the  value  of  these  combined  observational  techniques.  Glover  and  Duquette  (1970)  conclude 

that  sensitive  ground  based  radars  are  reliable  sensors  of  regions  of  CAT.  Of  equal  importance,  however,  is 
that  these  sensitive  radar  systems  provide  an  unequaled  opportunity  for  detecting  and  investigating 
atmospheric  structures  associated  with  the  production  and  life  cycle  of  turbulence  in  the  free  atmosphere. 
In  experimental  programs  on  CAT,  the  radars  can  also  provide  the  vital  information  for  guiding 
instrumented  aircraft  into  the  regions  of  most  interest. 
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Figure  14.20  Data  obtained  by  a  T-33  aircraft  on  19  February  1970  at  a  height  of  2600  m  near  Wallops 
Island,  Virginia,  along  an  azimuth  of  073  deg.  Time  histories  show  longitudinal  wind  speed  U,  differential 

static  temperature  AT^,  differential  total  temperature  iSTj,  and  lateral  component  v  and  vertical 
component  w  of  turbulence  measured  in  a  layer  giving  clear  air  radar  echoes.  The  upper  inset  is  a 

photograph  of  the  10. 7 -cm  wavelength  RHI  scope  and  the  lower  inset  is  a  retouched  photo  of  the  same 
data.  The  RHI  photo  was  taken  about  1 727:15  GMT  along  an  azimuth  parallel  to  the  aircraft  track  but  the 
two  sets  of  data  were  displaced  by  about  5  km.  The  radar  pattern  was  enlarged  to  match  the  equivalent 
range  sampled  by  the  aircraft  and  the  pattern  was  shifted  slightly  in  the  figure  in  order  that  the  wave 
structure  and  aircraft  data  were  mutually  consistent.  The  white  horizontal  line  is  the  altitude  of  the  flight 
path  with  respect  to  the  waves.  Note  that  the  turbulence  is  associated  mainly  with  the  troughs  of  the  waves 
(adapted  from  Mather  and  Hardy,  19  70 J. 
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14.7      Summary 

Some  of  the  key  results  on  the  structure  of  the  clear  atmosphere  as  derived  from  observations  using 
high  power  radars  with  steerable  antennas  have  been  described.  During  the  initial  application  of  sensitive 
radars  to  atmospheric  probing,  research  was  directed  toward  the  verification  of  the  causes  of  the  echoes.  By 
1966  it  had  been  confirmed  that  although  some  echoes  were  due  to  birds  and  insects,  most  clear  air  echoes 

seen  at  wavelengths  of  10  cm  or  longer  were  due  to  the  scattering  from  refractive  index  inhomogeneities. 
These  inhomogeneities  are  associated  with  sharp  gradients  of  potential  refractive  index  (potential 

temperature  and/or  specific  humidity)  which  occur  in  the  atmosphere  near  the  boundaries  of  convective 

cells  and  in  stratified  layers;  in  the  low  troposphere  the  contribution  due  to  humidity  is  neariy  always 
dominant.  Turbulence  within  the  regions  of  sharp  gradients  leads  to  inhomogeneities  of  refractive  index 
which  are  responsible  for  the  backscatter  detectable  with  sensitive  radars.  The  inhomogeneities  occur  over  a 

range  of  eddy  sizes,  but  the  intensity  of  the  energy  scattered  depends  on  the  intensity  of  turbulence  on  a 
scale  of  half  the  radar  wavelength  and  on  the  mean  gradient  of  refractive  index.  Investigations  with  radar 
and  direct  sensors  corroborate  the  theory  as  outlined,  and  the  radar  reflectivity  of  the  clear  air  echoes  is  in 
quantitatively  agreement  with  the  reflectivity  expected  from  observed  refractive  index  structures. 

Although  insects  occasionally  occur  in  sufficient  numbers  that  they  can  be  used  as  effective  tracers 

of  atmospheric  motions,  the  scattering  from  the  refractive  index  inhomogeneities  is  detected  consistently 

with  sensitive  radars.  It  is  a  rare  occasion  when  sensitive  radars  of  10-cm  or  longer  wavelength  fail  to  detect 
some  clear  air  scattering  within  the  troposphere.  During  the  summer  months,  convective  patterns  in  the 
lower  3  km  are  detected.  The  details  of  individual  convective  elements  1-3  km  in  diameter  have  been 
described  with  the  help  of  high  power  radar.  In  addition  the  height  and  character  of  the  convective  field 
have  been  monitored  throughout  the  day.  The  convective  process  can  now  be  investigated  throughout  all 

stages  of  storm  development.  Moreover,  it  has  been  suggested  that  a  careful  evaluation  of  clear  air 
convective  patterns  could  lead  to  the  determination  of  the  most  likely  locations  for  future  convective 

growth  and  thus  provide  a  greatly  enhanced  short-range  forecasting  capability. 
Investigations  utilizmg  sensitive  radars  have  led  to  an  improved  understanding  of  wave  structures  in 

the  clear  atmosphere.  It  appears  that  Kelvin-Helmholtz  instability  is  the  dominant  mechanism  for 
exchanging  momentum  in  stratified  shear  flows.  Radar  outlines  the  stages  in  the  development  of 

Kelvin-Helmholtz  instability  and  makes  it  possible  to  investigate  the  details  of  the  structures  which  lead  to 
turbulence. 

It  has  been  estabhshed  that  sensitive  radars  will  detect  most  of  the  significant  CAT  out  to  ranges  of 
about  30  km.  Tliis  result  is  consistent  with  theoretical  investigations  which  indicated  that  the  radar 

reflectivity  in  the  upper  troposphere  and  stratosphere  (where  moisture  influences  are  small)  will  be  a  good 
indicator  of  the  CAT  severity. 

The  vigorous  use  of  sensitive  radars  over  the  past  few  years  has  demonstrated  the  value  of  these 
remote  probes  for  deducing  atmospheric  structures  and  processes  in  the  clear  atmosphere.  However,  the  full 
potential  of  using  sensitive  radars  for  atmospheric  research  has  not  been  realized.  As  suggested  by  Ottersten 

(1969a),  we  must  now  proceed  from  an  essentially  descriptive  science  to  one  which  is  quantitative  and  thereby 
establish  much  closer  ties  with  meteorological  theory. 
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Chapter  15    RADIOMETRY 
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Radiometric  measurements  of  thermal  energy  emitted  or  scattered  by  the  atmosphere  or  by 
natural  surfaces  can  be  used  to  infer  physical  properties  of  the  medium  under  observation. 
These  passive  methods  of  remote  sensing  require  knowledge  of  the  generation  and  propagation 
of  the  radiation  as  well  as  a  complete  understanding  of  its  measurement  by  the  radiometer.  This 

chapter  discusses  remote  sensing  by  several  ground-  and  satellite-based  passive  techniques  after 
first  presenting  basic  concepts  in  radiative  transfer  and  radiometry. 

1 5.0  Introduction 

Remote  sensing  by  passive  radiometry  requires  sensitive  measurements  of  non-coherent 
electromagnetic  energy  that  is  emitted  or  scattered  by  the  medium  under  observation.  Applications  of 

passive  techniques  range  from  satellite  determination  of  surface  parameters  to  ground-based  observations  of 
temperatures  in  the  stratosphere.  In  this  chapter,  we  will  summarize  basic  concepts  in  the  transfer  of 
microwave  and  infrared  radiation.  This  presentation  is  followed  by  a  general  discussion  of  radiometers. 
Finally,  a  few  examples  of  remote  sensing  by  radiometers  are  given.  Attention  is  confined  to  microwave 
and  infrared  portions  of  the  spectrum. 

15.1  Radiative  Transfer 

In  describing  an  unpolarized  radiation  field  within  a  medium,  it  is  convenient  to  consider  the  energy 

dE^  in  the  frequency  interval  (i^,  v^d.v)  passing  through  an  area  dA  within  a  solid  angle  dJ2  about  a 
direction  specified  by  a  unit  vector  s  in  a  time  interval  dt.  This  energy  is  related  to  the  specific  intensity  Ij, 
by 

-^    -»■ 
d  Ej;  =  Ij;  s   •  n  dA  df2  dt'  dt     ,  (15:1) 

where  n  is  the  unit  normal  to  dA  (see  F15.1).  In  general,  Ij^  is  a  global  funcfion  of  both  position  P  and 
viewing  direction  s  in  a  manner  determined  by  the  emitting,  absorbing,  and  scattering  characteristics  of  the 

entire  medium:  I^  =  lj,(P,  s).  We  will  briefly  describe  these  characteristics  below,  following  Kondratyev 
(1969). 

The  emission  from  a  volume  can  be  defined  by  an  emission  coefficient,  j^,  such  that  the  emission 
into  dn  by  a  mass  dm,  again  within  {v,  v+Av)  and  (t,  t+dt)  is 

d  E^,=j^dmdndj^dt      ,  (15:2) 

In  general,  jj^  contains  contributions  from  both  thermal  emission  and  scattering.  For  most  atmospheric 
applications,  the  thermal  contribution  to  j^  is  independent  of  direction  (an  exception  is  higli  altitude 

microwave  emission  from  O2  in  which  the  earth's  magnetic  field  affects  average  molecular  orientation). 
When  j^  describes  scattering,  a  directional  dependence  on  scattering  angle  is  usually  present. 
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Figure  15.1     Geometry  defining  specific  intensity. 

The  volume  extinction  coefficient,  e^^,  is  defined  such  that  the  energy  removed  per  unit  time  per 
unit  sohd  angle  per  unit  frequency  by  a  volume  of  cross  section  dA  and  length  dr  from  a  beam  of  intensity 

I^  in  a  direction  normal  to  dA  is 

'd^  =  -^^^^'^ '^^     '  ^''-'^ 

dlj;  =  -e^I^dr     ,  (15:3a) 

This  extinction  of  energy  can  occur  either  by  absorption,  in  which  energy  from  the  radiation  field  is 
converted  into  heat,  or  by  scattering,  in  which  the  electromagnetic  energy  is  simply  redirected.  For 

simplicity,  we  will  neglect  higher-order  processes  in  which  a  photon  is  absorbed  at  one  frequency  and 
emitted  at  others.  The  extinction  can  thus  be  expressed  as  the  sum  of  an  absorption  coefficient  a„  and  a 
scattering  coefficient  a^ 

(15:4) 

We  will  now  consider  in  detail  the  processes  which  enhance  the  energy  in  the  beam.  To  describe 

scattering,  the  angular  distribution  of  scattered  energy  must  be  given.  This  is  done  by  introducing  the 

scattering  function  p^(s ',  s)  which  describes  the  fraction  of  the  energy  incident  from  the  direction  s  which 
is  scattered  into  the  direction  s.  The  scattering  function  is  usually  normalized  such  that 

/p,(r',0^=   1    .  (15:5) 

Thus   the   spectral   power  density   incident  from  the  solid  angle  dSl'  which  is  scattered  into  d^  by  an 
element  of  volume  dV  (see  F15.2)  is  (per  unit  solid  angle) 

-JL^="jLp^{t',t)l^it')dn'dV     ,  (15:6) dj*  dt  dri        47r 
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'-QZ) 

Figure  15.2    Geometry  defining  scattering  volume. 

and  the  total  amount  of  energy  scattered  into  dfi  per  unit  time  per  unit  bandwidth  per  unit  solid  angle  is 

dE 

o„ 

du  dt  dn       471 dV/p^(s',s)I^(s')dn'     ,  (15:7) 

or 

d  Ij;  =  5^  dr  /  ?v(t',t)  lj,(T')  d  n     ,  (15:8) 47r 

Combining  (15:2)  and  (15:8),  we  get,  for  the  scattering  contribution  to  the  emission  coefficient  jj;W 

j/«)=^   /p.(^',OI.(i^')^'        •  (15:9) 

where  p  is  the  mass  density  of  the  emitting  volume. 

An  atmosphere  for  which  Ji;  =  jj;(^^  is  called  a  scattering  atmosphere.  The  converse  to  this  is  the 
situation  in  which  the  emission  occurs  by  energy  conversion  from  the  matter  field  to  the  radiation  field. 

To  study  this  case,  the  assumption  of  local  thermodynamic  equilibrium  (LTE)  allows  familiar  ideas  of  black 
body  radiation  to  be  applied  (Goody,  1964).  Here  Kirchhoffs  law  is  valid  and  the  ratio  of  coefficients  of 

absorption  and  emission  is  a  universal  function  of  temperature  T  and  frequency,  Bj^  (T),  where 

^^      =  Bj,(T)     ,  (15:10) 
(ciulP) 

The  Planck  function,  B^,  (T),  is  given  by 

Ihv"  1 
Bm  =  ̂^        !    (15:11) 
"^  '       e        exp(hi^/kT>l      ' 

where  h  is  Planck's  constant,  k  is  the  Boltzmann  constant,  and  c  is  the  speed  of  light.  As  discussed  by 
Goody  (1964),  conditions  of  LTE  are  well  satisfied  below  50  km  for  both  microwave  and  infrared 
radiation. 

We  can  now  derive  the  time-independent  equation  of  transfer  (for  an  unpolarized  medium)  by 
requiring  that  the  increase  in  energy  in  a  given  direction  in  a  small  volume  equal  tlie  difference  between 
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total  emission  and  total  extinction dEj; 

(a„  +  Oj,)  Ij,  dAdrdfldt  +  Oj,  Bj;  dVdJ2  dt 

/  pj,  (t',  t)  Ij;  (t')  dn'  dVdndt 

(15:12) 

47r 

or dl: 

~-   =    -(aj,  +  aj;)Ij,  +  ay  Bj; 

+^  /  Tp^  (t',  t)  Ij,  it')  dn' 

(15:13) 

This  equation  is  frequently  expressed  in   a  slightly   different  form  by  introducing  the  optical  distance 

between  points  Pi  and  P2,  Tj,(Pi  ̂ 2)>  where 

Pi 

r^(Pi,P2)  =      /     (ocu  +  Oj,)dx  .  (15:14) 

P2 

As  defined  above,  the  non-negative  quantity,  Tj,,  is  symmetric  in  its  arguments.  In  terms  of  this  variable, 
(15:13)  becomes 

^   =  -Ij,  +  (l-f^)B^+fi;    I  p^(t',t)l^{t')dn'     ,  (15:15) 

-lu  +  ̂U      ' 
(15:16) 

where 

f,^  =  a^lia^  +  Oi,)      ,  (15:17) 

and 

j^  (7)  =  ( 1  -f^)  Bj,  +  f^  /  pj,(t\  t)  i^  it')  dn'    .  ^  J  5 .  J  g^ 

For  an  atmosphere  in  LTE,  f^  =  0,  while  for  a  scattering  atmosphere,  the  source  function,  Jj,,  is  determined 
by  f^,  =  1.  The  formal  solution  to  (15:16)  may  be  shown  to  be  (see  (F15.3) 

Ii,(P,0  =  lt,(P",Oexp[-T^(P",P)] 

r,(P".P)   ̂   (15:19) 
+  /      Ji,(P',s)exp[-rj,(P",P)]dr^. n 
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Figure  15.3    Integration  variables  in  solution  to  radiative  transfer  equation. 

The  physical  meaning  of  (15:19)  is  clear:  the  intensity  of  emission  at  any  point  P  in  direction  s  is  the 

resultant  of  emission  at  all  anterior  points,  P',  reduced  by  the  factor  e'^i''"  '"^  to  account  for  extinction  by 
the  intervening  medium.  Equation  (15:19)  is  only  a  formal  solution  because  in  general,  Jj^  depends  on  the 

intensity  in  all  directions  and  this  is  unknown.  However,  when  }^,  =  Bj;,  the  formal  solution  is  the  exact 
solution  and  is  the  basic  equation  in  a  multitude  of  atmospheric  problems.  Solutions  of  (15:19)  for  a 

scattering  atmosphere,  for  various  types  of  phase  functions,  pj;(s  ̂   are  discussed  by  Chandrasekhar  (1960). 
Analytic  solutions  to  this  equation  when  both  scattering  and  thermal  emission  are  present,  i.e.,  when  0  < 

f^,  <  1,  are  difficult  if  not  impossible  to  obtain. 
For  altitudes  below  about  50  km,  molecular  scattering  is  negligible  and  the  transfer  equation  with 

Jj,  =  Bj;  is  valid  for  a  clear  atmosphere.  However,  when  clouds  are  present,  their  scattering  properties  must 
be  taken  into  account  for  infrared  radiation.  For  many,  but  not  all,  clouds,  scattering  of  microwave  energy 
is  much  less  than  absorption. 

When  scattering  and  emission  are  both  important,  numerical  techniques,  such  as  finite-difference 
methods  (Volchok  and  Chemyak,  1968)  have  given  useful  results  for  a  cloud  layer  above  a  partially 
reflecting  earth  surface. 

To  correctly  formulate  scattering  problems,  polarization  of  the  radiation  field  must  be  taken  into 
account.  As  discussed  by  Chandrasekhar  (1960),  this  can  be  done  by  introducing  tlie  four  Stokes 
parameters  to  completely  describe  the  radiation  and  then  by  deriving,  in  a  similar  manner  to  the  scalar 
unpolarized  problem,  a  matrix  equation  of  transfer.  A  treatment  of  this  equation  is  beyond  the  scope  of 
this  chapter. 

Above,  we  have  considered  the  transfer  of  radiation  through  a  continuous  medium  by  defining 
volume  absorption,  scattering  and  emission  coefficients.  To  describe  the  radiation  properties  of  natural 
surfaces,  it  is  convenient  to  relate  these  properties  to  those  of  a  black  body.  Thus,  for  example,  the 
spectral  power  density,  emitted  into  a  solid  angle  dO.  in  a  direction  s  by  an  area  dA  with  normal  n  is 

dE  -v   -> 
— ^   =  e„B,,dAdf2n  -s,  (15:20) di'dt 

where,  in  general,  the  emissivity  e^  is  a  function  of  direction.  The  corresponding  ability  of  a  body  to 

reflect  or  absorb  energy  is  expressed  in  terms  of  its  reflectivity,  r^,  or  absorptivity,  a^,  and 

a^  =  ej,  =   l-rj,     .  (15:21) 

To  completely  specify  the  reflection  properties  of  a  surface,  the  angular  distribution  of  reflected  energy  in 

the  upper  hemisphere  must  be  given.  A  black  surface  has  a^,  =  e^  =  1. 
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As  discussed  above,  for  an  atmosphere  in  LTE,  the  emission  from  a  volume  or  a  surface  can  be 

related  to  the  universal  function  of  frequency  and  temperature  B^(T).  It  is  common,  especially  in 
microwave  radiometry,  to  describe  a  radiation  field  in  terms  of  an  equivalent  black  body  temperature,  or 
brightness  temperature,  T^jp,  such  that 

lu  =  ̂uCYhu)     ■  (15:22) 

Since  the  intensity  is  a  function  of  frequency  and  viewing  direction,  the  brightness  temperature  will  vary 

accordingly.  Furthermore,  for  the  microwave  region,  in  which  hi'  <  kT,  the  Rayleigh-Jeans  approximation 
to  (15:22)  yields 

I^  =  2  ̂  k  Tb^      ■  (15:23) 

Combining  (15:22)  and  (15:19)  yields 

Tb^  (P,  t)  =  Tbj;  (P",  O  exp(-rj;  (P",  P)) 

T    (P",P)  (15:24) 

+  /  Tb^(P',Oexp[-T^(P',P)]drj,    . 0 

Calculations  of  clear  air  microwave  brightness  looking  downward  from  a  satellite  over  earth  and 

looking  upward  from  earth  are  shown  in  (F15.4).  Absorption  and  emission  profiles  were  determined  from 

atmospheric  temperature  and  density  profiles  given  in  the  1962  US  Standard  atmosphere.  Note  the  depen- 
dence of  the  total  upward  emission  on  surface  emissivity  for  the  fixed  surface  temperatures  assumed  in  these 

calculations.  The  absorption  coefficients  for  the  22.235  GHz  water  vapor  line  and  the  60  GHz  oxygen  band 

were  calculated  from  the  Van  Vleck-Weisskopf  line  shape  (Van  Vleck  and  Weisskopf,  1945).  Above  50  GHz, 
only  calculations  at  53.5,  54.5  and  55.5  GHz  are  shown.  Examination  of  plots  such  as  (F15.4)  indicate 
promising  spectral  regions  for  remote  sensing.  For  example,  microwave  measurements  at  frequencies  below 
about  20  GHz  are  insensitive  to  the  clear  atmosphere  but  are  strongly  affected  by  surface  conditions.  In 
contrast,  measurements  around  22.235  GHz  or  in  the  60  GHz  region  are  potential  sources  of  information 
about  water  vapor  and  temperature  structure.  Similar  considerations  in  the  infrared  have  shown: 

a.  measurements   in    the  4.3   and    15  /jm  bands  of  CO2    can  yield  information   on  vertical 
temperature  structure  (Wark  and  Fleming,  1966); 

b.  measurements   in    the   6.3   ̂ tm   band    of  H2O   and  in   the   9.6  /nm  band   of  O3    provide 
information  on  the  vertical  distribution  of  H2O  and  O3  (Conrath,  1969;  Shafrin,  1970);  and 

c.  measurements  in  spectral  "window"  regions,  such  as  10.5  to  12.5  Mm  can  yield  information 
on  surface  temperature  (Rao,  et  al.,  1971). 

Above,  we  have  discussed  the  generation  and  transfer  of  microwave  and  infrared  electromagnetic 

noise  energy  in  the  atmosphere.  To  apply  measurements  of  this  energy  to  remote  sensing  requires  a 
thorough  understanding  of  instrumental  effects  on  spectral  resolution,  spatial  resolution,  and  angular 
resolution,  and  of  the  contamination  of  the  atmospheric  signal  with  instrumental  noise.  In  the  next  section, 
we  discuss  commonly  used  radiometric  measurement  techniques. 

15.2      Measurement  Techniques 

In  this  section  we  consider  methods  for  the  measurement  of  radiation  in  two  frequency  regions:  the 
microwave,  defined  here  as  extending  from  about  1  to  300  GHz;  and  the  infrared,  extending,  in  terms  of 
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Figure  15.4    Nadir  brightness  temperatures  for  clear  atmosphere. 
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wavelength  from  about  0.7  to  1000  nm.  The  radiometer  is  an  instrument  which  measures  radiant  power 
incident  on  an  aperture.  Since  all  radiometers  measure  the  same  quantity  (perhaps  expressed  in 
different  units),  it  follows  that  all  radiometers  must  be  at  least  somewhat  similar.  We  shall  begin,  therefore, 
by  examining  some  similar  features  of  microwave  and  infrared  radiometers,  and  then  proceed  to  examine 

specific  differences  in  instruments  and  techniques  in  the  two  frequency  regions. 

15.2.1  The  Basic  Radiometer 

The  components  of  the  basic  radiometer  are  shown  in  (F15.5);  they  consist  of  an  energy  collecting 
aperture,  a  detector,  amplifying  electronic  circuitry,  and  a  device  for  recording  the  radiometer  output.  In 
the  microwave  case  the  energy  collecting  aperture  is  an  antenna  while  in  the  infrared  radiometer,  the 
aperture  might  be  a  lens  or  mirror.  The  detector  in  the  infrared  radiometer  directly  converts  the  impinging 
radiation  into  some  easily  measured  quantity,  e.g.,  a  voltage  or  a  change  in  resistance.  The  microwave 
detector  may  also  be  operated  as  a  direct  detector  provided  sufficient  amplification  can  be  achieved  at  the 
signal  frequency  to  yield  a  usable  signal  to  noise  ratio  from  the  detector.  Direct  detection  at  microwave 
frequencies  is  generally  limited  to  appUcations  where  bandwidths  of  the  order  of  several  GHz  may  be 
employed.  In  most  atmospheric  remote  sensing  applications,  the  bandwidths  of  interest  are  relatively 
narrow,  say  100  MHz.  As  a  result,  direct  detection  is  not  feasible  and  the  detector  is  in  reality  a 
superheterodyne  receiving  system  in  which  the  signal  frequency  band  is  translated  to  an  intermediate 
frequency  band  by  mixing  with  a  strong  local  oscillator  source.  The  intermediate  frequency  is  located  in  a 
frequency  region  where  high  gain  and  the  desired  bandwidth  may  be  easily  achieved. 

Since  the  output  recording  scheme  often  depends  upon  the  particular  application,  it  will  not  be 
discussed  in  detail  here.  In  microwave  radiometry  the  output  is  usually  an  electrical  analog  of  the  incident 
radiation  and  thus  may  be  recorded  using  a  variety  of  techniques.  Infrared  radiometry  outputs  may  also  be 
electronic  in  nature,  but  photographic  techniques  are  employed  in  some  instruments. 

15.2.2  Microwave  Radiometers 

In  our  discussion  of  the  techniques  of  microwave  radiometry,  we  will  concentrate  upon  those 
systems  which  employ  the  superheterodyne  receiver  since  this  type  of  system  is  most  likely  to  be  used  in 
atmospheric  remote  sensing.  We  shall  also  assume  that  the  electromagnetic  radiation  of  interest  is 

incoherent  and  has  the  properties  of  noise.  As  shown  in  the  preceeding  section,  the  Rayleigh-Jeans 
approximation  to  the  Planck  function  can  usually  be  made  in  the  microwave  region  so  that  the  brightness 
of  an  emitter  is  linearly  related  to  temperature.  For  these  reasons,  plus  the  fact  (as  we  discuss  below)  the 
noise  power  collected  by  an  antenna  is  equivalent  to  the  noise  temperature  generated  in  a  resistance,  it  is 
customary  to  calibrate  a  microwave  radiometer  in  units  of  temperature. 

The  noise  power,  w,  per  unit  bandwddth  available  at  the  terminals  of  any  resistance  is  given  by 

Nyquist  (1928)  as 

w  =  kT,  (15:25) 

where  k  is  Boltzmann's  constant  and  T  is  the  absolute  temperature  of  the  resistance.  In  the  following 
argument,  we  shall  show  that  the  noise  power  per  unit  bandwidth  collected  by  a  microwave  antenna  is 
given  in  a  similar  manner  by 

w kTa,  (15:25a) 

where  T^  is  the  temperature  of  the  antenna  "radiation  resistance." 
Consider  an  antenna  connected  to  a  resistance  by  a  matched  transmission  line.  Both  antenna  and 

resistance  are  enclosed  in  perfectly  absorbing  surroundings  at  absolute  temperature  Tg  as  shown  (F15.6). 
We  assume  that  the  transmission  line  and  antenna  are  lossless  and  that  all  energy  collected  by  tlie  antenna 
is  absorbed  by  the  resistance.  Since  the  system  is  in  thermal  equilibrium,  it  follows  that  all  energy 
generated  in  the  resistance  must  be  radiated  by  the  antenna.  Therefore,  the  noise  power  collected  by  an 
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Figure  15.5    Basic  radiometer  circuit. 

antenna  is  equivalent  to  the  noise  power  generated  in  the  antenna  radiation  resistance.  The  radiation 
resistance  is,  in  fact,  a  fictitious  resistance  that  represents  the  antenna.  This  argument  leads  to  the  concept 

of  "antenna  temperature"  which  is  defined  as  the  temperature  of  the  antenna  radiation  resistance  required 
to  produce  the  observed  noise  power  available  at  the  antenna  terminals. 

For  the  real  situation  where  the  antenna  is  not  immersed  in  a  blackbody  enclosure,  the  antenna 

noise  temperature,  T^,  is  given  by  the  weighted  average  of  the  noise  temperature  distribution  surrounding 
the  antenna;  this  will  be  discussed  in  greater  detail  in  15.2.2.1,  Antenna  Effects. 

Perfectly    Absorbing     Enclosures 

Temperature    Tq Temperature 

'    To 

>  Resistance 

> 

< 

1 < 
< 
< 
< 

Ant enna 

Figure  15.6    System  used  to  explain  concept  of  antenna  noise  temperature. 

A  typical  microwave  radiometer  is  shown  in  block  form  in  (F15.7);  the  configuration  shown  is  tlie 

"total-pow?er  radiometer"  since  the  antenna  remains  connected  to  tlie  radiometer  during  operation.  The 
sensitivity  of  the  total-power  radiometer  is  defined  as  the  minimum  detectable  temperature  change  referred 
to  some  convenient  reference  plane,  normally  the  radiometer  input  terminal.  The  sensitivity  AT^in  'S 
determined  by  the  system  characteristics  according  to  Kraus  (1966) 

AT, 

(Tr  +  Ta) 
(15:26) 

where  T^  is  the  effective  noise  temperature  of  tlie  radiometer,  T^  is  the  antenna  temperature,  B  is  the 
pre-detection  bandwidth,  r  is  the  integration  time,  and  C  is  a  detectabiiity  constant. 
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Figure  15.7    Total  power  microwave  radiometer. 

The  effective  radiometer  noise  temperature,  Tj-,  is  a  measure  of  the  internally  generated  receiver 
noise  caused  by  resistive  losses  in  transmission  Unes,  and  noise  generated  in  the  preamplifier,  mixer,  and 

other  components.  Since  the  antenna  temperature,  T^,  and  Tj.  have  similar  characteristics,  they  add  to  yield 
a  system  noise  temperature  that  is  a  fundamental  Umitation  to  the  achievable  radiometer  sensitivity.  The 

voltage  output,  Vq,  of  the  total-power  radiometer  is  proportional  to  the  noise  power  incident  upon  the 
square-law  detector,  i.e., 

Vo  =  C,k(Ta  +  Tr)BGo (15:27) 

where  Ci  is  a  proportionality  constant,  Gq  is  the  predetection  gain,  and  the  other  terms  are  defined  in 

(15:26).  Since  the  detector  is  unable  to  distinguish  between  a  change  in  T^  or  Tj-,  the  total-power  system 
must  employ  some  method  of  monitoring  the  magnitude  of  Tj.  in  order  to  make  accurate  measurements  of 
Ta- 

The  classical  radiometer  equation  (15:26)  is  strictly  valid  only  if  the  predetection  radiometer  gain 
remains  constant.  In  practice  (15:26)  must  be  modified  to  account  for  the  inevitable  gain  variations.  Since 
gain  variations  are  not  correlated  with  radiometer  output  fluctuations  caused  by  system  noise,  the  actual 
sensitivity  equation  may  be  written  as  (Kraus,  1966) 

AT, 
=  C(Tr  +  Ta) 

V^.'
 

H^) (15:28) 

where  AG  represents  the  effective  value  of  pre-detection  gain  fluctuations,  Gq  is  the  total  pre-detection 

gain,  and  the  other  terms  are  as  previously  defined.  The  "switching  radiometer"  first  described  by  Dicke 
(1946)  was  developed  to  reduce  the  effect  of  low  frequency  gain  variations  (see  F15.8).  The  radiometer 
input  is  switched  between  the  antenna  and  the  reference  termination  at  a  rate  which  is  sufficiently  removed 
from  the  spectrum  of  gain  variations  that  their  effects  may  be  largely  ignored.  The  switching  frequency  is 
usually  in  the  range  from  30  Hz  to  2  KHz.  The  reference  termination  may  be  either  an  actual  waveguide  or 
transmission  line  load  or,  in  some  cases,  the  thermal  emission  from  the  modulator  in  its  highly  attenuating 

position.  An  example  of  the  latter  type  is  the  rotary  waveguide  attenuator.  The  physical  temperature  of  the 
reference  termination  should  be  controlled  to  maintain  a  constant  emission  temperature.  The  radiometer 

output  in  the  switched  mode  is  proportional  to  the  difference  in  the  noise  temperature  of  the  antenna  and 
the  reference  termination,  i.e., 

Vo  =  C2k(Ta-Tt)BGo (15:29) 



Measurement  Techniques 
15-11 

PHASE 

GENERATOR 
\ 
/ \ 

MODULATOR PREAMPLIFIER 
MIXER 

IF 

AMPLIFIER 

SQUARE    LAW 

DETECTOR 

PHASE 

DETECTOR 

AND  INTEGRATOR 

REFERENCE 

TERMINATION 

LOCAL 

OSCILLATOR 
RECORDER 

Figure  15.8.  Switched  microwave  radiometer. 
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Figure  15.9    Microwave  radiometer  with  noise  adding  circuitry. 

where  C2  is  a  proportionality  constant,  k  is  Boltzmann's  constant,  Tg  and  Tf  are  the  antenna  and  reference 
termination  noise  temperatures,  respectively,  B  is  the  predetection  bandwidtli,  and  Gq  is  the  predetection 
gain.  Since  only  differences  in  antenna  and  reference  temperatures  are  detected  in  tlie  switched  radiometer, 
continuous  monitoring  of  the  effective  radiometer  noise  temperature  is  not  required  and  the  equipment  is 
considerably  less  complicated  than  for  the  total-power  system. 



Square  Wave 
2.0 

Sine  Wave 2.22 
Sine  Wave 2.83 
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Table  15.1.  Modulation  constant  M  for  various  switching  waveforms. 

Modulation  Waveform  Detection  Waveform  M 

Square  Wave 

Square  Wave 
Sine  Wave 

Gain  variations  AG  now  cause  an  output  fluctuation  given  by 

AVo  =  C3(Ta-Tt)^  (15:30) 

where  C3  is  a  proportionality  constant  and  the  other  quantities  are  defined  above.  Thus,  if  T^  and  Tj  are 
made  equal,  gain  fluctuations  will  not  affect  the  radiometer  output.  Since  the  anteima  temperature  is 

colder  than  the  reference  source  in  most  applications,  the  usual  method  of  equalizing  T^  and  T^  is  to  add 
noise  to  the  antenna  signal;  the  method  is  shown  in  (F15:9).  Inasmuch  as  th?  noise  adding  circuitry  is  in 
effect  a  calibration  device,  and  indeed  in  some  systems  is  used  only  in  radiometer  calibration,  we  shall 

henceforth  call  it  a  calibration  circuit.  Noise  sources  in  the  microwave  region  are  either  gas  discharge  tubes 
or  diode  noise  generators.  The  magnitude  of  the  added  noise  is  varied  by  means  of  the  precision  variable 

attenuator.  The  excess  noise  temperature,  Tg,  added  through  the  noise  circuitry  is 

T,  =  'i^>  (,5:3,) 

^d^at 

where   T„  -      the  effective  noise  temperature  of  the  noise  generator, 

Tq  =     the  ambient  temperature  of  the  calibration  circuitry, 
C^  =     coupling  factor  of  the  directional  coupler,  defined  as  the  ratio  of  the  input  power  to  the 

directional  coupler  to  the  output  power  from  the  auxiliary  arm,  and 

Lg^  =  resistive  loss  factor  (ratio  of  input  power  to  output  power)  of  the  precision  attenuator  and 
connecting  wave-guide  in  the  calibration  circuitry. 

The  noise  adding  scheme  offers  a  convenient  and  accurate  means  of  relating  antenna  temperature  to  the 
amount  of  noise  required  to  zero  the  radiometer  output.  Assuming  that  the  terms  in  (15:30)  and  the  loss 

factor  and  physical  temperature  of  the  waveguide  before  the  modulator  are  known,  T^  can  be  related  to 

the  setting  of  the  variable  attenuator  in  the  calibration  circuit.  This  is  the  basis  for  the  so-called  "null 

balance"  operating  mode  in  which  the  value  of  attenuation  required  to  obtain  zero  radiometer  output  is 
recorded  rather  than  the  phase  detector  output  voltage.  The  radiometer  output  may  be  set  to  zero  either 
manually  or  automatically  by  means  of  a  servo  system. 

The  sensitivity  of  the  switched  radiometer  is  poorer  than  that  of  the  total-power  radiometer  by  a 
factor  of  at  least  2;  the  theoretical  sensitivity  depends  upon  the  switching  waveform  as  well  as  the 

reference  waveform  appUed  to  the  phase  detector.  Assuming  a  balanced  radiometer  (i.e.,  Tg  =  T^),  the 
theoretical  sensitivity  is  given  by 

^j    .    ̂ ^J-IaUA  (15:32) "'mm      "^^      rr— 

yj    BT 

where  M  is  a  constant  that  depends  upon  the  modulation  used  and  other  quantities  are  as  defined  for 
(15:25).  The  following  table  after  Kraus  (1966)  lists  M  for  several  modulation  and  phase  detection 
waveforms. 
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One  method  of  radiometer  calibration  has  been  mentioned  above  in  our  discussion  of  null-balanced 

operation.  In  many  appUcations  it  may  neither  be  desirable  nor  feasible  to  operate  in  the  null  balanced 

mode,  e.g.,  if  a  servo  system  is  not  available,  or  for  wideband  multi-spectral  measurements  where  Tg  varies 
with  frequency.  In  this  event,  calibration  may  be  accomplished  by  replacing  the  antenna  with  a  source  of 
known  noise  temperature,  e.g.,  a  Hquid  nitrogen  cooled  termination,  or  a  heated  termination.  Varying 
amounts  of  noise  are  then  added  via  the  calibration  circuit  to  provide  incremental  calibration  of  the 
radiometer  output. 

In  order  to  calculate  the  noise  added  to  the  system,  we  must  know  not  only  the  resistive  loss 

factors  of  the  precision  attenuator  and  connecting  waveguide  sections,  but  the  physical  temperature  of 
these  losses  as  well.  Most  radiometric  systems  control  the  temperature  of  critical  components  and  in 
addition  monitor  and  sense  their  physical  temperature  by  means  of  thermistor  probes.  The  waveguide  loss 
factors  can  be  measured  in  the  laboratory.  By  careful  measurement  and  analysis,  it  is  possible  to  measure 
antenna  temperature  with  an  accuracy  of  the  order  of  1  or  2  K.  We  now  turn  to  the  problem  of  converting 
antenna  temperature  to  brightness  temperature. 

15.2.2.1    Antenna  Effects 

The  quantity  required  as  input  data  for  the  remote  sensing  inversion  schemes  discussed  in  15.3  is 
the  brightness  temperature  in  a  given  direction.  However,  the  quantity  measured  by  the  radiometer  is  the 
net  antenna  temperature  determined  by  the  weighted  average  of  the  brightness  temperature  distribution  in 
the  sphere  surrounding  the  antenna,  i.e.. 

Ta  =  ̂     /      G(^)Tb(fi)d^  (15:33) 

where  0(12)  =  the  antenna  gain  in  the  direction  of  the  solid  angle,  O,  and  T^(n)  =  the  brightness  temperature 
from  this  direction.  Antenna  power  patterns  are  determined  by  the  diffraction  pattern  of  the  antenna 
aperture.  Directional  antennas  have  patterns  that  peak  in  a  primary  direction  (i.e.,  the  main  beam)  with  many 
secondary,  less  intense,  maxima. 

For  convenience  of  analysis,  (15;33)  may  be  rewritten  as  the  sum  of  two  integrals:  the  first  shall  be 
taken  over  the  main  beam  region  of  the  antenna  pattern  while  the  second  is  taken  over  the  remainder  of 
the  pattern.  Solving  for  the  brightness  temperature  integrated  over  the  main  beam  we  obtain 

Tbm  =  /G(n)  Tb  (fi)  ̂   =  Ta  -lan)  Tu  (fi)  ̂   (15:34) mam  47r  remamder       4Tr 

For  a  radiometric  system  pointing  toward  the  earth  from  space,  the  T^  to  T^  conversion  problem  is 

fairly  simple  since  the  brightness  temperature  distribution  in  the  back  and  side  lobe  regions  of  the  antenna 

is  the  radiation  from  cold  space.  In  the  case  of  a  ground-based  radiometer  where  the  back  and  side  lobes 
are  illuminated  by  the  atmosphere  and  ground  and  where  the  antenna  pointing  angle  may  be  variable,  tlie 

conversion  process  is  considerably  more  involved.  The  difficulty  of  the  conversion  problem  depends  in  large 

part  upon  the  performance  of  the  antenna;  the  important  figure  of  merit  for  our  purpose  is  tlie  antenna 

beam  efficiency:  the  ratio  of  power  contained  in  tiie  main  beam  to  the  total  power  collected  by  the 

antenna.  The  difficulty  of  converting  T^  to  Tj,  is  clearly  inversely  proportional  to  the  beam  efficiency. 

Many  remote  sensing  applications  require  high  angular  resolution  so  that  the  large  aperture-wavelength 
ratios  which  are  necessary  inherently  result  in  fairly  high  beam  efficiencies.  Another  method  tliat  may  be 

used  to  maximize  the  beam  efficiency  is  to  employ  reflector  antennas  which  minimize  direct  radiation  into 
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Figure  15.10.  Single  pass  monochromator. 
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Figure  15.11     Michelson  interferometer. 
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Figure  15.12    Four  frequency  5  mm  radiometer. 
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the  antenna  feed;  an  example  of  this  type  of  arrangement  is  the  hog-horn  antenna  (see  F15.13).  Of  course, 
the  optimum  antenna  configuration  must  be  based  upon  the  particular  application. 

In  practice,  the  antenna  temperature  brightness-temperature  characteristic  for  a  particular  antenna 
system  is  estimated  by  numerically  integrating  (15:33).  Since  the  antenna  pattern  is  usually  measured  only 
in  the  two  principal  planes,  it  is  often  necessary  to  make  some  assumption  about  the  antenna  response  in 

intermediate  planes.  The  distribution  of  brightness  temperature  can  usually  be  very  closely  approximated 
from  knowledge  of  the  atmospheric  absorption  (and  hence  emission)  properties  at  the  frequency  of 
operation  and  the  variation  of  atmospheric  temperature  with  height.  Suitable  assumptions  regarding  the 
emissivity  of  the  ground  must  also  be  made.  If  the  radiometric  system  is  to  be  pointed  at  different  angles, 

(15:33)  should  be  evaluated  at  all  angles  likely  to  be  used.  The  results  of  this  study  wall  determine  the 
actual  technique  required  to  convert  from  antenna  to  brightness  temperature.  Provided  the  beam  efficiency 
is  fairly  high,  it  may  be  feasible  to  make  the  conversion  at  each  angle  using  a  simple  correction  factor 
based  upon  a  single  evaluation  of  (15:33). 

Variations  in  the  basic  microwave  radiometer  are  generally  made  to  achieve  either  spatial  resolution 
of  radiation  sources  or  to  measure  the  variation  of  radiation  as  a  function  of  signal  frequency.  Some 
radiometers  may  obtain  resolution  in  both  quantities  simultaneously.  Spectral  resolution  can  be  considered 

from  large  and  small-scale  viewpoints.  For  example,  large-scale  spectral  resolution  would  be  the  variation 

with  signal  frequency  of  the  total  power  contained  in  the  intermediate  frequency  (IF)  pass-band.  Spectral 
resolution  on  the  small  scale  would  be  the  variation  of  the  power  in  relatively  narrow  bandwidths  within 

the  IF  pass-band  at  a  fixed  signal  frequency. 
Large  scale  resolution  in  spectral  power  can  be  obtained  in  a  variety  of  ways.  In  the  simplest  case, 

the  local  oscillator  frequency  may  be  changed  in  a  systematic  manner  while  the  radiometer  output  is 
recorded.  In  more  sophisticated  systems,  several  radiometers  may  be  operated  simultaneously  from  a 
common  antenna  through  suitable  coupling  networks.  Where  measurements  are  to  be  made  at  widely 
spaced  frequencies,  two  or  more  basic  radiometers  may  be  operated  from  a  single  antenna  using  suitable 
channel  separation  filters  working  at  the  signal  frequency.  An  alternate  method  is  to  perform  the  separation 
into  individual  frequency  bands  at  the  intermediate  frequency;  the  division  may  be  accomplished  through 
either  a  second  conversion  to  a  new  intermediate  frequency  of  narrow  bandwidth  or  by  active  or  passive 
filtering  by  means  of  tuned  circuits.  The  latter  method  is  most  suitable  when  measurements  are  desired  in 
relatively  narrow  frequency  intervals  within  a  fairly  small  IF  bandwidth,  e.g.,  lOOMHz  or  so. 

Provided  the  separation  between  individual  frequency  bands  is  not  too  great,  calibration  of 

multi-frequency  radiometers  can  be  performed  in  a  manner  similar  to  that  described  earlier  for  the  single 
frequency  radiometer.  The  major  requirement  is  that  the  calibration  noise  source  have  a  known  output  over 
all  frequencies  of  operation;  in  general,  this  requirement  limits  use  of  a  single  calibration  source  to  a  given 
standard  waveguide  band  when  gas  discharge  tube  calibration  sources  are  used.  Of  course,  waveguide 

resistive  losses  and  transmission-reflection  characteristics  must  be  accurately  known  for  all  frequencies.  A 

block  diagram  of  a  multi-frequency  radiometer  is  shown  in  15.3. 
Angular  resolution  in  the  microwave  region  is  determined  by  the  size  of  the  antenna  aperture. 

Where  resolution  of  radiation  sources  over  an  area  is  desired,  the  antenna  main  beam  is  scanned  over  the 

area  either  mechanically  or  electrically;  the  most  common  scanning  method  is  the  mechanically  driven 
raster  scan.  The  antenna  temperature  at  each  poinfing  angle  is  given  by  (15:33).  When  the  antenna  main 
beam  efficiency  is  not  high,  determination  of  brightness  temperature  may  be  subject  to  serious  error 
because  of  the  variation  of  radiation  into  back  and  side  lobes  with  movement  of  the  antenna.  It  is  essential, 

therefore,  that  high  quality  antennas  be  used  in  ground-based  scanning  appUcations. 

15.2.3  Infrared  Radiometers 

In  schematic  form,  the  infrared  (IR)  radiometer  is  considerably  less  complicated  than  a  microwave 

radiometer;  thus  the  diagram  shown  in  (FI5.5)  is  a  fairly  adequate  representation  of  a  so-called  "E)C" 
radiometer.  The  IR  "DC"  radiometer  does  not  employ  switching  between  signal  and  a  reference  and  is 
analogous  to  the  total  power  microwave  radiometer.  By  inserting  a  chopper  between  the  input  aperture  and 
the  detector  we  obtain  the  basic  schematic  of  tlie  more  typical  IR  radiometer.  Use  of  chopping,  of  course, 

is  the  exact  counterpart  of  tlie  Dicke  microwave  radiometer  and  is  employed,  as  we  shall  point  out  later, 
for  some  of  the  same  reasons.  With  these  similar  features  in  mind,  we  now  examine  some  of  the  details  of 
IR  radiometers. 
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Figure  15.13    Four  frequency  radiometer  and  conical  horn  antenna. 

Following  the  pattern  used  in  our  discussion  of  the  microwave  radiometer,  we  begin  with  detectors 
of  IR  radiation.  However,  in  order  to  clarify  our  discussion,  we  shall  first  point  out  tlie  customary  division 

into  sub-bands  within  the  IR  spectrum  extending  from  0.72  to  1000  nm.  Within  this  spectrum  tliree 
subdivisions  are  usually  made: 

Near  IR 
Middle  IR 

Far  IR 

0.72  to  1.5  urn 
1.5  to  5.6  jsm 

5.6  to  1000  Aim 
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These  spectral  divisions  have  been  made  somewhat  arbitrarily  as  the  result  of  detector  and  optical 
development  (Hackforth,  1960).  A  spectral  region  is  sometimes  referred  to  in  terms  of  the  detector  most 

widely  used  in  the  region.  For  example,  the  term  "lead  sulfide  region"  is  fairly  common  and  implies  that 
part  of  the  IR  spectrum  from  about  1  to  3  jum.  While  we  do  not  advocate  this  rather  vague  system  of 
classification,  the  reader  should  be  aware  of  the  practice. 

Infrared  detectors  are  divided  into  two  major  types:  thermal  detectors  and  quantum  detectors. 
Examples  of  thermal  detectors  are  thermocouples,  thermistors,  bolometers,  the  Golay  (pneumatic)  cell  and 
the  relatively  new  pyroelectric  detector.  As  implied  by  the  name,  thermal  detectors  experience  some  change 
in  their  characteristics,  i.e.,  voltage  output,  resistance,  gas  pressure,  electrostatic  charge,  as  a  result  of 
heating  caused  by  incident  radiation.  Thermal  detectors  are  characterized  by  their  uniform  response  over 
wide  spectral  intervals  and  their  usefullness  in  the  far  IR  region.  Although  operable  over  the  entire  IR 

spectrum,  thermal  detectors  are  less  sensitive  in  the  near-IR  and  middle-IR  bands.  Since  they  operate  on 

the  basis  of  self-heating,  the  response  time  of  thermal  detectors  is  longer  than  for  quantum  detectors  and 
varies  from  3  or  4  milliseconds  to  several  seconds. 

Quantum  detectors  operate  by  directly  changing  their  characteristics  through  absorption  of  photons 
when  irradiated.  For  example,  absorption  of  photons  may  result  in  a  change  in  conductivity  of  a 
semiconductor  through  electron  excitation;  this  type  of  detector  is  the  well  known  photoconductor.  Other 
quantum  detectors  include  the  photoemissive  type  which  emit  electrons  when  irradiated,  and  photovoltaic 
detectors  which  generate  a  voltage  between  two  conductors  when  irradiated.  Because  of  the  frequency 
dependent  nature  of  the  photon  absorption  process  and  resultant  affinity  for  operation  in  relatively  narrow 
spectral  bands,  quantum  detectors  are  often  called  selective  detectors.  Photoemissive  devices  are  used 
mainly  in  the  visible  and  near  IR  bands.  In  general,  photoconductive  and  photovoltaic  IR  detectors  find 
greatest  use  in  the  middle  IR  region  although  by  cooling  some  units  to  neariy  4K,  operation  may  be 

extended  to  30  or  40  fim  (Wolfe,  1965).  Since  this  class  of  detectors  does  not  operate  by  self-heating, 
response  times  are  typically  2  or  3  orders  of  magnitude  faster  than  for  thermal  detectors. 

A  number  of  methods  of  quantitatively  measuring  the  performance  of  IR  detectors  have  evolved 
over  the  years.  Since  the  manner  in  which  the  detector  is  used  and  the  characteristics  of  the  radiation  of 

interest  have  such  an  important  influence  upon  how  the  detector  is  calibrated,  the  use  of  a  uniform  figure 
of  merit  for  intercomparison  of  detector  performance  has  been  slow  to  develop.  The  most  common 

measures  of  performance  in  present  use  are  hsted  below;  a  more  comprehensive  list  of  performance 
descriptors  is  given  by  (Wolfe,  1965). 

Noise  equivalent  power  —  The  noise  equivalent  power,  NEP,  is  defined  as  that  quantity  of  radiation  that 
produces  a  rms  detector  output  equal  to  the  rms  output  caused  by  detector  noise. 

Detectivity  -  The  detectivity,  D,  is  defined  as  the  signal  to  noise  ratio  per  unit  of  input  radiation.  D  is  the 
reciprocal  of  the  NEP. 

Responsivity  -  The  responsivity,  R,  is  defined  as  the  detector  output  per  unit  quantity  of  incident 
radiation.  For  electrical  detectors,  the  units  of  responsivity  might  be  volts/watt. 

In  these  definitions  we  have  assumed  unit  detector  area  and  unit  frequency  interval.  In  practice  these 
quanfities  must  be  stated  in  more  specific  terms.  For  example,  calibrafion  conditions,  i.e.,  the  measured 
detector  spectral  response,  detector  area,  the  modulation  frequency,  and  the  measurement  bandwidth  must 
be  specified.  If  the  detector  performance  is  measured  using  a  blackbody  source,  the  relarive  spectral 
response  of  the  detector  should  be  stated.  When  this  information  is  combined  with  knowledge  of  the 

blackbody  source  temperature  and  theorefical  spectrum,  the  detector's  absolute  spectral  response  may  be 
determined  in  a  straightforward  manner. 

Jones  (1959)  advocates  use  of  a  specific  detectivity,  D*,  which  removes  the  areal  and  amplifier 
bandwidth  dependencies  from  the  detectivity,  D.  The  specific  detectivity  is  defined  as 

D*  (X,  fo)  =  DaJ  ('^O^  05:35) 
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where   D  =  detectivity  in  watts"'  , 
A(j  =  detector  area  in  cnf ' , 
Af  =  measurement  bandwidth  in  Hz, 

X     =  wavelength  of  incident  radiation,  and 

fo  =  chopper  frequency. 

The  specific  detectivity  simpUfies  comparison  of  detectors  having  different  areas  but  should  be  used  with 
caution  since  the  expression  assumes  a  uniform  response  over  the  surface  area  of  the  detector.  Since  the 
response  of  many  detectors  does,  in  fact,  vary  across  their  surface,  it  is  possible  that  comparisons  based 

upon  D*  may  be  subject  to  error.  It  should  also  be  borne  in  mind  that  D*  may  not  be  proportional  to 

A(j^  in  some  detectors. 
Table  (15.2)  Hsts  the  performance  of  several  detectors  used  in  the  IR  spectrum.  The  table  is  not 

intended  to  be  a  comprehensive  list  but  rather  is  intended  to  illustrate  performance  differences  between  the 

two  major  types  of  IR  detectors.  The  table  is  based  upon  information  contained  in  Jamieson,  et  al.  (1963). 

Table  15.2.  Performance  of  typical  infrared  detectors. 

Detector Operating Wavelength 

D* 

Response 
Type Temperature of  Maximum 

Xp,  900 

Time 

(K) Response 

(Mm) 
(cm  Hz^w"' ) 

(s) 

Lead'  Sulfide 295 2.5 

10'' 
2x10"*

 

Lead  Sulfide 195 2.7 

3x10" 

2x10"^
 

Lead  Sulfide 
77 

3.2 

1.2x10" 

3x10"'
 

Thermistor 295 Flat 

8x10' 

2x10"'
' 

Thermocouple 295 Flat 

2x10* 

1.5x10"^ 

Golay  CeU 295 Flat 

2x10' 

1.5x10"^ 

Pyroelectric 295 Flat 

5x10* 

10-'
 

The  ultimate  limit  to  IR  detector  performance  is,  of  course,  noise.  The  source  of  the  limiting  noise 
may  be  external  to  the  detector,  i.e.,  background  noise,  or  internal  to  the  detector.  Some  internal  noise 

sources  include  the  usual  Johnson  noise,  shot  noise,  current  noise,  etc.  An  additional  type  of  noise 
occurring  in  quantum  detectors  is  photon  noise,  i.e.,  noise  generated  by  fluctuations  in  the  rate  of  photon 

absorption  by  the  detector.  Many  quantum  detectors  are  capable  of  performance  Umited  only  by  radiation 
noise  from  the  background.  The  basic  limit  to  the  performance  of  thermal  detectors,  however,  is  Johnson 
noise. 

In  a  manner  analogous  to  the  Dicke  radiometer  used  in  the  microwave  region,  infrared  radiometers 

employ  chopping  (modulation)  of  the  IR  signal  to  reduce  gain  instabilities  caused  by  drift  in  d.c.  amplifiers 
following  the  detector  as  well  as  to  provide  a  controlled  reference  radiation  level.  Chopping  may  also  be 
used  for  spatial  filtering  and/or  background  discrimination.  In  atmospheric  remote  sensing,  or  when 
measuring  radiation  from  extended  rather  than  point  sources,  the  use  of  chopping  for  spatial  filtering  is  not 
common.  We  shall  therefore  limit  our  present  discussion  to  the  use  of  chopping  for  improved  radiometer 
stability  and  to  generate  a  reference  level.  Spatial  discrimination  by  means  of  chopping  will  be  discussed 
later. 

The  reference  radiation  level  is  the  incident  radiation  that  produces  a  zero  level  in  the  radiometer 
output.  The  chopper  used  in  the  IR  radiometer  may  generate  the  reference  level  if  the  emissivity  of  the 
chopper  blades  is  quite  high;  the  usual  procedure  is  to  blacken  the  chopper  blades  to  obtain  a  higli 

emission.  The  self-emission  method  finds  greatest  application  in  tlie  near  IR  spectral  region  where  thermal 
radiation  from  instrument  components  is  not  a  serious  problem.  At  longer  wavelengths,  tlie  metliod  may 

not  be  satisfactory  because  non-uniformity  in  chopper  blade  temperature  and  emissivity  may  make 
determination  of  the  exact  reference  radiation  level  extremely  difficult. 
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A  second  technique  is  to  make  the  chopper  blades  highly  reflecting  and  to  utilize  an  optical 
arrangement  that  causes  the  chopper  blades  to  reflect  the  radiation  from  a  blackbody  source  onto  the  IR 
detector.  A  useful  feature  of  this  method  is  that  the  temperature  of  the  blackbody  source  may  be  easily 

controlled  to  vary  the  reference  level;  thus  the  radiometer  can  be  operated  in  a  null-balance  mode.  Extreme 
caution  must  be  taken  to  insure  that  only  radiation  from  the  blackbody  is  reflected  into  the  detector  to 
insure  that  the  reference  level  is  indeed  determined  by  the  temperature  of  the  blackbody.  It  may  also  be 

necessary  to  compensate  for  differences  in  solid  angles  through  which  the  signal  source  and  the  reference 
source  illuminate  the  detector. 

In  most  IR  radiometers  the  chopper  is  located  between  the  collecting  aperture  and  the  detector.  If  a 

field  stop  is  used  in  front  of  the  detector,  the  chopper  is  located  before  the  stop  so  that  radiation  from 
chopper  blades  or  the  collecting  aperture  arrives  at  the  detector  only  through  the  field  stop.  Ideally,  filters 
should  be  located  between  the  chopper  and  detector  so  that  any  radiation  from  the  filter  will  not  be 
chopped  and  thus  will  not  contribute  to  the  signal. 

The  problem  of  stray  radiation  from  filters  and  other  radiometer  components  is  somewhat  similar  to 

that  of  converting  antenna  temperature  to  brightness  temperature  in  microwave  radiometry.  While  the  field 
of  view  is  much  more  limited  in  the  IR  region  than  at  microwaves  so  that  radiafion  into  side  lobe  regions 

can  usually  be  ignored,  thermal  radiation  from  components  can  cause  errors  in  the  radiant  quantity  being 
measured.  Since  corrections  for  stray  radiation  by  calculation  are  nearly  impossible,  extremely  good  optical 

design  must  be  employed  to  prevent  undesired  thermal  radiation  from  contaminating  the  signal  of  interest. 
In  our  earlier  discussion  we  considered  IR  detector  performance  chiefly  from  the  point  of  view  of 

comparing  the  merits  of  different  types  of  detectors  for  use  in  a  given  application.  We  now  turn  to  the 
ultimate  system  problem:  the  calibration  of  the  total  instrument.  Realizing  that  instrument  calibration 
depends  not  only  upon  how  the  device  is  constructed  and  is  operated  but  also  upon  the  radiant  quantity  to 
be  measured,  we  shall  be  forced  to  limit  our  discussion  to  general  principles  and  considerations. 

There  are  three  basic  characteristics  of  any  radiometer  that  must  be  known  to  interpret  the  results 
of  radiafion  measurements:  the  responsivity,  the  reference  level  to  which  the  incident  radiation  is 

compared,  and  the  detectivity.  In  some  applications  where  the  signal-to-noise  ratio  is  considerably  greater 
than  unity,  it  may  not  be  necessary  to  know  the  detectivity  extremely  accurately;  in  the  majority  of 
applications,  however,  the  responsivity  and  the  reference  radiation  level  must  be  accurately  knovm.  We  have 
previously  discussed  techniques  for  generating  the  reference  radiation  level  and  shall  assume  that  the 
reference  is  known  unambiguously.  In  the  following  sections  we  emphasize  measurement  of  the  responsivity 
and  briefly  consider  the  instrument  detectivity. 

The  responsivity  of  a  radiometer  is  the  output  per  unit  quantity  of  incident  radiation  as  a  function 
of  the  following  characteristics:  power  level,  wavelength,  spatial  variations,  temporal  fluctuations,  and 
polarizafion.  The  unit  in  which  the  radiometer  is  cahbrated  depends  upon  the  applicafion.  For  example,  if 
the  radiometer  is  to  measure  radiation  from  a  near  point  source,  the  appropriate  unit  is  power  per  unit 

solid  angle.  If  isotropic  extended  sources  are  being  measured,  the  appropriate  unit  is  radiance,  or  power  per 
unit  solid  angle  per  unit  area.  Other  radiometric  quantities  can  also  be  used;  some  of  the  more  common 
radiometric  units  are  listed  in  (T15.3)  after  Bell  (1959).  The  radiance  is  sometimes  expressed  in  terms  of 
temperature,  although  to  be  correct,  the  source  temperature  defines  the  radiance  for  blackbodies  only;  for 

this  reason,  many  workers  discourage  the  practice  of  calibrating  IR  radiometers  in  temperature  units. 

However,  in  applications  such  as  atmospheric  remote  sensing  in  which  we  are  interested  in  non-coherent 
thermal  radiation,  calibration  in  temperature  units  is  proper.  It  should  be  emphasized  tliat  careful  attention 
must  be  given  to  any  spectral  characteristic  that  might  affect  the  temperature  caUbration.  When  possible, 
the  calibration  source  should  have  the  same  spectral  distribution  as  the  signal  source. 

With  this  brief  introduction,  we  shall  examine  calibration  of  the  instrument  in  terms  of  the  specific 

parameters  listed  above.  Where  appropriate,  parallels  between  IR  and  microwave  radiometric  methods  will 
be  indicated. 

Wavelength 

The  spectral  responsivity  of  IR  radiometers  should  be  determined  by  direct  measurement  as  opposed 
to  calculation  from  piecewise  knowledge  of  the  spectral  characteristics  of  the  detector  and  the  optical 
system  including  any  filters.  Spectral  responsivity  should  be  measured  using  a  variable  wavelength  source  of 
high  spectral  purity;  the  output  of  tlie  calibration  source  as  a  function  of  wavelength,  of  course,  must  be 
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known.  The  output  of  the  source,  probably  a  monochromator,  is  usually  measured  with  a  reference 
detector  whose  responsivity  is  relatively  independent  of  wavelength.  Therefore,  the  radiometer  is  actually 
calibrated  relative  to  the  reference  detector.  In  general  it  is  not  practical  to  obtain  absolute  spectral 
calibrations  when  using  a  monochromator  since  the  beam  geometry  will  not  be  of  the  required  area  and 
solid  angle.  Absolute  calibrations  are  customarily  made  at  a  few  wavelengths  employing  a  blackbody  source 
and  filters  to  limit  the  bandwidth  of  the  radiation  incident  upon  the  radiometer.  The  possibility  that 
instrument  spectral  responses  exist  outside  the  region  of  maximum  responsivity  should  be  investigated. 

At  microwave  frequencies,  the  spectral  response  is  determined  by  the  local  oscillator  frequency  and 
the  IF  amplifier  characteristics.  Because  of  relation  15:25,  calibration  of  microwave  spectral  responsivity  is 
considerably  less  compUcated  than  in  the  IR  case;  in  fact,  at  a  given  local  oscillator  frequency,  the  effect  of 

the  IF  passband  is  automatically  taken  into  account  when  using  the  noise  source  calibration  technique. 
Spurious  frequency  responses  must  be  considered  for  microwave  as  well  as  for  IR  radiometers. 

Power  Level 

In  applications  where  the  radiant  power  level  is  variable,  the  detector  output  versus  incident  power 
level  must  be  determined.  Ideally,  the  calibration  should  be  made  over  the  full  range  from  threshold  of 
detectability  to  detector  saturation.  It  is  extremely  important  when  making  Unearity  tests  of  IR 

radiometers  that  the  level  of  the  incident  radiation  is  varied  in  such  a  manner  that  the  instrument  output 
changes  unambiguously,  e.g.,  not  as  the  result  of  a  change  in  the  size  of  the  image  in  the  detector.  Perhaps 
the  most  satisfactory  way  of  varying  the  power  of  the  radiation  incident  upon  the  radiometer  is  to  employ 
a  collimator  and  precision  absorbing  filters  which  remove  known  fractions  from  the  incident  beam.  Any 
variation  in  spatial  responsivity  must  be  taken  into  account  when  using  this  technique. 

Variation  of  the  power  level  when  calibrating  the  microwave  radiometer  has  already  been  discussed. 

Spatial  Responsivity 
The  spatial  responsivity  does  not  require  measurement  when  the  incident  radiation  completely  fills 

the  receiving  aperture  during  both  calibration  and  measurement;  however,  the  possibility  that  radiation  may 
be  scattered  into  the  radiometer  detector  from  sources  outside  the  field  of  view  of  the  radiometer  must 

always  be  investigated.  As  mentioned  earlier,  such  external  source  contributions  can  usually  be  held  to 

small  values  \fj  good  optical  design.  When  necessary,  spatial  responsivity  can  be  measured  by  employing  a 
small  movable  source  located  at  the  correct  distance  from  the  radiometer  so  that  the  source  image  is 

sharply  focussed  on  the  field  stop.  The  radiometer  output  is  then  measured  for  different  positions  of  the 
source  relative  to  some  convenient  set  of  reference  axes. 

The  spafial  responsivity  of  the  microwave  radiometer  is  determined  by  the  antenna  power  pattern. 
Response  of  the  instrument  to  radiation  sources  located  anywhere  in  the  sphere  surrounding  the  antenna 
can  be  calculated  using  (15:33). 

Table  15.3.  Radiometric  Quantities 

Quanfity  Definitions  Units 

Radiant  power,  P  Rate  of  transfer  Watt 
of  radiant  energy 

Radiant  intensity,  J  Radiant  power  per  Watt  steradian"' unit  solid  angle 
from  a  source 

Radiance,  N  Radiant  power  per  Watt  steradian"'  cm"^ unit  solid  angle  per 
unit  area  from  a 
source 

Irradiance,  H  Radiant  power  per  Watt  cm"^ unit  area  incident 

upon  a  surface 
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Temporal  Responsivity 
Instrument  response  to  rapid  changes  in  the  power  level  of  the  incident  radiation  can  be  easily 

determined  for  "DC"  radiometers  by  modulating  the  source  radiation  and  noting  the  time  required  for  the 
output  to  reach  its  steady-state  value.  For  switching  radiometers,  the  cahbration  source  should  be 
modulated  at  a  variable  rate.  The  temporal  responsivity  is  then  obtained  by  measuring  the  radiometer 
output  versus  source  modulation  frequency.  It  is  extremely  important  that  the  temporal  responsivity  of 
scanning  radiometers  (to  be  discussed  below)  be  precisely  known  because  of  interdependence  with  the 
scanning  rate.  In  some  cases,  the  temporal  responsivity  of  an  instrument  can  be  calculated  using  the 
integration  time,  chopping  frequency,  etc. 

Polarization  Effects 

Unless  it  has  been  estabUshed  that  the  target  radiation  is  not  polarized,  the  IR  radiometer  output 

should  be  measured  employing  different  polarizations  for  the  calibration  source.  For  microwave  radiom- 
eters, the  polarization  to  which  the  instrument  responds  is  determined  by  the  antenna  system. 

Typical  IR  Instruments 
Now  that  some  of  the  fundamental  considerations  of  infrared  radiometry  have  been  discussed,  we 

shall  describe  a  few  instruments  commonly  used  in  IR  measurements. 

A  frequent  requirement  in  IR  work  is  for  a  radiation  source  of  high  spectral  purity,  e.g.,  in  spectral 
responsivity  measurements.  The  monochromator  is  a  device  that  generates  such  radiation  by  means  of 
prisms  or  gratings  which  disperse  radiation  from  a  broadband  IR  source  into  relatively  narrow  spectral 
intervals.  Several  dispersions  may  be  required  to  achieve  high  spectral  purity  and  eliminate  contamination 
of  the  output  by  scattering;  in  addition,  filters  and  choppers  are  sometimes  used  to  eliminate  or 
discriminate  against  radiation  in  an  undesired  spectral  region.  A  diagram  of  a  simple  monochromator  is 
given  in  (F15.10). 

In  some  IR  studies,  it  is  required  to  investigate  some  characteristic,  e.g.,  thermal  radiation  from 
some  material,  a  sohd,  a  gas,  or  perhaps  the  atmosphere,  over  a  large  wavelength  interval.  A  class  of 
instruments  that  have  been  developed  for  use  in  such  appUcations  is  the  spectrometer.  This  device  may  be 

considered  as  a  special  case  of  a  tunable  IR  radiometer.  Spectrometers  consist  of  two  major  optical 
components  in  addition  to  the  usual  detector  and  amphfying  electronics.  These  optical  components  are  (1) 

the  entrance  optics  which  focus  the  incident  radiation  onto  the  instrument's  entrance  sUt  and  onto  the 
detector  after  spectral  dispersion,  and  (2)  the  optical  system  that  disperses  the  incident  radiation  into  a 
spectrum.  The  focussing  system  generally  employs  lenses  or  mirrors. 

Several  techniques  may  be  used  for  the  second  optical  system.  The  most  common  devices  and  those  that 

must  be  employed  to  obtain  high  spectral  resolution  are  prisms  and  gratings.  Another  method  makes  use 
of  narrow  passband  optical  filters,  often  arranged  in  a  wheel,  which  are  inserted  systematically  in  the  beam 
of  incident  radiation  to  vary  the  spectral  response  of  the  instrument.  In  prism  spectrometers,  the 
wavelength  is  varied  by  changing  the  angle  of  incidence  of  the  incoming  radiation  upon  the  prism.  For 
diffraction  gratings,  the  wavelength  is  varied  by  alternating  the  position  of  the  grating  relative  to  the  beam 
of  incident  radiation.  The  grating  is  superior  to  the  prism  in  resolving  power. 

Spectrometers  ordinarily  use  thermal  detectors  because  of  their  relatively  uniform  broad  spectral 
responsivity.  However,  some  high  speed  instruments  may  contain  a  selective  detector  in  order  to  take 
advantage  of  its  relatively  fast  response  time. 

Another  type  of  spectrometer  has  come  into  use  because  of  its  rapidity  in  making  measurements 
over  a  wide  spectrum  and  its  improvement  in  the  signal-to-noise  ratio  by  virtue  of  the  effective  increase  in 
the  number  of  spectral  elements  observed  in  a  short  period  of  time.  This  instrument  is  called  the 

interference  spectrometer,  or  sometimes,  the  multiplex  spectrometer  to  distinguish  this  class  of  instrument 
from  the  conventional  or  monochromator  spectrometer.  The  basic  principle  of  operation  is  to  generate  an 
interferogram  of  incoming  radiation  in  an  interferometer;  die  spectrum  is  then  retrieved  by  Fourier 
transformation  of  the  interferogram.  The  operation  may  be  better  understood  by  considering  the  schematic 
of  the  Michelson  interferometer  shown  in  (FI5.il).  Incident  radiation  is  divided  into  two  rays  by  the 
beam  splitter.  After  reflection  from  the  plane  mirrors  and  a  second  division  by  the  beam  splitter,  two 
recombined  beams  are  formed  of  which  one  is  focussed  on  the  detector.  The  detector  output  is  recorded 
versus  displacement  of  the  movable  mirror  producing  an  interferogram.  The  spectrum  is  usually  recovered 
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by  digitizing  the  interferogram  and  performing  the  Fourier  transformation  in  a  digital  computer.  The 
spectrum  may  also  be  recovered  by  means  of  a  wave  analyzer  but  with  much  poorer  spectral  resolution 
than  can  be  obtained  with  a  digital  computer.  A  more  detailed  introductory  article  on  Fourier  transform 
spectroscopy  is  given  by  Lowenstein  ( 1 966). 

In  conventional  spectrometers,  choppers  are  employed  to  define  a  reference  radiation  level  and  to 
improve  stability  in  the  same  manner  as  in  ordinary  IR  radiometers.  In  the  interferometer  spectrometer,  the 
movement  of  the  mirror  can  serve  as  the  chopper  and  the  detector  temperature  provides  the  reference  level. 

Calibration  of  spectrometers  is  performed  in  much  the  same  way  as  for  an  ordinary  IR  radiometer 
and  should  follow  the  basic  principles  outlined  earher.  Some  spectrometers  perform  wavelength  calibration 
along  with  measurements  of  the  source  by  observing  the  radiation  from  a  line  source  of  known  wavelength. 

Another  special  class  of  instrument  is  the  scanning  radiometer;  in  general,  scanning  devices  are  used 
when  spatial  resolution  of  a  source  of  radiation  is  desired.  One  form  of  device  used  to  discriminate  between 
target  and  background  radiation  makes  use  of  reticle  scanning.  In  this  system,  a  reticle  with  clear  and 
opaque  areas  interrupts  the  incident  beam  in  a  manner  similar  to  chopping  described  earlier.  The  reticle 
pattern  may  be  arranged  to  provide  background  discrimination  or  to  indicate  angular  position  and  motion 

of  targets  in  the  radiometer's  field  of  view. 
A  second  important  scanning  system  is  employed  when  it  it  necessary  to  observe  the  variation  in  a 

radiant  quantity  over  a  large  area:  the  optical-mechanical  scanner  is  an  IR  radiometer  which  systematically 
scans  an  area  of  interest.  The  detector  output  may  be  electronically  recorded  as  a  function  of  the 
radiometer  pointing  angle  for  later  analysis  or  may  modulate  the  intensity  of  a  Ught  source  that  is  coupled 
to  the  scanning  motion  to  provide  an  image  that  may  be  recorded  photographically.  Various  scanning 
patterns  may  be  used,  e.g.,  circular,  spiral,  raster.  For  general  imaging  work,  the  raster  scan  is  probably  the 
most  commonly  used  pattern. 

In  this  section  we  have  described  some  basic  radiometric  techniques  and  methods  and  have  discussed 
a  few  specialized  instruments  employed  at  microwave  and  infrared  frequencies.  We  now  present  some 
specific  applications  of  radiometry  in  remote  sensing  of  various  properties  of  the  atmosphere;  a  few 
examples  of  passive  geophysical  remote  sensing  will  also  be  given. 

1 5.3      Applications 

15.3.1  Ground-based  microwave  determination  of  low  altitude  temperature  profiles. 

Ground-based  measurements  of  thermal  emission  in  the  60  GHz  band  of  O2  are  a  source  of 
informarion  about  vertical  temperature  profiles.  The  emission  at  any  frequency  and  any  angle  is  the 
weighted  spatial  average  of  the  temperature  profile  over  a  distance  whose  optical  depth  is  roughly  equal  to 
unity.  By  varying  the  optical  deptli  (by  angular  or  frequency  diversity)  a  set  of  brightness  observations  are 
generated  that  are  sensitive  to  different  layers  of  the  temperature  profile.  The  temperature  profile  is  then 

recovered  from  the  briglitness  measurements  by  inversion  of  an  integral  equation  (see  chapter  16  for  a 
discussion  of  inversion  techniques). 

We  will  now  describe  a  multi-channel  mm  wave  radiometer  which  has  been  used  to  implement  tlie 
temperature  profiling  technique.  Major  objectives  in  the  design  of  the  radiometer  were  capability  of 
operation  on  3  or  4  frequencies  from  a  common  antenna,  high  angular  resolution  in  the  antenna  system, 
good  spectral  resolution,  and  the  greatest  possible  sensitivity  consistent  with  the  other  design  goals. 

A  block  diagram  of  the  final  radiometer  design  is  given  in  (F15.12).  The  basic  system  is  the  well 

known  Dicke  radiometer  in  which  the  receiver  is  swtiched  between  the  antenna  and  a  temperature- 
controlled  reference  termination.  In  the  present  system,  the  Dicke  switch  (modulator)  is  a  rotating  vane 
attenuator  that  alternately  transmits  and  absorbs  the  energy  from  the  antenna.  The  components  located 
between  the  antenna  and  rotary  modulator  serve  tlie  following  functions:  during  calibration  the  radiometer 
is  connected  to  one  of  the  temperature  controlled  terminations  through  the  waveguide  switch  to  establish  a 

known  temperature  reference.  (At  0°  elevation  angle  and  in  the  60  GHz  spectral  region  the  atmosphere  is 
essentially  a  blackbody  having  an  effective  temperature  very  neariy  equal  to  the  surface  temperature;  hence, 
atmospheric  emission  may  also  be  used  as  a  calibration  reference  point).  Incremental  calibration  of  the 
radiometer  output  is  accomplished  by  injecting  noise  from  the  gas  discharge  noise  source  into  tlie  signal 
channel  via  the  precision  attenuator  and  auxiliary  arm  of  the  directional  coupler.  During  measurement,  the 
antenna  is  connected  to  the  radiometer  and  noise  is  injected  into  the  signal  channel  to  allow  operation  in  a 
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"semi-balanced"  condition.  Since  a  true  balance  cannot  be  obtained  at  more  than  a  single  frequency,  an appropriate  amount  of  noise  is  injected  to  obtain  an  approximate  balance  at  all  frequencies. 

LONGITUDINAL 

POLARIZATION 

Clockwise 

Angle    from   Axis    (Degrees) 

Figure  15.14    Radiation  pattern  of  conical  horn  antenna  at  54  GHz -longitudinal  polarization. 

The  mixer  translates  a  4  GHz  band  of  frequencies  in  the  50  GHz  region  to  a  4-8  GHz  first 
intermediate  frequency.  After  a  stage  of  amplification,  separation  into  four  individual  channels  takes  place 

in  a  strip-line  multiplexer;  center  frequencies  are  4.5,  5.5,  6.5,  and  7.5  GHz.  A  second  conversion  to  a  60 
MHz  center  frequency  follows  the  multiplexer;  the  noise  bandwidth  of  the  60  MHz  IF  amplifiers  is 
approximately  30  MHz  to  achieve  a  fair  degree  of  spectral  resolution.  Following  the  second  IF  amplifiers 

are  four  identical  stages  of  video  detection,  synchronous  detection  using  a  lock-in  amplifier,  and  analog 
output  recording. 

All  components  before  the  lock-in  amplifiers  are  located  in  an  equipment  enclosure  mounted  at  tlie 
antenna.  The  waveguide  compartment  is  heated  to  maintain  the  ambient  temperature  reasonably  constant. 
Since  ohmic  losses  in  the  waveguides  generate  noise,  waveguide  temperatures  are  measured  by  tliermistor 
probes  located  at  several  points  and  remotely  recorded  for  subsequent  use  in  computing  the  antenna 
temperature. 

The  radiometer  enclosure  and  its  1.2  m  diameter  conical  horn  antenna  are  installed  on  an  elevation 

over  azimuth  antenna  mount  which  provides  the  capability  of  angular  scan  operation.  (See  F15.13).  The 
antenna  posiUon  is  read  out  remotely  at  the  data  recording  position.  A  relatively  large  antenna  aperture 
was  employed  to  obtain  a  high  angular  resolution  mentioned  earlier,  while  tlie  conical  horn  configuration 
was  selected  to  minimize  stray  radiation  into  the  baci<  and  side  lobes  and  thereby  simplify  the  conversion 
of  antenna  temperature  to  brightness  temperature.  The  first  few  degrees  of  the  longitudinally  polarized 
power  pattern  for  this  antenna  are  shown  in  (FI5.14). 

A  summary  of  the  essential  radiometer  characteristics  is  presented  in  (T15.4). 
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Table  15.4.  Multi-frequency  radiometer  characteristics. 

Operating  frequency  -    52.5,  53.5,  54.5,  55.5  GHz 
Antenna  characteristics  -   1.2  meter  diameter  conical  horn,  3  dB  beamwidth 

0.3°
 

Receiver  type  —  Dicke  switching  radiometer,  dual-conversion  super- 
heterodyne 

1st  IF:  4  to  8  GHz 

2nd  IF:  60  MHz  center  frequency,  noise  bandwidth 

approx.  30  MHz 
Sensitivity  -  Approx.  1  K  for  60s  integration  time 

A  few  results  from  a  recent  temperature  sensing  experiment  (Snider,  1971)  are  shown  in  (F15.15). 

These  profile  recoveries  were  determined  by  applying  statistical  techniques  (Westwater,  1972)  to  multi- 
spectral  and  multiangle  data  gathered  by  the  radiometer  described  above.  As  is  evident  from  inspection  of 
(F15.15),  the  correspondence  between  the  temperature  profiles  measured  by  a  radiosonde  and  by  the 
radiometer  is  good. 

15.3.2  Microwave  atmospheric  range  correction 

Sophisticated  missile  tracking  systems  require  accurate  methods  of  microwave  range  correction  along 
slant  paths  through  the  atmosphere.  Similar  problems  arise  in  atmospheric  corrections  for  radio  astronomy 
measurements.  Currently  used  correction  techniques  are  based  on  surface  or  radiosonde  observations  or 

both.  These  techniques  are  limited  primarily  by  the  high  variability  of  water  vapor  in  both  space  and  time, 

and  by  departures  of  water  vapor  from  horizontal  stratification. 'In  this  section  we  describe  a  technique  of 
measuring  thermal  emission  near  the  22.235  GHz^  water  vapor  absorption  hne  to  correct  for  the  wet 
component  of  integrated  refractivity  (Westwater,  1967). 

The  correction  technique  depends  on  first  determining  the  total  atmospheric  attenuation  from  an 
emission  measurement  and  then  relating  the  attenuation  to  integrated  wet  refractivity.  In  the  absence  of 

external  sources,  the  microwave  brightness,  T^j;,  is  given  by 

r 

Tb^  =  /Ta^e"i"^'^''dr,  (15:36) o 

=  Tm(l-e -/Q^dr\  (15:37) o 

(15:38) 

=  Tm(l-e-^f') 

where  the  mean  radiating  temperature,  Tj^,  is  a  functional  of  temperature  and  composition  profiles  along 
the  viewing  direction.  In  general,  Tj^  is  not  known,  but  it  can  be  estimated  from  surface  observations,  from 
local  climatology,  or  from  a  recent  radiosonde  release.  In  the  weak  attenuation  limit  (i.e.,  r^  <  1)  to 

(15:38),  the  brightness  is  much  more  sensitive  to  t^  than  Tj^,  as  we  will  show  qualitatively  with  a  simple 
linear  analysis.  First,  we  expand  (15:37)  in  a  Taylor  expansion  (assuming  t^j  <  \) 

Tb  =  (1  -e-'^n  87^  +  e-^i'  J,,,  8t^  ,  (15:39) 

=  T^5T„i  +  T„,6r^    .  (15:40) 
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The  relative  sensitivity  of  brightness  fluctuations  to  fluctuations  in  Xj;  or  Tj^  is  determined  by  the  ratio 
-^  /6T 

m 

'm 

Reasonable  numerical  values  of —   =  .5,6Tin  =  3  K  and  Tin  =  ̂ 00  K 

result  in  the  ratio  of  about  50  to  1,  showing  that  in  this  case  the  brightness  depends  much  more  on  total 

attenuation  than  average  temperature. 
Solving  (15:37)  for  the  total  attenuation  yields 

/  a,dr'  =  -lr,[l-Tb^] o  ^m 
(15:41) 

It  remains  to  relate  the  attenuation  to  the  integrated  wet  refractivity,  N^,  where  N^  is  related  to  absolute 
humidity,  p^  by 

/N,.ds,    N^  =  1721.4  p^/x 
(15:42) 
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Figure    15.15    Inferred  and   measured    temperature   profiles   using   combination    of  angle-scan   and  multi- 
spectral  input  data. 
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Figure   15.16    Comparison  of  radiometer  antenna  temperature  at   7.48  degrees  elevation  solid  curve,  and 
apparent  distance,  dotted  curve,  for  data  collected  7130168.  The  correlation  coefficient  is  0.926. 

The  method  by  which  this  is  achieved  is  rather  involved  and  will  not  be  presented  here.  However,  since  the 

dominant  variable  in  both  N^  and  Oj;^  is  the  absolute  humidity,  it  should  be  plausible  that  the  integrals  of 
the  two  should  be  closely  related.  Further  details  of  this  part  of  the  reductive  process  are  given  by 
Westwater  (1967). 

To  test  the  above  technique,  a  recent  experiment  was  conducted  on  a  calibrated  range  path  in  the 
Hawaiian  islands.  Microwave  electrical  path  measurements,  taken  over  a  64  km  ground  to  mountain  top 
propagation  path,  were  compared  with  20.6  GHz  thermal  emission  measurements  made  along  an  adjacent 
path.  This  experiment  clearly  showed  that,  during  conditions  of  clear  and  light  cloud  cover,  fluctuations  in 
range  and  antenna  temperature  were  well  correlated.  Some  of  the  results  of  this  experiment  are  shown  in 
(F15.16).  A  complete  discussion  of  the  experiment  is  given  by  Guiraud,  ei  al.  (1972). 

The  technique  discussed  in  this  section,  has  further  potential  as  a  method  of  determining  water 

vapor  content  along  any  slant  path  through  the  atmosphere.  A  single  frequency  technique  can  determine 
this  quantity  during  clear  and  partially  overcast  conditions,  while  the  addition  of  a  properly  chosen 
radiometric  cloud  measurement  could  correct  for  all  but  rain  clouds. 

15.3.3  Vertical  distribution  of  water  vapor  from  satellite  Infrared  Spectrometer  measurements. 

The  estimation  of  vertical  humidity  profiles  from  satellite  radiance  observations  has  been  discussed 

by  Smith  and  Howell  (1971),  Conrath  (1969),  and  Gorchakova,  et  al.,  (1970).  This  technique  requires 

mathematical  inversion  of  high  resolution  (~5  cm"')  radiance  observations  in  well  chosen  spectral  intervals 
in  HjO  absorption  bands  (such  as  6.3  nm)  to  yield  vertical  humidity  profiles. 

In  deriving  the  humidity  profile  from  the  radiance  observations,  a  linear  perturbation  analysis  of  the 
transfer  equation,  leads  to  an  equation  of  the  form 

5Ij,  =  /    6p  (P)  W  (i;,  P)  dP (15:43) 

where  6I(,  is  the  difference  between  the  measured  radiance  and  that  calculated  from  a  first  estimate  to  tlie 
profile,  6p(P)  is  the  difference  between  true  and  estimated  humidity  at  pressure  P,  and  tlie  weigiiting 
function  W  (v,  P)  is  determined  from  vertical  temperature  and  transmission  profiles.  The  integration  in 

( 1 5 :43)  ranges  from  the  top  of  the  atmosphere  (P  =  0)  to  the  surface  (P  =  Pj). 
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Figure  15.17    Atmospheric  weighting  functions  (see  below)  for  the  water  vapor  channels  of  SIRS-B 
(from  Smith  and  Howell,  1971). 

The  vertical  height  resolution  and  number  ot  independent  pieces  of  information  about  the  humidity 
structure  are  related  to  both  the  widths  and  to  the  extent  of  overlap  of  the  weighting  functions.  A  set  of 

weighting  functions  appropriate  to  six  water  vapor  channels  of  the  Nimbus  IV  SIRS-B  experiment  are 
shown  in  (F15.17).  (Smith  and  Howell,  1971).  Note  that  these  functions  are  relatively  broad  and  that  they 
overlap  to  a  certain  extent,  but  that  they  peak  at  different  levels  in  the  atmosphere. 

In  addition  to  weighting  functions,  several  other  factors  affect  the  achievable  accuracy  in  humidity 
profile  estimation.  Among  these  are  uncertainties  in  the  temperature  profile,  errors  in  transmission 
functions,  and  measurement  noise  levels.  The  most  serious  limitation  to  this  and  other  IR  profile  retrieval 

techniques  is  the  presence  of  clouds  which  often  partially  fill  the  radiometer  beam.  Clouds  are  generally 
opaque  and  tend  to  reduce  upwelling  radiance;  i.e.,  in  a  given  direction,  they  extinguish  radiance  from 
below,  while  radiating  as  black  bodies  at  the  colder  temperature  of  the  cloud  top.  A  cloudy  atmosphere 
profile  retrieval  given  by  Smith  and  Howell  (1971)  is  shown  in  (F15.I8).  Results  both  with  and  without  a 

cloud  correction  are  compared  to  a  nearby  radiosonde  sounding.  Agreement  above  the  cloud  level  (~800 
mb)  is  excellent.  Although  it  is  clear  that  problems  still  remain  with  this  technique,  the  potential  for  global 
retrieval  of  humidity  profiles  is  evident. 
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Figure  15.18    SIRS-B  retrieval  of  a  water  vapor  profile  in  a  cloudy  atmosphere 
(from  Smith  and  Howell,  1971). 

15.3.4  Further  Applications 

In  15.3.1,  15.3.2,  and  15.3.3  we  have  shown  in  detail  a  few  applications  of  radiometers  to  remote 

atmospheric  sensing.  Among  other  of  the  many  promising  geophysical  applications  are: 
a.  Remote  sensing  of  sea  surface  temperatures  from  satellite  and  aircraft  measurements  of  surface 

radiance.  Infrared  emissivities  of  sea  water  are  essentially  unity,  and  measurements  of  upward 

radiance  in  window  channels  permits  determination  of  sea  surface  temperatures  to  about  1°C 
(Smith,  et  al.,  1970)  during  clear  conditions.  Scanning  radiometer  measurements  of  tire  NASA 

lTOS-1  satellite  have  been  used  to  construct  maps  of  sea  surface  temperatures  [Rao,  et  al.,  1971]. 
b.  Mapping  of  ice  cover  in  oceans  by  passive  microwave  techniques  from  satellites  and  aircraft.  The 

large  difference  in  emissivity  between  ice  and  water  allows  the  percentage  of  ice  cover  over  smooth 
oceans  to  be  estimated  (Basharinov,  et  al.,  1970).  Measurements  of  emission  as  a  function  of 
frequency,  polarization,  and  viewing  angle  also  permit  inferences  about  sea  state,  but  many 
competing  effects  are  present  and  unique  information  is  difficult  to  obtain.  However,  microwave 
measurements  below  15  GHz  are  only  weakly  affected  by  clouds  and  offer  promise  of  near  all 
weatlier  capability  in  surface  sensing. 

c.  Measurements  of  vertical  temperature  profiles  from  satellites.  See  chapter  16,  where  tliis  technique 
is  discussed  in  detail. 

d.  Ground-based  microwave  radiometric  observations  of  liquid  water  in  tliunderstorms.  Observations  of 
tliermal  emission  at  10.7  GHz  have  been  used  to  derive  contours  of  integrated  liquid  water  content 
in  thunderstorm  cells  (Decker  and  Dutton,  1970).  This  technique  derives  attenuation  from  emission 
measurements,  which,  with  simpifying  assumptions,  can  be  directly  related  to  the  desired  quantity. 

With  additional  frequencies,  the  technique  has  potential  to  infer  liquid-ice  ratios  in  thunderstorms. 
e.  Ground-based  microwave  sensing  of  temperatures  in  the  stratosphere  and  lower  mesosphere.  On  the 

edges  of  the  60  GHz  absorption  band,  thermal  emission  from  narrow  O2  lines  in  the  30  to  60  km 

region  can  penetrate  the  trop"osphere  and  provide  a  means  of  monitoring  temperatures  at  tliese 
altitudes  (Waters,  1971).  Heiglit  resolution  of  about  16  km  and  accuracy  of  ~2.5°K  are  possible 
with  present  state  of  the  art  instruments. 
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The  determination  of  profiles  from  indirect  observations  is  a  commonly  occurring  problem  in 
atmospheric  physics.  In  many  cases,  this  inverse  problem  can  be  well  approximated  by  a  Fredholm 
integral  equation  of  the  first  kind.  Physical  examples  of  radiometric  determination  of  temperature 
and  density  profiles  are  related  to  such  equations.  Mathematical  properties  of  this  equation  are 
discussed  and  smoothing,  statistical  and  iterative  inversion  techniques  are  presented.  The  chapter 

concludes  with  examples  of  temperature  profile  retrievals  from  ground-based  microwave  and 
satellite  infrared  radiance  observations. 

16.0      Introduction 

The  application  of  remote  sensing  techniques  to  geophysics  has  generated  a  variety  of  inversion 

problems.  Well-known  examples  of  inverse  problems  include  determination  of  vertical  temperature  and  density 
profiles  from  remote  radiation  measurements  (Wark  and  Hilleary,  1969;Staelin,  1969),  estimation  of  particle 

drop-size  distributions  from  scattering  measurements  (Dave,  1971),  and  prediction  of  density  distribution 
within  the  earth  from  measurements  of  seismic  wave  travel  times  (Backus  and  Gilbert,  1968).  Although  the 

underlying  physics  of  many  inverse  problems  is  widely  different,  their  mathematical  structure  is  similar. 
In  this  chapter,  we  discuss  specifics  of  a  few  examples  of  radiometric  inverse  problems  that  are 

encountered  in  tropospheric  remote  sensing,  abstract  from  these  examples  features  common  to  many  inversion 
problems,  and  finally  we  discuss  several  of  the  commonly  used  inversion  algorithms. 

16. 1      Physical  Examples  of  Inverse  Problems 

We  consider  methods  of  determining  profiles  from  remote  radiation  measurements.  The  radiative 
intensity,  Ij^  at  frequency  v  emitted  by  a  non-scattering  atmosphere  in  local  thermodynamic  equilibrium  is 
given  by  the  integral  form  of  the  radiative  transfer  equation  (Goody,  1 964) 

l^  =/Bi;(T)ai,exp[-/a  (h')dh']  dh  +  I°exp[-7a^(h')dh']  (16:1) 

where  B(T)  is  the  Planck  function,  T  is  the  absolute  temperature,  h  is  the  height,  a^^  is  the  absorption 

coefficient,  and  1°  is  the  unattenuated  intensity  at  the  opposite  boundary  of  the  emitting  medium.  In  general, the  absorption  coefficient  is  a  function  of  composition,  density,  and  temperature.  Physically,  the  amount  of 
energy  emitted  at  h  in  the  direction  of  I^  is  ayB^(T)  dh;  the  fractional  amount  of  this  energy  surviving  to  the h 

measuring  point  is      ̂ "Pl^J  <*i;(  V  The  total  intensity  is  then  the  sum  of  incremental  emission  plus  the 
attenuated  external  contribution.  In  the  earth's  atmosphere,  the  principal  gaseous  absorption  and  emission  is 
from  the  IR  bands  of  CO2,  HjO,  and  0.,  and  the  microwave  lines  of  O2  and  H2O.  We  will  not  consider 
cloud  emission  here. 

The  determination  of  vertical  temperature  profiles  from  satellite  measurements  of  upward  radiance  is  a 
well-studied  example  of  an  inverse  problem.  Information  about  vertical  temperature  structure  is  obtained  in 
the  following  way:  Consider  a  well-mixed  absorbing  gas  such  as  CO^  or  O^ .  At  the  top  of  the  atmosphere,  the 
density,  and  hence  the  emissivity,  is  zero.  As  one  penetrates  the  atmosphere,  the  pressure  broadening  of 
absorbing  spectral  lines  increases  the  upward  emission.  The  increase  persists  until  the  attenuation  above  the 
emitting  layer  becomes  dominant.  By  varying  the  wavelength  from  strongly  absorbing  to  weakly  absorbing 
spectral  regions,  the  contribution  from  different  height  layers  can  be  varied,  and  a  degree  of  height  resolution 
can  be  achieved.  (The  surface  contribution,  l",  can  be  determined  from  a  "window  channel"  measurement.) 
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Thus,  we  may  view  a  radiance  observation  as  a  weighted  spatial  average  of  the  vertical  Planck  function  profile 
with  a  weighting  function 

K(i',h)  =  aj,(h)exp[-/a^(h')dh'] 
(16:2) 

For  a  well  mixed  gas,  this  function  is  known,  except  perhaps  for  a  small  temperature  dependence.  Typical 
weighting  functions  for  downward  microwave  observations  are  shown  in  (F16.1).  Note  the  overlapping  of  the 
functions;  this  illustrates  a  not  always  realized  fact  that  n  measurements  do  not  necessarily  yield  n 
independent  pieces  of  information.  Except  for  a  small  temperature  dependence,  the  weighting  functions  can 
be  calculated  as  a  function  of  altitude  (or  pressure)  using  empirical  or  theoretical  pressure  broadening 
equations  with  standard  atmospheres:  By  considering  departures  from  a  standard  atmosphere,  both  the 
infrared  problem  (Rodgers,  1966)  and  the  microwave  problem  (Westwater,  1970)  can  be  Unearized  and 
reduced  to  an  integral  equation  of  the  form 

/K(x,y)f(y)dy=g(x) (16:3) 

where  g(x)  is  a  measured  quantity,  K(x,y)  is  the  known  kernel  or  weighting  function,  and  f(y)  is  the  desired 
solution. 

0.03         0.04         0-05         0.06         0.07 

Downward     Kernel       (1/km) 

Figure  16. 1       Weighting  functions  for  downward  looking  multispectral  temperature  probing. 
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Figure  16.2       Weighting  functions  for  upward  looking  angular  temperature  probing. 

A  sinulai  inverse  problem  is  encountered  when  determining  low  altitude  temperature  profiles 

(Westwater,  1972)  by  ground-based  measurements  of  downward  emission  by  oxygen.  Data  can  be  generated 
by  multi-spectral  or  variable  angle  techniques.  An  example  of  ground-based  weighting  functions  for  an  angular 
technique  is  shown  in  (F16.2).  The  form  of  the  integral  equation  to  solve  is  again  (16:3),  but  direct  surface 
measurements  of  temperature  can  be  added  as  an  exact  constraint  on  the  unknown  profile. 

Radiometric  determination  of  water  vapor  and  ozone  profiles  supply  the  final  example  of  an  inverse 

problem  that  we  discuss  here.  Consider  (16:1)  when  6^,(1)  is  known  (or  equivalently,  when  errors  in 
estimating  B^(T)  are  much  less  than  measurement  errors  in  1^)  and  when  the  surface  term  is  either  known  or 
negligible.  Proper  wavelength  selection  to  minimize  radiation  from  contaminating  variable  absorption  bands 
leads  to 

PKu-^l^v  . 

(16:4) 
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where  p  is  the  desired  density  and  Kj,  and  ̂ j,  are  approximately  known.  Measurements  of  radiance  are  now 
non-linear  functionals  of  the  p  profile 

1^  =  /f^(p(h))dh    .  (16:5) 

Equation  (16:5)  can  be  solved  by  using  the  Newton-Raphson  method  (Conrath,  1969).  A  Taylor  expansion  is 

made  about  an  initial  guess  p°(h)  and  truncated  after  the  Unear  term.  This  yields 

9fi^ /=  (h)  n^.A^ 

51^  =  ;     '^  ̂   5/o(h)dh,  (16-6) 

dp 

where 

51j,     =     li;-lt,(pO) 

and 

5p(h)  =  p(h)-pO(h). 

Finally,  to  solve  the  non-linear  equation  (16:5),  we  solve  (16:6)  and  iterate  the  process  until  some  convergence 
criterion  is  satisfied. 

From  the  above  physical  examples  we  summarize  the  common  features.  First,  we  start  with  a  set  of 

observations,  g(x),  that  are  related  to  the  desired  profile  f(y).  We  assume  that  we  have  solved  the  direct 
problem,  in  the  sense  that  given  f  we  can  calculate  g  to  well  within  the  measurement  error.  We  assume  the 
problem  is  linear,  i.e.,  that  (16:3)  is  satisfied,  or  that  iterative  techniques  based  on  solving  (16:3)  will  converge. 
Since  g  is  the  result  of  a  measurement,  two  features  are  always  present  in  a  real  problem: 

a.  g  is  always  measured  with  some  error  (however  small).  Frequentiy,  the  statistics  or  a  bound  on 
the  error  are  known; 

b.  Only  a  finite  (however  large)  number  of  measurements  is  available.  Many  measurement 
techniques  sample  only  at  discrete  intervals.  However,  even  continuous  measurements  are  band 
limited  and  can  be  completely  specified  by  their  samples  at  the  correct  Nyquist  frequency 

(Parker,  1971). 

16.2     The  Fredholm  Integral  Equation  of  the  First  Kind:  An  Ill-Posed  Problem 

According  to  the  discussion  in  previous  sections,  many  remote-sensing  problems  may  be  reduced  to,  or 
reasonably  approximated  by,  a  Fredholm  integral  equation  of  the  first  kind: 

b 

/  K(x,  y)  f(y)  dy  =  g(x)  (16:3) 

where  K(x,  y)  is  a  smooth  function,  -°°<a<b<°°,  and  an  attempt  is  made  to  infer  the  function  f  from 
experimental  measurements  of  g(x).  The  left-hand  side  of  (16:3)  will  often  be  referred  to  as  the  transform  off. 

Although  some  interesting  classical  theory  relates  to  the  case  in  which  g(x)  is  known  for  a  continuous 

interval  of  x-values  (Smithies,  1958;  Landweber,  1951),  the  usual  practical  problem  involves  only  a  finite 

number  of  measurements  g(x, ),  .  .  .,  g(Xj^)  in  which  errors  are  usually  present.  For  the  most  part  we  confine 
ourselves  to  this  finite  case  in  the  following  discussion. 



The  Fredholm  Integral  Equation 

16-5 16.2.1  Inherent  InstabUity 

Consider  the  integral 

Ij^(f,  Xj)  =  /  K(Xj,  y)  [f(y)  +  Csin  Ny]  dy, o l,...n,N=  1,2, 
(16:7) 

where,  C  is  an  arbitrary  constant.  It  follows  from  the  Riemann-Lebesgue  lemma  (Whittaker  and  Watson,  1963) 

and  (16:3)  with  a  =  0  and  h  -  tt  that  Ij,j(f,  x-)  ->  g(Xj),  i  =  1 ,  2,  .  .  .,  n,  as  N  -*  o°.  Thus,  the  set  of  transformed 
values  can  be  brought  as  close  to  [g(xj)]  as  desired  by  taking  the  frequency  of  the  sinusoidal  term  sin  Ny  large 
enough.  However,  I  C  sin  Ny  I  can  be  arbitrarily  large  and  is  not  small  even  in  the  mean-square  sense,  as 

/  sin    Ny  dy  =  n/2 o 

for  any  N.  The  function  fi  (y)  =  f(y)  +  C  sin  Ny  can  therefore  be  transformed  into  a  set  of  values  only  slightly 
different  from  the  corresponding  values  g(Xj).  One  may  look  at  this  result  backwards  to  see  that  mere  closeness 
of  the  transforms  to  the  given  numerical  values  does  not  guarantee  closeness  of  the  unknown  function  f  to  its 
correct  value.  The  reader  is  hereby  suitably  warned  that  even  now  occasional  attempts  are  made  to  justify 

methods  only  by  the  closeness  of  the  transforms  to  g(Xj). 
The  consequences  of  the  instability  shown  above  determine  the  nature  of  inversion  methods  which 

must  be  used.  The  successful  methods  have  one  feature  in  common:  either  exphcidy  or  implicidy  they 
incorporate  desired  properties  of  f  other  than  its  ability  to  satisfy  (16:3).  For  example,  the  method  may  force 
f  to  be  smooth,  or  it  may  impose  conditions  such  as  boundedness,  having  a  knovra  statistical  distribution,  or 

being  a  linear  combination  of  certain  well-chosen  functions.  In  any  case,  the  conditions  imposed  remove  the 

instability  and  render  the  problem  capable  of  unique  or  near-unique  solution.  Of  course,  the  conditions 
imposed  must  correspond  with  whatever  a  priori  knowledge  we  may  have  about  f.  There  is  an  infinite  set  of 

possible  functions  f  whose  transforms  are  within  reasonable  measurement  error  of  g(x-),  and  the  successful 
methods  pick  out  from  this  set  a  function  f  that  is  to  be  regarded  as  superior  in  some  sense  to  the  others. 

16.2.2  Quadrature  Approximation 

In  the  usual  case  where  the  g(xj)  have  measurement  errors  it  is  often  useful  to  replace  the  integral  in 
(16:3)  by  a  quadrature,  i.e.,  we  approximate  all  integrals  by  a  formula  of  the  form 

b  m 

/h(y)dy  =  2Wih(yi) 

j=l 

J       K.y 

Then  (16:3)  takes  the  form 

m 
2 

WjK(Xi,yj)f(yj)^ 
g(Xi) i=l,..  .  ,n. 

(16:8) 

or  in  abbreviated  matrix  form 
Af=g 

(16:9) 

where 

A  =  (WjK(Xj,yj)),  f  = 

g(x,)"
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The  problem  is  then  reduced  to  solving  for  the  vector  f  of  unknowns.  Several  cautions  are  in  order:  First,  the 

use  of  the  quadrature  is  justified  if  it  does  not  itself  produce  serious  errors  in  f.  This  will  be  true  if  the 

measurements  of  g(Xj)  are  known  to  have  errors  considerably  larger  than  those  introduced  by  the  quadrature. 
If  the  errors  in  g(x:)  are  negligible,  then  either  a  formula  of  known  high  accuracy  must  be  used  or  the 
quadrature  must  be  justified  by  other  means.  Second,  if  m  <  n  and  the  number  n  of  independent  equations  is 

at  least  equal  to  m,  it  is  possible  to  solve  (16:9)  either  exactly  (hq  =  m)  or  in  the  least-squares  sense  (Uq  >  m). 
In  these  cases  one  could  obtain  estimates  f  given  by  (A -^  is  the  transpose  of  A) 

f=  A  'g,  m=nQ=n 

f  =  (a'^A)-'  A'^g       m<n^<n 

(16:10) 

Unfortunately,  this  procedure  is  often  (but  not  always)  unsuccessful  for  the  following  reasons:  for 
small  m,  an  interpolation  of  the  values  f  does  not  resemble  the  unknown  function  f  because  the  set  [yA  is  too 
sparse  or  the  quadrature  approximation  is  too  crude  or  both.  Furthermore,  for  larger  m  the  components  of  f 

become  higlily  oscillatory  and  the  matrix  A  becomes  ill-conditioned.  The  ill-conditioning  of  A  is  related  to 

maximum  and  minimum  eigenvalues  of  A^A  (Wilkinson,  1965).  Certain  alternative  procedures  exist  which 
remedy  these  difficulties;  they  are  discussed  in  the  next  section  (PhilUps,  1962;  Tihonov,  1963;Twomey, 

1963).  Finally,  we  note  that  if  nQ<m  one  is  forced  to  incorporate  more  information  about  f  than  is 
contained  in  (16:9)  before  any  estimate  can  be  obtained  at  all. 

In  1 6.3  we  discuss  several  well-known  inversion  methods,  all  of  which  are  successful  because  they 
impose  a  priori  knowledge  either  implicitly  or  explicitly  on  the  estimate  of  f. 

16.3      Inversion  Techniques 

16.3.1    Smoothing  Methods 

For  the  present  we  assume  that  the  matrix  equation  (16:9)  is  a  suitable  approximation  in  the  presence 

of  measurement  error,  but  that,  as  usual,  (16:10)  provides  an  inadequate  solution  for  f.  The  methods  discussed 
in  this  section  provide  the  necessary  smoothing  in  an  exphcit  way.  The  approach  here  includes  the  meti^ods  of 

Phillips  (1962),  Twomey  (1963),  and  Tihonov  (1963).  Consider  minimizing  the  positive  expression 

u(0  =  (g 
AO'^Cg 

AO  +  Ti  (f  -  fo)'  (f  -  fo)  +  72  (BOVbO. 
(16:11) 

where  7i ,  72  >  0,  fQ  is  a  vector  describing  a  desired  solution  for  f,  i.e.,  a  preconceived-notion  function,  and  B 
is  an  m  X  m  matrix  describing  some  desirable  smoothing  of  f.  The  three  main  terms  of  U(f)  have  the  following 

significance:  The  value  (g  -  Af)''^  (g  -  Af)  is  a  measure  of  the  accuracy  with  which  f  satisfies  (16:9),  and 
(f  -  (q)^  (f  -  fg)  is  determined  by  the  departure  of  f  from  the  preconceived-notion  vector,  fg.  Finally, 
(Bf)T  (Bf)  has  a  value  determined  by  the  departure  of  f  from  ideal  smoothness,  represented  by  Bf  =  0.  The 
most  common  assignments  of  B  describe  smallness  of  zeroth,  first,  or  second  derivatives.  Tiie  following 
examples  will  clarify  the  meaning  of  (16:1 1). 

Case  I  (Phillips,  1962;  Twomey,  1963).  71  =  0, 

B  = 

•01-210 
•01-21 

0    •     •     0    1-2 

>m. 
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Here  we  assume  (for  simplicity)  an  evenly-spaced  quadrature  (such  as  Simpson's  rule)  in  which  the  y-values  are 

b-a         2(b-a)  (m-l)(b-a) 
a,a  +   ,  a  +   ,  . .  . ,  a  +     =  b. 

m-1  m-1  m-1 

Then  Bf  is  the  discrete  analog  of  the  second  derivative  of  the  unknown  function  f.  It  is  often  desirable  to 
demand  that  the  unknown  function  be  as  smooth  as  possible  consistent  with  a  reasonable  approximation  of 

the  transforms  to  g(xj).  One,  .therefore,  chooses  72  to  balance  these  two  opposing  tendencies  in  a  reasonable 
manner.  Thus  we  require 

(g-AO^(g-AO  +  72  (BO^CBO  =  minimum. 

By  matrix  differentiation  we  obtain  an  equation  for  the  estimate,  f: 

2A^(Af-g)  +  272  B^Bf  =  0 

or 

f=(A'rA+72  B^B)-'  A^g.  (16.12) 

Case  11  72  =  0  (Twomey,  1963) 
We  require 

(g-A0\g-A0  +  7i  (f-fo)\f-fo)  =  minimum. 

In  a  manner  similar  to  that  of  Case  I  we  obtain 

f=(ATA+7.ir'(ATg  +  7,  f^).  ^jg.j3^ 

Again  7i  must  be  chosen  to  give  a  reasonable  compromise  between  (16:9)  and  the  condition  f  =  fg. 
Tihonov  (1963)  has  solved  what  is  essentially  the  non-discretized  analog  to  Case  I  above,  and  Wahba 

(1969)  has  shown  that  Tihonov's  solution  gives  the  "smoothest"  of  all  possible  exact  solutions  of  (16:3)  as  a 
limit  when  72  -*■  0  . 

16.3.2  Statistical  Techniques  (Strand  and  Westwater,  1968b;  Rodgers,  1966). 

If  we  set  72  =  0  in  the  form  (16:1 1)  and  generalize  the  result  slightly  to  include  weighting  by  positive 
definite  matrices  Fj  and  r2  we  obtain  the  form 

V(f)  =  (g-AO^r,  (g-AO  +  (f-fo)^r2(f-fo)  (16:14) 

where  F,  and  F2  are,  respectively,  n  x  n  and  m  x  m  positive  definite  matrices.  We  regard  f^^  as  representing  the 
mean  vector  (obtained  from  previous  statistical  data  on  f),  let  e  be  the  measurement  error  vector  for  g  (where  e 
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has  zero  mean)  and  assume  that  we  have  the  covariance  matrices  Sc  and  S   defined  by 

Sf=E[(f-Ef)(f-EO^] 

and 

where  E  is  the  expected-value  operator.  Then,  if  e  and  f  are  normally  distributed,  the  Gauss-Markov  theorem 

states  that  a  statistically  optimum  estimate  f  is  obtained  by  minimizing  V(f)  when  Tj  =  S^"'  and  Pj  =  Sf' . 
Inserting  these  matrices  into  (16:14)  and  solving  V(f)  =  minimum  for  f  gives 

f=X-'  (A^S;'  g+S-f'  f^)=X-'A\'  [g-Afo]  +fo  (16:15) 

where 

X  =  Sy  +A^S-J  A. 

It   can  be  shown   that   the   resulting  covariance  matrix  of  f  -  f  is  X"' .  The  expected-mean-square  error 
E  [  (f  -  f)T  (f  _  f)  ] ,  is  then  given  by 

E[(f-f)^(f-?)]  =  trace  X"'.  (16:16) 

Thus  the  trace  in  (16:16)  may  be  obtained  without  solving  (16:9)  as  an  estimate  of  the  expected  accuracy  of 
the  estimate  f  under  the  prevailing  statistical  conditions.  The  details  of  the  statistical  method  may  be  found  in 

the  references  cited  above.  Further  generalizations  have  been  made  by  Franidin  (1969),  Wahba  (1969), 
Westwater  ( 1 970),  and  Rodgers  ( 1 97 1). 

16.3.3  Iterative  Techniques  (Landweber,  1951 ;  Fleming  and  Smith,  1971;Conrath  and  Revah,  1971) 

In  the  methods  discussed  in  this  section  an  initial  guess  f ''*^-'  for  f  in  (16:3)  (or  (16:9)  in  the  discrete 

case)  is  successively  improved  to  generate  a  sequence  f  *^  •',  f  ̂  -',  ...  of  functions  (or  vectors)  such  that  the 

transforms  of  f'"^  approach  g  as  n-»-o°.  The  success  of  these  methods  depends  on  the  fact  that  hi^ly 

oscillatory  functions  (or  vectors)  f '■"''  do  not  usually  begin  to  appear  for  any  reasonably  small  value  of  n;  it  is 
usually  possible  to  approximate  g  (within  reasonable  measurement  error)  before  such  functions  appear.  Thus 
some  smoothing  is  automatically  provided  if  the  process  is  terminated  when  the  residuals  are  comparable  in 
size  to  the  assumed  measurement  errors  in  g.  Iterative  techniques  have  been  successfully  used  to  obtain 
atmospheric  temperature  profiles  from  satellite  radiometer  measurements  (Fleming  and  Smith,  1971;Conrath 
and  Revah,  1971).  An  advantage  of  iterative  methods  is  that  they  may  be  applied  with  only  slight  modification 

to  non-linear  equations. 

The  method  of  Landweber  (1951)  was  originally  presented  to  solve  the  complete  non-discreted 
equation  (16:3)  in  the  case  where  the  right-hand  side  is  an  exact  function  for  which  the  solution  exists.  We 
summarize  it  here.  Let  the  interval  of  observation  of  g(x)  be  a  <  x  <b  (this  can  be  accomplished  by  a  linear 
transformation  of  x).  Write  the  integral  in  (16:3)  in  the  abbreviated  operator  form 

Kf=/K(x,y)f(y)dy.  .j^.j^-, 
a  V      •     ; 
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Then  we  may  define  the  adjoint  operator  K*  by  means  of 

K*g  =  /  K(x,y)g(x)dx.  .jg.jg. 
a  ^  ' 

(Note  that  the  integration  is  with  respect  to  x,  not  y.)  Then  the  Landweber  iteration  is  defined  by 

f  (n)  =  f  (n-1)  ̂   K*  (g-K f ("■!)),  n=l,2,  .  .  . , 

or 

f  (n)  =  f  (n-1)  +  K*  (residual  using  f^"-!)  ) , (16:19) 

where  i^^'  is  a  suitable  starting  function,  (f '-°-'  =  0  can  be  used.)  The  following  facts  can  be  proven.  One  may 
refer  to  Smithies  (1958)  for  a  discussion  of  the  concepts  involved. 

a.  If  (16:3)  has  a  solution  f  for  the  given  right-hand  side  g,  if  f^°'*has  the  form  K*h  for  some  h, 
and  if  all  eigenvalues  X  of  the  operator  K*K  (i.e.,  numbers  A  such  that  K*Kv  =  Xv  has  a 

nontrivial  solution  v)  are  such  that  0  <  X  <  2,  then  P-"-'-*-  f  as  n  ->  «=. 
b.  For  increasing  n  the  eigenfunctions  v  for  which  X  is  closest  to  1  appear  first  in  the  solution,  and 

the  v's  corresponding  to  X's  near  0  or  2  appear  only  after  many  iterations.  This  effect  provides  a 
natural  smoothing. 

c.  If  g  has  errors,  only  those  parts  of  the  error  function  projecting  onto  v's  such  that  X=l  will 
appear  for  small  n.  Thus  the  procedure  is  not  too  vulnerable  to  errors  in  g. 

The  corresponding  version  of  the  Landweber  iteration  for  the  discretized  equation  (16:9)  is  immediate: 

just  let  f,  f'*^-*,  f^  V  .  .,  be  vectors  and  replace  K  by  the  matrix  A  and  K*  by  A^.  Then  the  iteration  becomes 

f(")  =  f("-l)  +  A'^(g-Af("-^)),  (16:20) 

where  f^°'  is  a  suitable  initial  vector. 

A  modification  of  (16:20)  which  seems  to  improve  the  convergence  rate,  at  least  wdien  all  a|j>0,  as  in 
many  applications,  has  been  proposed  and  successfully  used  in  satellite  temperature  probing  by  Smith  (1970). 

This  modification  consists  of  replacing  A'  in  (16:20)  by  DA^,  where  D=  diag(di  j,  d22, .  .  .,  d^jj^), 

djj  =  l/  S    aj.,j=l,2,...,m, JJ         i=i    11 

and  A  =  (ajj).  Smith's  modification  reads 

f(n)  =  f(n-l)  +  DA'^(g_Af(n-l)).  ^^^.^j^ 

Other  iterative  methods  exist,  notably  that  of  Chahine  (1970),  but  they  are  not  discussed  in  this  short 
summary. 

16.4      Examples  of  Proffle  Retrieval  by  Indirect  Sensing 

In  (16.1),  we  discussed  radiometric  determination  of  temperature  profiles.  To  illustrate  some  of  the 

inversion  methods  described  above,  we  will  present  examples  of  indirect  retrieval  of  temperature  profiles. 
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Ground-based  determination  of  low  altitude  temperature  profiles  by  angular  scan  microwave 
measurements  has  been  investigated  experimentally  by  Mount  et  al.  (1970).  Statistical  inversion  techniques 
have  been  applied  to  these  data  by  Westwater  (1971).  An  example  of  a  retrieval  is  shown  in  (F16.3).  The 
angular  brightness  temperature  data  at  54.5  GHz  were  taken  at  Cincinnati,  Ohio,  while  a  priori  statistics  were 

gathered  from  Dayton,  Ohio,  roughly  50  miles  away.  The  ensemble  consisted  of  five  years  of  twice-a-day 
radiosonde  soundings.  The  direct  measurement  of  the  surface  temperature  was  used  as  an  exact  constraint  on 
the  solution  profile,  and,  in  addition,  the  original  statistics  were  modified  to  those  conditional  on  known 
surface  conditions.  Note  the  closeness  of  the  solution,  T,  to  the  directly  measured  radiosonde  profile,  T,  in  the 
region  of  good  coverage  by  the  weighting  functions  (F16.2).  The  elevated  inversion  at  2.5  km  is  above  this 
region  and  is  smoothed  out  by  the  solution. 
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Figure  16.3      Temperature  profile  derived  from  radiometer  measurements  at  Cincinnati,  Ohio. 

At  the  present  time,  global  determination  of  vertical  temperature  profiles  from  satellite  observations  is 
a  reality  (Wark  and  Hilleary,  1969).  Infrared  observations  have  been  successfully  inverted  by  a  priori  statistical 

techniques  (Wark  and  Hilleary,  1969),  regression  techniques  (Smith,  Woolf,  and  Jacob,  1970),  and  by  several 

of  the  non-statistical  techniques  (Conrath  and  Revah,  1971 ;  Chahine,  1970;  Shaw  et  al.,  1970).  An  example  of 

profile  inversion  using  the  non-statistical  Landweber  iteration  algorithm  is  shown  in  (F16.4)  (Conrath  and 
Revah,  1971).  The  radiance  data  were  obtained  with  the  Nimbus  4  IRIS  experiment  (Hanel  and  Conrath, 

1970)  at  selected  spectral  intervals  in  the  15  ̂ im  CO2  band.  This  particular  example  was  chosen  to  illustrate 
the  dependence  of  an  iterative  solution  on  the  initial  guess.  The  solution  obtained  witli  an  initial  isothermal 
atmosphere  does  not  recover  the  structure  at  the  tropopause  (100  mb  level).  This  structure  is  already  present 

in  the  climatological  first  guess  and  is  retained  through  subsequent  iterations.  In  general,  structure  at  spatial 
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frequencies  greater  than  those  inherent  in  the  weighting  functions  cannot  be  recovered  from  the  radiance 
observations  alone. 
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Figure    16.4      Temperature    profile    derived  from    multispectral   infrared  satellite    observations   using   the 
Landweber  iteration  technique.  (Courtesy  of  Barney  J.  Conrath,  NASA  Goddard  Space  Flight  Center.) 

16.5      Conclusions  and  Final  Remarks 

The  evolution  of  the  radiometric  inversion  problem  has  been  a  turbulent  one.  Initial  attempts  at 
retrieving  profiles  were  frequently  unsuccessful,  because  of  instabilities  occurring  in  the  presence  of 
instrumental  noise.  Introduction  of  smoothing  methods  achieved  stability,  but  a  quantitative  estimate  of  the 
correct  amount  of  smoothing  was  not  always  available.  Statistical  methods  provided  an  optimized  smoothing 
criteria,  but  required  a  not  always  available  history  of  direct  data.  More  recently,  iterative  methods  have 
provided  useful  results,  without  a  priori  data.  Problems  still  exist  for  iterative  techniques  in  the  dependence  of 
the  solution  on  the  number  of  iterations  and  on  the  initial  guess.  A  major  problem  in  indirect  radiometric 
sensing  is  still  the  inversion  of  data  contaminated  by  clouds,  although  Rodgers  (1971)  has  approached  this 
problem  statistically.  With  all  the  progress  achieved  on  the  clear  air  inversion  problem  in  the  past  decade,  it 
does  not  seem  overly  optimistic  that  this  problem  can  also  be  overcome. 
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Chapter  17    ATMOSPHERICS  AND  SEVERE  STORMS 
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The  identification  of  severe  storms  and  the  selection  of  electrical  parameters  indicative  of 
tomadic  activity  can  be  made  only  after  developing  an  understanding  of  the  many  facets  of 

thunderstorm  electrification  and  the  characteristics  of  atmospherics.  A  brief  review  relative  to 
thunderstorm  electricity,  the  electromagnetic  radiation  from  lightning  discharges  and  the  effects 

of  radio  propagation  reveal  many  areas  where  our  knowledge  of  some  aspects  of  these  subjects 
is  surprisingly  limited.  Some  of  the  problems  involved  with  the  tracking  of  thunderstorm 
regions  and  with  the  selection  of  practical  parameters  to  monitor  severe  storm  activity  in 
general  and  tornado  activity  in  particular  are  extremely  difficult  to  solve.  The  results  of  all 

recent  work  indicate  that  most  tornadoes  have  major  radio-frequency  electrical  activity 
associated  with  them.  It  is  suggested  that  the  parameter  most  indicative  of  tomadic  activity  is 

the  number  of  bursts  of  high  impulse  counting  rates  at  frequencies  above  about  1  MHz. 

17.0  Introduction 

Considerable  effort  has  been  devoted  in  the  last  few  decades  to  the  identification  and  clarification 

of  mechanisms  responsible  for  the  production  of  electric  charge  centers  within  clouds,  and  those 
responsible  for  the  reduction  of  these  charges  through  the  subsequent  current  surges  of  Ughtning  flashes. 
Our  knowledge  of  thunderstorm  electricity  certainly  has  been  greatly  expanded  since  the  days  of  Benjamin 
Franklin.  Many  facets  of  electrification  and  lightning  are  well  known.  And  yet,  we  remain  shockingly 
ignorant  of  many  processes  involved  in  the  generation,  nurture  and  dissipation  of  thunderstorms. 

No  attempt  is  made  to  give  a  history  of  research  or  to  review  our  current  knowledge  in  the  various 
fields  of  research  touched  upon  in  this  paper.  Only  a  general  overview  of  thunderstorm  electricity  and  the 
characteristics  of  atmospherics  is  presented  in  (17.1)  and  (17.2).  A  more  detailed  account  of  recent  work 
concerning  the  identification  and  tracking  of  severe  storms  in  general  and  of  tornadoes  in  particular  by 
remote  sensing  techniques  is  presented  in  (17.3). 

17.1  Thunderstorm  Electricity 

A  thunderstorm  cloud  is  characterized  by  lightning  and  the  resulting  thunder  from  which  it  derives 
its  names.  Although  other  clouds  can  produce  appreciable  electric  fields  and  sometimes  Hghtning,  it  is  the 
cumulonimbus  formafion  that  we  look  upon  for  lightning  activity.  Such  clouds  are  characterized  by  nearly 
vertical  chimneys  of  convective  updrafts  extending  to  heights  of  7  km  or  so,  but  often  reaching  to  16  or 
18  km  for  a  severe  storm.  A  thunderstorm  frequendy  exhibits  a  cellular  nature  which  may  have  as  many  as 

10  or  more  individual  cells  that  are  in  various  stages  of  activity.  A  cell  is  a  single  organized  updraft  within 
a  thunderstorm  cloud.  These  cells  appear  to  be  the  units  of  convection,  precipitation  and  electrification. 
Large  thunderstorm  complexes  along  frontal  zones  may  contain  50  or  more  cells,  each  of  the  order  of  1 
km  in  diameter  with  many  cells  or  composites  of  cells  active  simultaneously. 

17.1.1  Electric  Charge  Concentration 

Electric  charges  are  somehow  separated  by  the  convection  and  precipitation  processes  and  appear  to 
be  strongly  associated  with  the  freezing  level  of  the  cloud.  The  freezing  level  is  tlie  height  where  the 

temperature  is  0°C.The  work  of  Imyanitov,et  al.,(1969),  Kasemir  (1965),  Malan  (1965)  and  Workman  (1965) are  a  few  examples  of  attempts  to  integrate  the  tremendous  amount  of  detail  into  a  complete  picture  of 
thunderstorm  electrification.  Yet,  we  can  do  Httle  more  tlian  guess  at  the  actual  amount  of 
positive  and  negative  charges  and  their  distributions  with  respect  to  heiglit  and  time  inside  a  thundercloud. 



1 7-2  Atmospherics  and  Severe  Storms 

It  is  generally  believed  that  the  upper  part  of  the  cloud  contains  a  net  positive  charge,  the  lower 
part  contains  a  net  negative  charge,  while  often  a  small  secondary  positive  charge  volume  is  located  near 
the  very  bottom  part  of  the  cloud  base.  The  total  quantity  of  separated  charge  is  believed  to  range  from  20 
coulombs  or  so  to  a  100  coulombs  or  more  at  the  time  the  cloud  is  sufficiently  charged  to  produce 
lightning.  Impressive  as  the  lightning  discharge  of  tens  of  thousands  of  amperes  may  be,  it  only  requires  a 
continuous  charging  current  of  about  1  ampere  to  provide  for  the  lightning  discharge  current  in  an  average 
thunderstorm. 

17.1.2  The  Lightning  Discharge 

The  electrical  activity  of  the  thunderstorm  is  very  complex.  From  the  recent  work  of  Berger  (1967), 
Kitagawa  (1965),  Mackerras  (1968),  and  Ogawa  and  Brook  (1964),  for  example,  we  are  able  to  construct  a 
reasonably  clear  picture  of  the  lightning  discharge  process.  Prior  to  the  first  hghtning  stroke,  many  smaller 
sparks  and  minor  streamer  processes  begin  to  take  place.  A  streamer  is  a  low  current  discharge  slowly 

progressing  between  successive  charged  volumes.  Eventually,  15  or  20  minutes  after  the  beginning  of  charge 
separation,  sufficient  charge  becomes  concentrated  to  ionize  the  air  through  leader  processes.  A  leader  is  a 
low  current  discharge  ionizing  the  air  either  by  small  intermittent  steps  or  by  a  long  continuous  dart.  The 
first  leader  is  initiated  in  a  region  of  high  electric  field  and  moves  in  a  direction  of  large  potential  gradient 
through  a  series  of  rapid,  successive  steps.  This  stepped  leader  advances  a  distance  of  perhaps  50  m  every 
50  lis  or  so  and  occasionally  branches  until  a  number  of  ionized  channels  are  formed.  If  a  concentration  of 

charge  is  encountered  by  the  stepped  leader  a  surge  of  current  is  generated.  Such  encounters  as  this  along 
the  stepped  leader  path  within  the  cloud  is  called  an  intracloud  discharge.  The  stepped  leader  sometimes 
progresses  outside  the  cloud  and  terminates  considerable  distance  away  in  clear  air.  This  is  called  an  air 
discharge. 

The  cloud  usually  contains  a  net  negative  charge  whUe  the  earth  acquires  a  positive  charge  in  the 
proximity  of  the  cloud.  A  large  potential  gradient  between  the  cloud  and  the  earth  will  often  produce  a 

stepped  leader  to  earth.  This  is  immediately  followed  by  a  very  large  surge  of  positive  current  flow  from 

the  earth  to  the  cloud  charge  center.  This  return-stroke  causes  the  intense  luminosity  of  the  lightning  flash. 
Very  soon  after  the  first-return  stroke,  the  dart  leader  will  advance  out  of  the  cloud  along  the  previous 
discharge  channel  at  a  constant  speed  of  about  1/3  that  of  light.  This  will  connect  other  principally 

negatively  charged  volumes  within  the  cloud  to  the  earth  and  initiate  another  return-stroke.  This  sequence 
of  events  may  recur  every  20  ms  or  so  for  half  a  second  or  longer  until  there  is  insufficient  charge  available 

for  a  dart  leader  to  re-ionize  the  channel.  A  complete  hghtning  discharge  may  contain  from  2  to  20  or 
more  return-strokes  with  many  small  current  surges  between  strokes  and  after  the  last  stroke.  There  may  be 
also  what  is  called  a  continuing  current,  i.e.,  a  slowly  decaying  discharge  current,  amounting  to  a  few 

hundred  amperes  associated  with  one  or  more  return-strokes  in  a  cloud-ground  discharge. 

17.2      Characteristics  of  Atmospherics 

Current  surges  during  lightning  discharge  processes  produce  a  redistribution  in  the  charge  concentra- 
tions in  the  cloud  and  thus  cause  a  change  in  the  electrostatic  field.  Of  course,  any  variations  in  current 

produce  magnetic  induction  fields  and  electromagnetic  fields.  An  often  used  representation  of  the  total 
instantaneous  electric  field  at  distance  d  in  meters  from  tlie  discharge  is 

1     (    Aldt        M        dM/dt 
Et,  =  Ec  +  E,  +  Eo  =           /  ̂   +  — ;;  + 
-T     -S     -I     -R       2neo  W      d'        cd^  cM 

"  Aldt 

(17:1) 

where  the  subscripts  S,  I,  and  R  and  the  three  terms  in  the  bracket  represent  respectively  tlie  stafic, 

inducfion  and  radiafion  components,  e^  is  the  permittivity  of  free  space  (l/367rxlO'  farad  per  meter),  M  is 
the  current  moment  in  ampere-meters  (instantaneous  product  of  current  and  discharge  length),  and  c  is  the 

velocity  of  light  (3x10*  m/s).  This  fomiulafion  applies  to  a  dipole  source  in  which  d  is  very  large  compared 
to  the  dimensions  of  the  dipole,  and  for  which  the  three  terms  would  be  equal  in  magnitude  at  a  distance 

d  =  c/27rf,  where  f  is  the  frequency  in  Hertz.  An  atmospheric  is  any  observed  change  in  the  electric  field 
given  by  (17: 1)  produced  by  lightning  discharge  processes. 
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It  is  readily  apparent  that  (17:1)  has  limited  appUcability  since  M  must  be  the  instantaneous  sum  of 

all  currents  in  the  discharge  evaluated  at  retarded  values  of  time  (t-d/c).  Some  practical  use  of  (17:1)  has 

been  realized  in  the  VLF  band  (very  low  frequency  =  3-30  kHz)  at  distances  from  10  km  or  so  to  several 

100  km,  and  in  the  ELF  band  (extremely  low  frequency  =  30-3000  Hz)  at  distances  exceeding  1000  km. 
Only  the  radiation  term  is  important  at  tliese  lower  frequencies  and  at  distances  greater  than  about  1/6  of 
the  wavelength  and  thus  (17:1)  can  be  simplified  to 

10'' xd 

Both  (17:1)  and  (17:2)  are  inapplicable  for  frequencies  above  the  VLF  band. 
The  electrostatic  field  amplitude  decreases  very  rapidly  with  distance,  but  still  has  measurable  values 

to  about  100  km.  A  considerable  amount  of  information  can  be  inferred  about  discharge  mechanisms  from 
the  measure  of  this  field  (Mackerras,  1968).  At  very  close  distances,  charge  quantity  and  location  of  charge 
within  the  cloud  can  be  estimated  (Ogawa  and  Brook,  1964). 

The  induction  term  also  decreases  rapidly  in  ampUtude  with  distance.  This  magnetic  component  is 
directly  proportional  to  the  current  moment.  Very  close  to  the  lightning  channel,  where  the  discharge 
length  is  greater  than  d,  the  induction  field  is  proportional  to  the  reciprocal  of  the  distance  from  the 
current.  Discharge  channel  currents  can  be  readily  estimated  from  such  measurements  (Williams  and  Brook, 
1963). 

Many  other  measurements  may  be  made  on  Ughtning  discharges  in  addition  to  the  electric  and 
magnetic  field  measurements.  Acoustic  measurements,  direct  measurement  of  current  to  structures, 
photographic  measurements  and  spectroscopic  measurements  are  among  the  most  fundamental.  It  is  not 
within  the  scope  of  this  presentation  to  consider  such  phenomena. 

The  remaining  discussion  on  characteristics  of  atmospherics  will  be  limited  to  the  radiation 
component  of  the  field.  In  addition,  only  the  vertical  component  of  the  electric  field  will  be  considered, 
since  the  vertical  electric  component  of  the  electromagnetic  field  is  more  stable  and  predictable  than  other 

field  components  when  monitored  from  the  earth's  surface. 

17.2.1  The  Source  Function 

A  surge  of  current  along  a  conductor  will  radiate  an  electromagnetic  signal.  The  characteristics  of 
this  signal  are  determined  by  the  variations  of  the  current  moment  with  time.  If  the  signal  is  analyzed  into 

Fourier  components,  the  resulting  amphtude  spectra  will  extend  over  a  very  wide  band  of  frequencies.  The 
spectral  amplitude  at  frequencies  less  than  the  frequency  of  the  maximum  amplitude  of  the  spectrum  is 
determined  largely  by  the  decay  of  the  current  moment,  while  the  amplitude  at  frequencies  above  the  peak 
is  a  function  of  the  risetime  of  the  current  moment.  In  general,  tlie  longer  the  conductor  the  lower  the 
frequency  at  which  the  maximum  amplitude  component  occurs. 

A  typical  lightning  return-stroke  may  have  a  current  maximum  of  20,000  A  at  ground  level  witliin  a 
few  us  after  limitation.  The  current  surge  will  move  up  along  a  channel  determined  by  a  prior  stepped 
leader  or  dart  leader  at  a  velocity  of  about  1/3  that  of  light  or  less,  and  reach  a  total  length  of  4  or  5  km. 
Such  a  stroke  will  produce  a  current  moment  maximum  at  about  50  jus  after  initiation.  The  radiation  field 
waveform  that  would  be  observed  with  wideband  equipment  will  attain  a  peak  positive  amplitude  within 

about  1  JUS  of  the  beginning,  return  to  a  zero  field  value  at  50  jus  or  so,  reach  a  negative  amplitude 
sometime  later  and  then  slowly  return  to  a  final  zero  field  value.  Spectrum  analysis  of  such  a  pulse  shows  a 
maximum  ampUtude  around  5  or  6  kHz.  The  amplitude  of  the  spectrum  at  lower  frequencies  is 
approximately  proportional  to  the  square  root  of  frequency  which  results  from  tlie  approximate 

exponential  decay  of  current.  Spectral  amplitude  at  higlier  frequencies  is  approximately  proportional  to  the 
reciprocal  of  the  frequency  through  a  few  MHz.  At  still  higlier  frequencies,  the  finite  risetime  of  tlie 
waveform  will  cause  the  spectral  amplitude  to  decrease  approximately  as  the  reciprocal  of  tlie  frequency 
squared.  Addifional  details  on  the  VLF  radiation  of  atmospherics  can  be  found  in  the  theoretical  work  of 
Dennis  and  Pierce  (1964)  and  in  the  experimental  work  of  Taylor  (1963). 

ELF  radiation  components  produced  by  the  large,  short  duration  current  surges  are  at  least  an  order 
of  magnitude  smaller  than  the  corresponding  VLF  components.  Since  ELF  components  are  often  observed 
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with  amplitudes  comparable  with  the  VLF  components,  it  is  beHeved  that  the  continuing  currents  are  the 
primary  sources  of  larger  ELF  signals.  (See  for  example,  Kitagawa,  et  al.,  1962;  Pierce,  1963;  and  Sao,  et 
al.,  1970).  The  peak  magnitude  of  these  currents  are  only  of  the  order  of  100  A  but  10  to  100  ms  or  more 
may  be  required  for  the  current  to  decay  to  zero. 

It  is  very  impractical  to  attempt  to  observe  the  characteristics  of  atmospherics  with  a  single  channel 
of  wideband  equipment  because  of  the  large  variations  in  amplitude  and  the  wide  range  of  time  elements 
characteristic  of  different  frequency  components  radiated  from  lightning  discharges.  The  ELF,  VLF  and 
higher  frequency  components  are  more  easily  observed  using  different  equipment  channels  that  are 
optimized  in  response  time  and  sensitivity  to  separate  identifiable  and  analyzable  components  within  each 
frequency  band  from  unwanted  background  of  interference.  The  bandwidths  must  be  narrow  enough  to 
minimize  the  effects  of  interfering  signals  and  yet  must  be  wide  enough  to  preserve  the  amplitude  and  time 
distributions  of  the  wanted  signals. 

The  characteristics  of  the  electromagnetic  radiation  from  a  nearby  lightning  discharge  varies 
drastically  with  frequency  as  has  been  reported  by  Oetzel  and  Pierce  (1969).  The  responses  of  restricted 
bandwidth  receivers  tuned  to  frequencies  less  than  about  30  kHz  are  discrete  and  obviously  associated  with 

the  individual  return-strokes.  As  frequency  increases,  the  number  of  responses  increase  until  at  about  1 
MHz  there  are  many  responses  of  comparable  ampUtude  to  the  few  recognizable  responses  associated  with 

the  return-strokes.  Above  1  MHz,  the  number  of  responses  further  increase  until  they  are  almost 

continuous  at  50  MHz  or  so  at  rates  that  may  exceed  10^  s~'.  The  number  of  pulses  tend  to  decrease  at 
higher  frequencies. 

Responses  of  restricted  bandwidth  receivers,  with  bandvwdths  proportional  to  observing  frequency, 
will  be  about  the  same  value  through  a  frequency  range  from  about  10  KHz  to  1  MHz  or  so  from  a 

return-stroke.  The  responses  at  higher  frequencies  will  decrease  approximately  as  the  reciprocal  of  the 
frequency.  The  frequency  at  which  the  responses  change  to  a  reciprocal  frequency  relationship  depends  on 
the  current  moment  variations.  The  shorter  length  current  surges  of  the  various  intracloud  processes  tend  to 

produce  equal  value  receiver  responses  to  much  higher  frequencies  than  were  attained  by  the  return-stroke 
prior  to  producing  a  reciprocal  frequency  relationship.  This  assumes,  of  course,  that  all  radiation  impulses 
from  the  discharge  mechanism  are  separated  in  time  relative  to  the  response  time  of  the  receiver.  The  fact 
is,  that  regardless  of  the  receiver  bandwidth,  there  will  be  some  impulses  interfering  with  each  other  when 
they  reach  the  receiver  input. 

The  responses  of  narrow  band  receivers  with  bandwddths  less  than  about  one  percent  of  the 

observing  frequency  will  be  primarily  that  of  the  complex  sum  of  the  spectra  of  many  impulses  taken  over 
the  response  time  of  the  receiver.  These  receivers  will  produce  responses  to  a  lightning  discharge  that  will  in 
general  decrease  in  amphtude  proportional  to  an  inverse  frequency  relationship  over  a  band  of  frequencies 
extending  from  about  10  kHz  to  10  GHz.  Considerable  deviations  from  this  sample  relationship  are 
experienced  in  practice  as  would  be  expected  in  the  response  to  the  radiation  from  a  source  as  complex  as 
a  hghtning  discharge. 

Very  generalized  average  spectra  of  hghtning  discharge  processes  are  shown  in  (F17.1)  to  aid  in 
visuaUzing  the  distribution  of  the  frequency  components  from  the  various  processes.  The  spectral  amplitude 
may  vary  by  an  order  of  magnitude  from  what  is  indicated  here  during  a  single  discharge.  The  two  spectra 

represented  as  "other  intracloud  processes"  should  not  be  considered  as  resulting  from  discrete  processes  or 
as  limits  in  the  spectrum  of  intracloud  processes,  but  rather  considered  as  representing  two  of  a  large 
family  of  spectra  produced  during  a  discharge. 

A  single  lightning  discharge  may  include  several  return-strokes  that  produce  vertical  electric  fields  of 

about  30  v/m  at  a  distance  of  10  km  and  corresponding  peak  ampHtude  spectra  of  about  10^  /jVs/m 
(microvolt-seconds  per  meter)  with  over  90  percent  of  all  flashes  producing  less  than  a  14  dB  variation 
from  these  values.  As  the  frequency  of  observation  is  increased,  it  becomes  obvious  that  the  radiation 

source  changes  from  a  few  coherent  impulses  from  return-strokes,  to  a  great  quantity  of  incoherent 
impulses  or  noise  from  other  processes.  The  correlafion  between  receiver  responses  at  different  frequencies, 
for  both  amplitude  and  time,  becomes  very  low  as  the  wavelength  of  the  observations  approaches  the 
dimensions  of  the  discharge. 

17.2.2  Effects  of  Propagation 

The  radiation  component  of  the  vertical  electric  field  can  reach  a  receiver  located  on  the  earth's 
surface  by  several  means  (Jordan,  1950).  Very  close  to  the  source,  the  radiation  propagates  in  a  straight 
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17-5 line  until  a  conductor  such  as  the  earth's  surface  or  the  ionosphere  is  encountered.  This  line-of-sight 
propagation  suffers  little  loss  within  the  band  of  frequencies  involved  here.  The  maximum  range  for  this 

type  of  propagation  is  limited  by  the  earth's  curvature  and  the  height  of  the  source.  The  resultant  electric 
field  at  the  receiving  antenna  can  be  expressed  in  the  form 

E  (space)  <=^      j 

.-j/3d2 +  R 

(17:3) 

where  the  exponential  terms  are  the  phase  factors,  /3  =  lir/X,  R  is  the  reflection  coefficient  of  the  earth's 
surface,  dj  and  6.2  are  the  distances  from  the  source  and  its  image,  respectively,  to  the  receiver.  The  first 
term  is  the  direct  component  or  ray  from  the  source  to  the  antenna  and  the  second  term  is  the  ray  from 
the  source  reflected  from  the  ground  and  thence  to  the  antenna.  The  amplitudes  of  these  two  rays  are 

approximately  equal  and  are  in  phase  so  that  the  received  field  is  about  twice  the  incident  field  when  the 
rays  arrive  at  the  antenna  at  a  large  angle  of  elevation  above  the  horizon.  At  very  low  elevation  angles,  the 

order  of  a  degree  or  so,  the  phase  of  the  reflected  component  becomes  almost  180°  out  of  phase  with  the 
direct  component  and  the  resultant  field  is  very  small.  The  approximate  losses  for  line-of-sight  propagation 
of  a  ray  that  is  2  degrees  above  the  horizon  is  shown  as  curve  E  in  (F17.2). 

Propagation  past  the  line-of-sight  range  is  primarily  along  the  surface  of  the  earth  to  some  greater 
distance.  The  field  of  this  groundwave  component  is  inversely  proportional  to  distance  d,  times  an 
attenuation  factor  F,  which  is  a  function  of  surface  conductivity  and  frequency.  The  field  is  of  the  form 

^-m E  (surface)  oc  F  ( 1  -  R) (17:4) 

100,000 
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Figure  17.1    Amplitude  spectra  of  the  radiation  component  for  lightning  discharge  processes  relative  to  1 Hz  bandwidth  and  normalized  to  10  km. 
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Losses  due  to  attenuation  along  a  path  of  even  good  conductivity  are  appreciable  at  the  higher  frequencies. 
For  example,  the  groundwave  field  will  be  attenuated  about  an  additional  1  dB,  20  dB,  70  dB  and  120  dB, 

respectively,  at  100  kHz,  1  MHz,  10  MHz  and  100  MHz  below  the  inverse  distance  term  at  100  km  from 

the  source  for  an  average  surface  conductivity  of  a  =  10"^  mhos/m.  The  lower  frequency  components  of  a 
curve  representing  this  attenuation  is  shown  as  D  in  (F17.2).  Poor  ground  conductivity  wdU  produce  even 
greater  attenuation.  It  is  clear  that  only  the  frequencies  below  a  few  hundred  kilohertz  will  propagate  very 
far  via  the  groundwave.  The  total  loss  for  the  groundwave  in  excess  of  the  inverse  distance  term  for  1000 
km  is  shovm  in  (F17.2)  as  curve  C. 

Atmospheric  waveforms  in  the  VLF  region  are  usually  considered  in  terms  of  individual  pulses 
arriving  via  the  groundwave  and  ionospherically  reflected  rays  to  ranges  of  about  2000  km.  Waveform 

characteristics  are  primarily  determined  by  the  height  and  reflection  coefficient  of  the  D-region  of  the 
ionosphere.  The  VLF  reflection  coefficients  are  of  the  order  of  0.5  during  the  day  and  somewhat  larger  at 

night.  This  means  that  the  "one  hop  sky  wave"  (once  reflected  ray)  will  be  15-20  dB  smaller  in  amplitude 
than  the  groundwave  at  a  distance  of  100  km.  At  about  500  km  the  amplitudes  will  be  about  equal,  and  at 

1000  km  the  sky  wave  amplitude  will  exceed  that  of  the  groundwave  by  6-10  dB. 
VLF  propagation  to  distances  greater  than  2000  km  is  more  easily  explained  in  terms  of  waveguide 

modes  in  which  the  earth  and  the  ionospheric  D-region  are  considered  as  walls  of  a  spherical  waveguide 

(Wait,  1962).  To  very  great  ranges  where  the  first-order  mode  is  dominant,  the  vertical  electric  field  is 

- 1/2 

E  =  A^|-vL/jx  (flsind/a)  exp(-a/£xd)  (17:5) 

where  A/^  is  an  amplitude  coefficient  dependent  on  the  spectrum  of  the  source,  L(^  is  a  mode  launching 
term  or  excitation  factor,  a  is  the  radius  of  the  earth,  d  is  the  great  circle  distance  and  <^(f\  is  the 
attenuation  in  nepers.  Minimum  daytime  attenuation  of  atmospherics  (Taylor,  1960)  is  usually  only  1  or  2 

dB/1000  km  (where  dB/1000  km  =  8.68  x  10^  nepers)  in  the  center  of  the  VLF  band  which  means  that  the 
larger  atmospherics  can  be  observed  after  propagating  around  the  world.  Curve  B  in  (F17.2)  shows  the 

general  characteristics  of  the  first-order  wave  guide  mode  expressed  in  dB/1000  km.  There  is  little  change 
in  total  transmission  loss  between  day  and  night  in  the  center  of  the  VLF  band  (Taylor,  1967). 

Propagation  in  the  ELF  band  is  via  the  zero-order  mode  in  the  earth-ionosphere  waveguide  which 

can  be  represented  also  by  (17:5).  It  is  this  type  propagation  that  produce  the  "slow-tail"  portion  of 
atmospherics  (Taylor  and  Sao,  1970).  The  phase  and  group  velocities  for  ELF  propagation  are  less  than  the 

velocity  of  light  and  this  causes  the  ELF  "tail"  to  be  delayed  and  thus  separated  from  the  VLF  "head"  of 
an  atmospheric.  The  attenuation  in  dB/1000  km  for  the  zero-order  mode  is  shown  as  curve  A  in  (F17.2). 

Lightning  discharge  signals  in  the  upper  LF,  the  MF  and  HF  bands  reach  ground  receivers  at 
distances  greater  than  the  limits  of  the  groundwave  component  almost  entirely  by  ionospherically  reflected 
rays  (Davies,  1965).  At  frequencies  below  a  few  MHz,  the  signals  are  greatly  attenuated  in  passing  through 

the  D-region  along  a  ray  path  to  and  from  the  E-  or  F-region  of  the  ionosphere.  Higher  frequencies,  above 
20  MHz  or  so,  pass  through  the  ionosphere  and  are  not  returned  to  the  earth.  Temporal  variations  are  large 

and  during  periods  of  ionospheric  disturbances  no  useful  signals  above  a  few  hundred  kilohertz  may  be 
returned  to  the  earth  because  of  increased  penetration  of  the  ionosphere  by  the  higher  frequencies  and 

increased  absorption  in  the  D-region  by  the  lower  frequencies.  A  representation  of  equivalent  attenuation  in 
dB/1000  km  for  good  daytime  conditions  is  shown  in  (F17.2)  as  curve  F. 

17.3      Sensing  Severe  Storm  Activity 

A  thunderstorm  is  classified  as  severe  by  the  National  Severe  Storms  Forcast  Center  in  Kansas  City 
whenever  it  produces  one  or  more  severe  storm  criteria  of  heavy  rain,  large  hail,  high  winds,  extreme 
turbulence,  intense  lightning  or  tornadoes.  When  a  tornado  or  a  funnel  cloud  is  present,  usually  one  and 
sometimes  all  of  the  other  criteria  are  also  present  within  the  area  covered  by  the  severe  storm.  Sanders 

(1971)  reported  that  during  the  years  1963-1970  there  were  2394  deaths  caused  by  cumulus  convective 
storms  out  of  a  total  3783  weather  related  deaths  in  the  United  States.  Lightning  caused  659  deaths  and 

tornadoes  were  responsible  for  868  deaths.  It  is  interesting  to  note  that  hurricanes  and  other  tropical 
storms  caused  only  467  deaths.  Because  the  tornado  is  a  big  killer,  a  frightening  spectacle,  and  a  definite 
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manifestation  of  a  severe  storm  (as  opposed  to  criteria  determined  by  degree  as  for  rain,  hail  and  wind), 
tlie  following  remarks  are  generally  limited  to  the  severe  storms  associated  with  tornadoes. 

The  concentration  of  energy  within  the  relatively  small  volume  of  a  tornado  has  been  the  subject  of 
much  investigation  by  prominent  scientists  for  more  than  a  century,  but  this  concentration  has  not  been 
explained  in  terms  of  the  energy  budget.  The  power  required  to  drive  a  tornado  vortex  has  been  estimated 

to  exceed  10^  kW  (Vonnegut,  1960),  yet  this  is  small  compared  to  the  energy  available  in  a  single 
thunderstorm  cell  which  may  exceed  10'  kW  (Braham,  1952).  Various  theories  have  been  proposed  over 
the  years  suggesting  that  a  tornado  may  be  produced  by  the  concentration  of  kinetic  energy  resulting  from 
the  conservation  of  angular  momentum  through  some  not  yet  understood  mechanism  associated  with  the 
intense  electrical  activity  associated  with  severe  storms. 

Jones  reported  that  the  occurrence  rate  of  atmospherics  in  the  10  kHz  region  of  the  spectrum 
increased  as  the  intensity  of  a  thunderstorm  increased,  but  decreased  to  a  relatively  small  value  prior  to  a 
tornado  formation.  However,  the  occurrence  rate  at  150  kHz  greatly  increased  during  the  formation  of  a 
tornado.  More  recently,  the  effects  observed  on  television  sets  tuned  to  channel  2  (54  mHz)  have  been 
reported  by  Waite  and  Weller  (1969)  and  by  Biggs  and  Waite  (1970). 

Many  eyewitness  accounts  of  unusual  electrical  activity  in  and  around  tornadoes  have  been  reported 
during  the  last  20  or  30  years.  Jones  (1950)  gives  accounts  of  lightning  and  thunder  being  decidedly 

different  during  a  tornado  than  during  ordinary  thunderstorms,  for  example,  the  presence  of  St.  Elmo's  fire 
in  the  vicinity  of  a  tornado  funnel,  and  the  rapid  rate  of  "one  stroke  right  after  another"  at  the  base  of  a 
cloud  just  ahead  of  a  funnel.  Jones  (1965)  also  reported  nighttime  observations  of  approximately  circular 
patches  of  flashing  pale  blue  illumination  originating  from  within  severe  storms.  Vonnegut  (1960) 
references  some  observations  which  are  indicative  of  intense  electrical  discharges  near  and  within  the 
funnel. 
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Figure  17.2    Approximate  propagation  losses, 

zero  order  mode  attenuation  per  1000  km 

first  order  mode  attenuation  per  1000  km 

groundwave,  total  loss  for  1000  km  path  with  a  =  IC'^  mhosfm. 

groundwave,  total  loss  for  100  km  path  with  a  =  KT^  mhos/m. 

line-of-sight  losses  for  source  2  degrees  above  horizon,  a  =  IW^  mhos/m. 

F           ionosphere  F-region  reflection  losses 
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17.3.1  Practical  Parameters  to  Monitor 

If  appreciable  currents  do  flow  either  within  or  closely  associated  with  the  tornado  furmel,  as 

indicated  by  Brook  (1967),  and  dispersed  into  the  severe  storm  cloud,  the  process  might  well  tend  to  be 
almost  continuous  in  the  form  of  corona  sparks  or  a  gaseous  glow.  This  would  tend  to  reduce  the  energy 

radiated  at  lower  frequencies  from  return-strokes  and  increase  the  energy  partitioned  into  higher 
frequencies  from  short-distance,  rapid-occurance  dispersive  processes  within  the  cloud.  A  necessary 
preliminary  step  is  to  determine  what  parameters  are  practical  to  monitor  and  have  a  high  probability  of 
being  sensitive  indicators  of  tomadic  conditions. 

Referring  to  (F17.1)  and(F17.2)  and  the  related  discussions  in  (17.2),  a  few  decisions  can  be  made 
concerning  frequencies  to  observe  and  maximum  distances  over  which  to  monitor.  Provided  the  intracloud 
processes  are  enhanced  during  severe  storm  and  tornado  producing  conditions,  the  most  affected  region  of 
the  radio  spectrum  will  be  above  a  few  hundred  kOohertz.  This  does  not  mean  that  observations  at  lower 

frequencies  are  useless,  but  rather  that  they  are  not  likely  to  contain  parameters  that  are  most  sensitive  to 
tornadic  activity.  There  should  be  at  least  one  frequency  in  the  VLF  region  used  primarily  to  monitor  the 

occurrence  of  return-stroke  discharges.  ELF  signals  from  the  long,  slowly  varying  discharge  currents  are 
unlikely  indicators  of  severe  storm  activity  and  are  extremely  difficult  to  monitor  at  close  ranges  because 
of  the  large  induction  and  electrostatic  field  components.  The  potential  gradient,  defined  as  the  electric 

field  at  the  earth's  surface,  may  be  worth  observing  at  very  close  ranges  to  monitor  the  gross  movement  of 
electric  charge  within  the  storm. 

Observations  at  frequencies  from  approximately  one  hundred  kilohertz  to  several  hundred  megahertz 

can  be  reliably  made  only  if  the  source  is  in  line-of-sight  of  the  receiver.  If  losses  of  the  order  of  20  dB  in 
addifion  to  the  inverse  distance  reduction  in  field  can  be  tolerated,  then  signals  at  frequencies  of  a  few 

hundred  megahertz  can  be  observed  from  sources  2  degrees  above  the  horizon  as  indicated  in  (F17.2). 
Losses  at  lower  ray  path  elevations  will  be  greater  and,  conversely,  losses  at  higher  ray  path  elevations  will 
be  less,  than  shown  by  curve  E  in  (F17.2). 

It  is  generally  believed  that  the  thundercloud  electrification  processes  or  charge  separation 
mechanisms  are  associated  with  the  freezing  level  of  the  cloud  (see  17.1.1).  This  is  usually  estimated  to  be 

in  the  neighborhood  of  5  km  above  the  earth's  surface  in  the  central  and  eastern  parts  of  the  United 
States.  The  height  h  of  the  ray  path  in  meters  above  the  earth  is  given  approximately  by  the  relation 

h  =  0.059  d^ -H  17.4  d0  (17:6) 

where  d  is  distance  in  km,  6  is  the  angle  of  elevation  in  degrees  (for  small  angles)  and  the  constants  are 
determined  for  an  effective  4/3  radius  of  the  earth  to  account  for  atmospheric  refraction.  Therefore,  for  an 

elevation  of  2  degrees,  a  height  of  5  km  is  attained  at  about  1 19  km  range.  A  maximum  observing  range  of 
100  km  is  suggested.  This  would  allow  observation  of  the  electromagnetic  radiation  from  electrical 
processes  occurring  above  the  freezing  level  at  elevation  angles  greater  than  2  degrees. 

The  total  dynamic  range  of  amplitude  necessary  to  observe  90  percent  of  the  impulses  radiated 
during  a  lightning  discharge  over  the  frequency  band  from  10  kHz  to  100  MHz  and  for  distances  extending 
to  100  km  at  greater  than  2  degree  elevation  above  the  horizon  is  about  100  dB.  This  can  be  reduced  in 

practice  to  about  50  dB  by  using  separate  equipment  for  different  frequency  bands  and  discarding  the  very 
small  impulses  at  the  greater  ranges. 

To  record  and  analyze  the  amplitude  responses  of  each  resonant  circuit  for  individual  impulses 
would  require  elaborate  and  expensive  equipment.  A  practical  solution  to  this  problem  is  to  design 
observational  equipment  that  does  much  of  the  initial  data  reduction  prior  to  the  recording  process.  The 
proper  selection  of  parameters  would  greatly  reduce  the  required  recording  facilities  and  minimize  the 
amount  of  final  analysis.  It  should  be  realized,  however,  that  to  accomplish  this  requires  some  prejudgment 
of  the  phenomena  which  may  result  in  discarding  significant  data  which  can  never  be  reclaimed. 

17.3.2  Tracking  Thunderstorm  Regions 

Many  methods  have  been  developed  to  locate  individual  lightning  strokes  and  thunderstorm  areas. 
Only  the  crossed  loop  direction  finder  method  will  be  considered  here.  This  method  is  relatively  simple  in 
construction  and  operation,  at  some  sacrifice  of  accuracy  (Horner,  1954). 
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17-9 The  crossed  loop  direction  finder  consists  of  two  orthogonally  positioned  loop  antennas  in  the 
vertical  plane.  A  cathode  ray  tube  of  an  oscilloscope  is  used  to  conveniently  indicate  direction  of  arrival  of 

electromagnetic  signals  based  on  the  relative  amplitude  responses  of  the  two  loops.  The  basic  180° 
directional  ambiguity  of  the  system  is  eliminated  through  the  use  of  a  vertical  electric  antenna  response  to 
unblank  or  turn  on  the  electron  beam  of  the  tube.  Errors  produced  by  horizontally  polarized  components 
in  the  received  signals  and  by  interference  from  other  atmospherics  are  minimized  by  using  wide  bandwidth 
or  restricted  bandwidth  channels  (not  narrow  band)  and  gating  the  signal  so  that  only  the  initial  part  is 
observed. 

Lightning  stroke  location  can  be  determined  through  the  use  of  two  or  more  receiving  stations  in  a 

network.  Each  station  measures  the  direction  of  arrival  and  the  origin  of  the  atmospheric  is  fixed  through 
triangulation.  The  VLF  region  of  the  radio  spectrum  can  be  employed  to  very  great  ranges  with  errors  of 
only  about  ±2  degrees. 

The  use  of  VLF  favors  observation  of  the  return  strokes,  while  higher  frequency  direction  finder 
networks  can  fix  other  discharge  processes.  Distant  observations  at  frequencies  above  the  upper  LP  region 

would  require  ionospheric  reflected  components  with  resultant  large  directional  errors.  Within  hne-of-sight 
the  errors  are  small  and  the  location  determined  quite  accurately  except  at  very  close  ranges.  Large  errors 
from  high  frequency  crossed  loop  direction  finders  close  to  the  source  are  produced  by  the  horizontally 
polarized  components  which  becomes  more  serious  as  frequency  increases. 

Another  way  of  locating  the  general  areas  of  thunderstorm  activity  is  the  use  of  a  single  direction 
finder  in  conjunction  with  weather  radar.  Figure  (17.3)  shows  the  precipitation  returns  on  one  weather 
radar  frame  (a)  and  a  time  exposure  of  the  direction  of  arrival  display  on  an  oscilloscope  (b)  taken  from 
Taylor  (1971).  The  straight  arrows  pointing  up  in  the  upper  center  of  both  portions  of  the  figure  indicate 
north  and  east  is  toward  the  right.  Range  from  the  center  of  the  radar  frame  is  given  in  nautical  miles.  The 
length  of  the  trace  from  the  center  of  the  direction  of  arrival  display  is  proportional  to  the  atmospheric 
pulse  amplitude.  The  more  active  thunderstorms  are  determined  by  the  density  of  traces  in  the  direction  of 
arrival  display.  The  active  thunderstorm  directions  and  the  corresponding  darker  portions  of  the  radar 
frame  from  which  the  atmospherics  most  likely  originated  are  indicated  by  numbers. 

There  is  not  a  one-to-one  correspondence  between  thunderstorms  detected  by  precipitation  echos  on 
radar  screen^  and  the  occurrence  of  detectable  atmospherics.  For  example,  thunderstorm  areas  2,  3,  6,  and  7 
are  distinctive  on  the  direction  of  arrival  display  of  (F17.3)  and  readily  located  on  the  radar  frame.  Some  of 
the  other  indicated  diunderstorms  are  not  as  easily  related.  The  large  precipitation  area  between 
thunderstorms  2  and  3  produced  few  large  atmospherics  as  was  likewise  the  situation  between  thunderstorms  3 
and  4.  Precipitation  area  8  produced  no  large  atmospherics.  The  very  small  area  1,  however,  produced  a 
recognizable  number  of  atmospherics. 
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Radar    Frame Atmospherics   Direction  of  Arnvol 

Figure    17.3    Example  of  radar  and  direction   of  arrival:   April  29,    1970,   2230  GMT.    (a)   weather  radar 
frame,  (b)  atmospherics  direction  of  arrival. 
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17.3.3  Problems  in  Identifying  Severe  Storm  Characteristics 

The  identification  of  electrical  activity  associated  with  tornadoes  and  severe  storms  is  very  difficult 
because  of  the  many  variables  in  both  the  observational  data  and  the  severe  weather  reports.  The 
observation  and  recording  operations  in  the  field  under  actual  severe  storm  conditions  are  perhaps  the  most 
demanding  tasks  of  all.  Both  the  equipment  and  the  operator  are  required  to  function  under  extreme 
environmental  influences.  During  storm  situations,  the  equipment  should  continue  to  function  with  Httle  or 

no  variations  in  response  sensitivity,  observing  frequency,  bandpass,  time  constant,  threshold  level  or  any 
other  parameter  that  influences  the  final  result.  In  addition,  the  operator  should  properly  adjust  the 
equipment,  tabulate  operational  logs  and  perform  without  human  error.  There  are  actually  few  periods 
when  the  equipment  and  the  operator  perform  properly  and  the  data  can  be  accepted  without  some 
reservations. 

The  identification  of  severe  weather  has  not  become  an  objective  science.  Weather  radar  is 

extensively  used  for  tracking  thunderstorm  areas,  but  it  cannot  independently  recognize  tornadoes  or 
measure  the  severity  of  a  storm.  It  is,  however,  the  best  tool  presently  available.  A  particular  weather 
condition  is  classified  as  severe  if  it  causes  damage  or  is  potentially  damaging  through  the  presence  of  one 
or  more  of  the  selected  manifestations  of  destructive  weather.  These  manifestations  include  tornado,  water 

spout,  funnel  cloud,  hail  (>  3/4  inch  diam.),  wind  (>  50  knots)  and  extreme  turbulence  (from  aircraft 
reports).  Some  of  these  can  be  measured  while  others  must  be  viewed  or  experienced.  The  funnel  cloud  is  a 
poorly  defined  category  because  many  tornado  funnels  are  undoubtedly  not  observed  while  often  unusual 
cloud  appendages  are  reported  as  vortex  formed  funnels.  A  tornado  is  often  not  seen  because  of  low 
clouds,  dust  or  darkness,  although  the  path  of  destruction  that  is  left  gives  evidence  that  a  tornado  was 
present  at  a  particular  location.  Sometimes  a  tornado  is  initially  reported  to  have  occurred,  but  subsequent 
investigation  indicates  that  the  damage  was  probably  caused  by  strong  winds. 

Severe  storms  in  the  United  States  are  verified  by  the  National  Severe  Storms  Forecast  Center  in 
Kansas  City,  Missouri  and  disseminated  through  the  Severe  Local  Storms  (SELS)  log.  These  hstings  give  the 

type  of  storm  activity,  time,  latitude  and  longitude,  reporting  station  code,  distance  and  direction  from  the 
reporting  station  and  the  wind  speed  or  hail  size  if  that  particular  category  is  reported.  As  carefully  as 
these  reports  are  screened,  there  are  many  errors  in  identification  of  severe  weather,  location  of  the  storms, 

time  of  the  phenomena,  etc.  It  seems  probable  that  no  one-to-one  correspondence  will  be  found  between 
observed  electrical  characteristics  of  thunderstorms  and  reported  weather  conditions. 

Attempts  to  identify  the  electrical  characteristics  of  severe  storms  by  comparing  and  summarizing 
the  results  of  investigations  by  various  workers  in  this  field  is  often  a  very  disappointing  and  frustrating 

task.  Many  reports  present  results  that  appear  to  be  ambiguous,  conflicting  and  even  erroneous.  This  should 
not  cast  doubt  upon  the  integrity  of  the  investigators  nor  should  it  indicate  that  even  honest  errors  were 
made.  It  does  indicate  that  either  the  observational  equipment  was  inadequate  to  properly  respond  in  a 

predictable  manner  to  the  phenomena,  that  the  information  concerning  the  severe  storm  selected  for  study 
was  in  error,  or  that  the  results  were  biased  because  observations  were  made  of  phenomena  resulting  from 

electrical  conditions  far  removed  from  the  "characteristic"  condition  and  perhaps  near  an  extreme  of  some 
probability  distribution. 

It  would  be  difficult  to  resolve  some  of  the  differences  in  reported  results  obtained  from 
observations  of  the  same  storm  by  independent  workers  using  their  own  instrumentation  and  employing 

their  own  methods  of  analysis.  Data  can  often  be  re-examined  and  many  differences  in  results  can  be 
minimized  by  using  other  methods  of  analysis.  Variations  in  equipment  responses  and  effects  of  many  data 

pre-selection  techniques  cannot  always  be  resolved,  however,  by  varying  analysis  or  by  applying  correctional 
terms  obtained  from  the  transfer  functions  of  the  equipment.  Each  unit  of  equipment  distorts  the  signal  in 
various  ways.  It  is  virtually  impossible  to  reconstruct  even  the  gross  characteristics  of  the  radiated  signal 
from  much  of  the  data  presently  available. 

It  should  not  be  surprising,  therefore,  in  this  field  of  relating  atmospheric  characteristics  to  severe 
storm  conditions,  that  no  warning  system  has  been  developed  for  one  or  more  severe  storm  categories.  No 

electromagnetic  parameters  have  been  found  that  are  consistantly  indicative  of  tornadic  activity  or  any 
other  manifestation  of  severe  weather.  Until  such  parameters  are  found,  it  is  advantageous  to  have  several 
groups  active  in  this  field  using  widely  differing  techniques  in  order  that  no  probable  scheme  will  be 
overlooked. 
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17.3.4  Recent  Advances  in  Selecting  Parameters  to  Monitor 

Expanding  on  the  work  of  Jones  (1959),  Hughes  and  Pybus  (1970)  have  studied  severe  storms  using 
an  instrumented  airplane  to  gather  data  close  to  lightning  discharges.  They  used  a  vertical  antenna  installed 

atop  the  fuselage  and  a  horizontal  antenna  towed  from  the  tail  of  the  aircraft.  The  signals  from  each 
antenna  were  presented  to  a  set  of  filters  with  center  frequencies  of  10  kHz,  50  kHz  100  kHz,  150  kHz, 
200  kHz  and  250  kHz  and  a  bandwidth  of  1  kHz.  The  envelope  detected  outputs  with  a  1  millesecond 

time  constant  was  recorded  on  a  multi-channel  magnetic  tape  recorder.  Atmospheric  pulse  rates  per  minute 
was  computed  for  each  channel  by  counting  the  number  of  pulses  whose  amplitude  exceeded  a  certain 

threshold.  They  show  that  the  pulse  rates  are  associated  with  a  storm's  vertical  updraft  or  convective 
processes  and  that  the  higher  frequencies  seem  to  be  better  indicators  of  tornadic  activity. 

More  recently,  Shanmugam  and  Pybus  (1971)  used  the  same  instrumentation  employed  by  Hughes 

and  Pybus  (1970)  and  computed  the  average  power  each  minute  for  10  kHz  and  50  kHz  channels  from  the 
vertical  and  horizontal  antennas  as  well  as  the  average  pulse  rate  per  minute.  Their  data  from  four 
storms  show  an  increase  in  the  horizontal  polarization  relative  to  the  vertical  polarization  as  the  severity  of 
a  storm  increases.  This  implies  an  Increase  in  horizontally  oriented  intracloud  discharge  processes  while  the 

proportion  of  vertically  oriented  cloud-to-ground  discharges  decreases  as  a  storm  becomes  more  severe. 
They  further  show  that  periodic  changes  occur  in  the  pulse  rate  at  50  KHz  that  may  be  associated  with  a 

severe  storm's  fundamental  periods  of  growth. 
Stanford,  Lind  and  Takle  (1971)  recorded  the  noise  from  six  severe  storms  during  the  1970  tornado 

season  in  Iowa.  Their  antennas  were  mounted  on  the  roof  of  a  building,  85  feet  above  ground  level,  and 

consisted  of  a  five-foot  whip  for  observations  at  670  kHz,  a  ten-foot  vertical  antenna  tuned  to  1 1  MHz, 
and  multi-element  yagi  antennas  for  observations  at  53  MHz  and  144  MHz.  An  MF  broadcast-band  receiver 
was  used  for  1 1  MHz,  and  combination  frequency  converters  and  communications  receivers  were  used  for 
53  MHz  and  144  MHz.  The  receiver  bandwidths  were  approximately  5  kHz.  Only  the  670  kHz  data  and 
either  the  53  MHz  or  144  MHz  data  were  recorded  simultaneously,  while  the  11  MHz  data  was  recorded 
during  only  one  storm. 

The  envelopes  of  the  radio-frequency  (RF)  signals  were  recorded  on  magnetic  tape.  Atmospheric 
pulse  rates  were  later  computed  by  playing  back  the  tapes  into  an  electronic  frequency  counter  for  a 
selected  period  of  integration  time.  The  data  was  then  presented  in  histogram  fashion  versus  time.  Pulse 
rates  were  generally  less  than  500  per  second  when  integrated  for  periods  of  20  seconds,  with  occasional 
bursts  of  1500  per  second  for  a  0.2  second  time  scale. 

In  eleven  out  of  twelve  tornadoes  occurring  during  the  six  storm  periods  reported  by  Stanford,  Lind 
and  Takle  (1971),  some  type  of  enhanced  electromagnetic  pulse  rates  were  observed.  Activity  from 

"ordinary"  lightning  discharges  of  non-severe  storms  were  characterized  by  strong  amplitude,  isolated  burst 
of  pulses.  Occasional  periodic  maxima  in  pulse  rates  were  observed  and  sometimes  well  defined  enhanced 

pulse  rates  occurred  during  non-severe  thunderstorms.  Their  work  also  suggests  that  frequencies  above 
about  1  MHz  may  be  better  indicators  of  tornadic  activity  than  lower  frequencies. 

The  most  extensive  recent  studies  to  examine  the  possibility  that  distinguishable  electrical  radiation 
from  severe  storm  areas  could  be  found  indicative  of  tornadic  activity  was  started  by  Taylor  (1971)  during 
the  1970  tornado  season  at  a  stationary  site  in  Oklahoma.  Frequencies  of  observation  were  10  kHz,  31.6 
kHz,  100  kHz,  316  kHz,  1  MHz,  3.16  MHz,  10  MHz,  31.6  MHz  and  137  MHz  using  single  tuned  filters 

adjusted  to  produce  a  bandwidth  that  was  10  percent  of  the  center  frequency  through  10  MHz  and  a  fixed 
1  MHz  bandwidth  at  higher  frequencies.  The  rate  of  occurrence  of  the  electromagnetic  impulses  were 

recorded  at  each  frequency  simultaneously  at  five  amplitude  levels  separated  by  10  dB.  A  mobile  unit  was 
used  in  addition  to  the  stationary  site  during  the  1971  observations  of  Taylor  (1972).  For  this  period,  both 
observing  units  simultaneously  recorded  the  rate  of  occurrence  of  atmospherics  at  three  amplitude 

threshold  levels  (separated  by  14  dB)  at  each  frequency.  Ten  percent  bandwidth  filters  were  used  at  31.6 
kHz,  316  kHz,  3.16  MHz  and  10  MHz,  and  1  MHz  bandwidth  selected  for  54  MHz  and  137  MHz. 

Two  vertical  monopole  antennas  with  associated  wideband  gain  controls  and  amplifiers  were  used  tc 

cover  the  frequency  band  from  10  kHz  to  31.6  MHz.  Each  antenna  was  a  0.63  cm  diameter  aluminum  rod, 

one  meter  in  length,  with  a  1  5  cm  diameter  hemispherical  corona  cap  at  the  top  and  an  antenna-to-coax 
cable  coupler  at  the  bottom.  The  coupler  unit  was  secured  to  a  1.25  m  square  aluminum  base  and  the 

whole  unit  enclosed  in  plexiglass.  One  antenna  system  was  used  for  frequencies  of  316  kHz  and  lower, 
while  the  other  antenna  system  supplied  signals  to  the  1  MHz  and  higher  frequency  channels. 
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A  25  cm  vertical  monopole  antenna  and  coupler  mounted  flush  with  the  equipment  van  roof  and  a 
modified  communications  receiver  was  used  for  the  54  MHz  channels.  The  137  MHz  responses  were 
obtained  from  a  half  wave  vertical  dipole  antenna,  approximately  1.05  m  overall  length,  mounted  with  the 

center  of  the  antenna  1.5  m  above  the  van  roof  and  used  a  137  MHz  to  10  MHz  frequency  converter. 
The  transient  responses  of  the  vertical  monopole  antenna  filters,  the  54  MHz  receiver  and  the  137 

MHz  converter  were  presented  to  logarithmic  ampUfiers  and  were  then  rectified  and  smoothed.  Up  to  five 
threshold  trigger  circuits  for  each  frequency  were  used  by  Taylor  (1971)  to  activate  one  shot  multivibrators 
each  time  the  response  exceeded  a  predetermined  level.  The  output  of  each  one  shot  was  integrated  and 
presented  to  multichannel  magnetic  tape  recorders  through  logarithmic  output  drivers. 

An  example  of  atmospheric  rate  data  from  Taylor  (1971)  for  an  approximate  2  minute  period  on 
April  18,  1970  is  shown  in  (F17.4).  Each  channel  is  aligned  in  time  and  arranged  with  the  5  channels  of  10 

kHz  rates  at  the  top,  channels  6-10  for  31.6  kHz  next,  etc.  Only  channels  24  and  25  for  the  1  MHz 
frequency  and  channels  28  and  29  for  the  3.16  MHz  frequency  are  shown.  The  frequency  for  each  group  of 
channels  is  indicated  in  a  column  on  the  far  left  of  the  figure.  The  threshold  in  volts  per  meter,  which  is  the 

amplitude  level  the  impulses  must  exceed  before  activating  the  counting  circuits  in  each  charmel,  is 
presented  in  the  second  column  on  the  left  for  the  odd  numbered  channels  and  in  the  far  right  column  for 
the  even  numbered  channels.  Thus  the  lower  frequencies  are  nearer  the  top  with  the  threshold  level 

increasing  from  top  to  bottom  within  each  frequency  group.  The  data  format  is  rate  versus  time  with  the 
impulse  rates  on  an  approximate  logarithmic  scale  presented  just  to  the  left  of  the  data  for  odd  numbered 
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Figure  17.4      Atmospheric  rate  data  -  Severe  storm  activity.  April  18,  1970. 
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channels  and  just  to  tlie  right  of  the  data  for  even  numbered  channels.  Rates  were  calibrated  each  decade 

beginning  at  either  1.6  or  5.0  impulses  per  second.  Channel  17,  for  example,  is  the  second  channel  of  the  316 

kHz  group.  This  is  an  odd  numbered  channel  for  which  the  threshold  level  of  1.0  V/m  is  found  on  the  left 
together  with  a  rate  scale  that  extends  from  1.6  to  1.6  k  per  second.  The  two  other  marks  on  the  rate 
scale  are  for  16  and  160  impulses  per  second.  A  zero  rate  is  indicated  on  some  scales;  in  such  cases  the  rate 
varies  approximately  hnearly  between  zero  and  the  first  rate  mark,  and  logarithmically  thereafter. 
Greenwich  mean  time  is  shown  along  the  bottom  as  indicated.  The  vertical  grid  lines  are  separated  by  2 
seconds.  One  minute  time  marks  are  shown  on  some  channels  as  square  pulses  2  seconds  in  length.  Data  for 

1971  (Taylor,  1972)  are  similar  to  this  with  only  three  amphtude  threshold  levels  recorded  at  0.6,  3.0  and 
15.0V/m. 

The  data  for  (F17.4)  were  recorded  during  a  funnel  cloud  reported  95  km  NNE  of  Norman 
associated  with  the  SW  edge  of  a  precipitation  area  as  determined  by  weather  radar  and  direction  of  arrival 
of  atmospherics.  This  data  was  typical  of  atmospheric  rates  observed  during  other  periods  of  tornadic 
activity.  Taylor  (1972)  found  that  the  characteristics  of  the  rate  data  changed  very  little  at  the  lower 

frequencies  between  non-severe  storm  activity  and  tornadic  conditions,  but  there  were  usually  an  increase 
in  the  atmospheric  rates  at  frequencies  above  316  KHz  as  severe  weather  activity  increased.  He  selected 
data  channels  18,  24,  and  28  as  representative  of  electrical  activity  and  counted  the  number  of  bursts  of 
enhanced  impulse  rates  per  minute  observed  on  each  channel.  Figure  (17.4)  shows  an  average  of  about  25 

bursts  per  minute  on  each  of  these  channels.  Non-severe  thunderstorms  usually  produced  less  than  5  bursts 
per  minute. 

The  average  burst  rate— a  measure  of  the  frequency  of  occurrence  of  bursts  of  high  impulse  rates 
determined  by  averaging  the  burst  counts  per  minute  at  the  three  selected  channels— was  used  to  estimate 
the  electrical  activity.  All  1970-71  observations  were  separated  into  three  categories  determined  by  the 
measured  burst  rate.  High  rates,  medium  rates  and  low  rates  were  determined,  respectively,  by  burst  counts 

exceeding  15  bursts  per  minute,  between  I'^k.  and  15  bursts  per  minute  and  less  than  7'/i  bursts  per  minute. 
A  summary  of  Taylor's  (1972)  preliminary  analysis  is  presented  in  Table  (17.1). 

: Table  17.1  1970-71  Data  Summary 

No. 

of 

Burst  Rate  Category 

Weather  Conditions 
Range 

Events 
High 

Medium 
Low 

Tornado/funnel 
0-50 km 

6 5 1 0 

Tornado/funnel 50-100 
km 

12 
2 5 5 

Other  severe  storms* 
0-50 

km 8 1 2 5 

Other  severe  storms* 50-100 km 
13 

0 2 

11 

All  severe  storms** 100-200 
km 

70 0 0 70 

Non-severe  storms 

or funnel 

<30 

activity 

km 

,  though 

49 

none 
was 

4 

reported 

11 34 

*     May  have  had  tornado 
**  Included  tornadic  storms as  well as  othei r  severe  i storms 

It  is  interesting  to  note  from  Table  (17.1)  that  of  the  18  tornadoes  and/or  funnels  reported  between 

0-100  km  from  observation  sites,  13  of  them  or  72%  were  accompanied  by  a  high  or  medium  burst  count 
rate.  Only  24%  of  all  other  severe  storms  within  100  km  produced  high  or  medium  burst  count  rates,  while 
no  severe  storm  including  tornadic  storms  at  distances  greater  than  100  km  produced  a  burst  count  rate 
above  the  low  category. 

If  the  monitoring  range  were  limited  to  less  than  50  km  and  all  higli  and  medium  burst  count  rates 
were  assumed  to  be  indicative  of  tornadic  activity,  then  no  tornadic  condition  would  have  been  missed, 
almost  half  of  the  other  severe  storms  would  have  been  classified  tornadic,  and  slightly  less  than  a  third  of 
the  local  thunderstorms  would  have  caused  false  alarms.  But  if  only  the  high  burst  count  rate  were  used  for 

the  same  range  limitation,  then  one  tornado  would  have  been  missed,  only  one  severe  storm  would  have 
attained  tornadic  classification,  and  only  4  out  of  49  local  thunderstorms  would  have  produced  false 
alarms. 
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There  were  a  number  of  other  parameters  examined  by  Taylor  (1972)  that  did  not  prove  to  be 

sensitive  indicators  of  tornadic  activity.  Variations  of  the  earth's  magnetic  field  observed  during  storm 
conditions  were  traced  in  every  case  to  currents  produced  by  either  the  voltage  fluctuations  on  local  A.C. 
power  lines  or  the  disruption  of  power  in  nearby  areas  by  the  storm.  Integrated  noise  measurements  at  10 

kHz,  100  kHz,  1  MHz  and  10  MHz  were  sensitive  to  variations  in  atmospheric  activity  dependent  on 
distance  to  the  storm  and  impulse  amplitude  and  appear  very  inferior  to  the  rate  data  at  the  same 
frequencies.  No  prolonged  brightening  of  the  TV  picture  tubes  of  two  black  and  white  receivers  were 
observed  associated  with  tornadic  conditions,  although  the  nearest  tornadic  activity  occurring  when  the  TV 
receivers  were  operative  was  in  excess  of  20  km. 

The  possibility  of  using  a  television  set  to  warn  of  an  approaching  tornado  received  considerable 

recent  publicity  (Waite  and  Weller,  1969  and  Biggs  and  Waite,  1970).  The  technique  involves  darkening  the 
picture  tube  to  almost  complete  blackness  while  the  set  is  on  channel  13,  and  then  changing  to  channel  2 

and  observing  the  picture  tube  brightness.  If  a  tornado  is  closer  than  25  to  30  km  from  an  "average"  TV 

set  operated  by  an  "experienced"  observer,  the  picture  tube  should  become  a  glowing  white.  This  "Weller 
Method"  caused  considerable  controversy  between  its  proponents  and  those  in  the  National  Weather  Service 
who  preferred  having  people  continue  to  follow  TV  broadcast  of  tornado  alerts  and  warnings  rather  than  to 
attempt  doing  their  own  warning  using  untested  methods.  Although  the  results  of  Stanford,  Lind  and  Takle 

.(1971)  and  Taylor  (1972)  indicate  considerable  electromagnetic  energy  often  accompany  tornadic  activity, 
no  work  has  been  published  concerning  the  response  characteristics  of  television  receivers  to  transient 

signals  or  concerning  the  reliability  of  the  "Weller  Method"  as  a  tornado  warning  device  in  an  average 
home. 

The  results  of  recent  work  covered  in  this  section  are  consistent  with  the  whole  history  of  radio  and 

visual  observations  of  tornadoes,  namely  that  most  tornadoes,  but  perhaps  not  all,  have  major  radio- 
frequency  electrical  activity  associated  with  them.  The  radio-signal  characteristic  most  indicative  of  tornadic 
activity  is  a  high  rate  of  atmospheric  impulses  as  measured  at  frequencies  in  the  range  of  1  MHz  to  100 
MHz  or  so.  This  characteristic  is  readily  observed  by  either  counting  the  number  of  impulses  per  unit  of 
time  using  high  gain  narrow  band  receivers  as  did  Stanford,  Lind  and  Takle  (1971)  or  counting  the  number 
of  burst  of  impulses  per  unit  of  time  using  low  gain  restricted  band  filters  as  did  Taylor  (1971,  1972).  And 
yet,  many  questions  remain  unanswered  concerning  the  electrical  identification  of  tornadoes  and  other 
severe  storm  characteristics  and  the  selection  of  critical  parameters  to  monitor.  More  research  is  needed 
before  a  monitoring  system  can  be  devised  with  high  tornado  warning  reliabihty  and  yet  wath  few  false 
alarms  from  local  thunderstorm  conditions. 

17.4      Electricity  in  the  Non- Violent  Atmosphere 

Nothing  has  been  mentioned  so  far  about  the  natural  electrical  phenomena  occurring  outside  of  the 
violent  structures  of  thunderstorms,  severe  storms  and  tornadoes.  The  precipitation  from  clouds  that  do  not 

produce  lightning  is  usually  charged,  and  usually  the  small  non-precipitating  clouds  show  some  electrifica- 
tion. But  even  at  great  distances  from  violent  and  non-violent  weather  conditions,  the  potential  gradient  or 

vertical  electric  field  above  the  earth's  surface  is  of  the  order  of  100  V/m.  Few  details  of  this  important 
field  will  be  covered  here,  but  further  information  can  be  found  in  survey  papers  by  Israel  (1965),  Pierce 
(1959)  and  Webb  (1969). 

This  fair  weather  electricity  results  from  the  conducting  envelope  of  the  ionosphere  that  is 

maintained  at  a  potential  of  about  3.5  x  10^  volts  more  positive  than  the  earth's  surface.  The  problems  of 
generation,  dispersion  and  consumption,  i.e.,  the  separation  of  charges,  movement  of  charges  and 
recombination  of  charges,  respectively,  are  very  complex  because  the  entire  global  electrical  structure  is 
involved.  It  is  generally  believed  that  thunderstorm  activity  around  the  world  produces  the  approximate 

2000  amperes  charging  current  needed  to  maintain  the  fair  weatiier  field.  The  circuitry,  however,  includes 
not  only  the  troposphere  but  also  the  earth,  the  ionosphere  and  the  magnetosphere,  and  involves  telluric 
currents,  airglow,  solar  radiation,  tidal  forces,  magnetic  storms,  auroral  activity  and  other  facets  of  an 
obviously  complex  system. 

There  are  many  variables  of  a  local  nature  that  affect  the  observed  field  near  the  surface  of  the 

earth.    Since    the    conductivity   of  the  earth   ranges   from  4   mhos/meter   for  sea  water  to  about    10"^ 
mhos/meter  for  poor  conducting  ground   and   the  conductivity   of  the  lower  ionosphere  attains  values 
approximately  the  same  as  the  lower  values  of  ground  conductivity,  the  region  of  lowest  conductivity  and 
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consequently  the  highest  potential  gradient  is  in  the  atmosphere  near  the  earth's  surface  where  the 
conductivity  is  about  2x10"'*  mhos/meter.  Variations  in  wind,  vegetation  on  the  ground,  radioactivity  of 
the  ground,  cosmic  rays,  land  elevation,  concentration  of  aerosols  present,  nuclear  test  fall  out,  etc.,  affect 

the  long  and  short-term  values  of  the  fair  weather  field. 
17.5  Summary 

A  brief  review  of  thunderstorm  electricity  and  characteristics  of  atmospherics  was  presented  at  the 
beginning  of  this  chapter  to  give  us  a  foundation  upon  which  to  examine  electromagnetic  techniques  for 
the  remote  sensing  of  severe  storms.  The  problem  is  made  more  difficult  because  of  limited  knowledge  of 
thunderstorms  in  general,  and  of  large  destructive  severe  storms  in  particular.  It  is  still  not  possible  to 
devise  an  accurate  electrical  model  of  a  thunderstorm  that  includes  the  processes  of  charge  concentration 
and  the  resultant  lightning  discharge. 

The  study  of  electrical  activity  associated  with  tornadoes  and  severe  storms  is  made  more  difficult 

by  the  many  variables  in  observational  data  and  the  complexities  of  weather  conditions.  A  number  of 
problems  were  examined  that  relate  to  tracking  electrically  active  regions  and  to  identifying  severe  storm 
characteristics.  The  recent  results  of  several  workers  in  this  field  were  reviewed.  It  is  interesting  to  realize 
that  no  actually  conflicting  results  are  found  in  viewing  these  works,  although  the  observing  frequency,  the 
monitoring  techniques  and  data  analyzing  methods  were  in  some  cases  drastically  different.  The  overall 
consensus  indicates  that  most  tornadoes  and  some  severe  storms  as  well  as  a  few  non-severe  thunderstorms 
have  an  unusually  high  level  of  electromagnetic  activity  associated  with  them.  This  activity  is  best 
recognized  in  the  form  of  very  high  rate  of  occurrence  of  impulses  measured  at  frequencies  above  about  1 
MHz. 
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Chapter  18    TEMPERATURE  AND  WIND  STRUCTURE  STUDIES 
BY  ACOUSTIC  ECHO-SOUNDING 
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National  Oceanic  and  Atmospheric  Administration 

Acoustic  waves  are  scattered  by  temperature  and  velocity  inhomogeneities  in  the  atmosphere.  In 
a  typical  acoustic  echo  sounder,  short  pulses  of  audible  sound  are  collimated  by  an  acoustic 
antenna  and  directed  into  the  atmosphere.  The  returning  scattered  signals  are  collected  by  the 
same  antenna  for  monostatic  measurements  of  thermal  structure,  or  at  a  different  antenna  some 
distance  removed  for  bistatic  measurements  for  both  wind  and  thermal  structure.  Wind 
produces  a  Doppler  frequency  shift  in  the  scattered  sound,  allowing  horizontal  and  vertical 
wind  components  to  be  measured  by  a  frequency  analysis  of  the  signals  collected  by  a  three 
antenna  array. 

18.0  Introduction 

Acoustic  echo  sounding  of  atmospheric  structure  is  one  of  the  newest  and  yet  one  of  the  oldest 
remote  sensing  techniques.  It  was  in  1873  that  John  Tyndall  detected  acoustic  backscatter  from 

temperature  and  wind  structure  in  the  atmosphere.  He  attributed  the  scattering  to  "acoustic  clouds."  The 
effect  was  discovered  while  investigating  the  propagation  of  acoustic  energy  from  a  large  fog  horn  (Tyndall, 
1875).  He  was  even  able  to  demonstrate  that  air,  heated  by  a  flame,  could  attenuate  the  direct  propagation 

of  sound  and  lead  to  backscattering.  After  Tyndall's  initial  investigation,  the  technique  lay  dormant  for 
over  70  years  before  studied  again  as  an  atmospheric  probe. 

Shortly  before  the  end  of  World  War  II,  Gilman,  Coxhead,  and  Willis  (1946)  used  acoustic 
backscatter  to  study  the  structure  of  low  level  temperature  inversions  as  they  affected  propagation  in 

microwave  communication  links.  A  loudspeaker  source  and  microphone  in  a  60  cm  parabolic  dish  were 
used  as  source  and  receiver,  and  the  backscatter  echoes  displayed  on  an  oscilloscope,  which  was 

photographed  with  a  time-lapse  camera.  A  surprising  amount  of  atmospheric  structure  under  temperature 
inversions  was  displayed.  Strong  correlation  was  found  between  the  acoustic  inversion  echo  and  microwave 
fading  over  a  low  level,  64  km  path.  Breakup  of  nocturnal  thermal  inversions  was  monitored,  and  the 
change  to  typical  daytime  convective  echoes  could  be  observed.  The  authors  were  not  able  to  explain 
completely  the  reason  why  such  echoes  were  obtained.  The  publication  of  these  results  in  the  Journal  of 
the  Acoustical  Society  of  America  may  be  the  reason  why  meteorologists  were  not  attracted  to  the 
advantages  of  acoustic  remote  sensing  at  an  earlier  date. 

During  the  late  1950's  acoustic  scattering  from  the  atmosphere  was  investigated  experimentally  in 
the  Soviet  Union  by  Kallistratova  (1959a,  1959b,  and  with  Tatarski,  1960),  but  it  was  the  investigation  by 
McAllister  (1968)  which  showed  that  echoes  could  be  reliably  obtained  to  heights  of  several  hundred 
meters.  McAllister  also  showed  the  value  of  the  facsimile  recording  media  for  illustrating  the  temporal 
structure  of  atmospheric  scatter  for  both  stable  and  unstable  lapse  rates.  More  recently  the  program  at  the 
Wave  Propagation  Laboratories  of  NCAA  has  demonstrated  the  ability  to  measure  winds  in  the  atmosphere 
by  means  of  the  Doppler  shift  in  the  scattered  sound  (Beran  et  al.,1971,  Beran  and  Willmarth,  1971)  and 
has  studied  the  feasibility  of  utilizing  sounders  in  urban  environments  as  a  tool  for  monitoring  temperature 
inversion  structure  (Simmons  et  al.,  1971). 

Before  considering  in  detail  how  sounders  may  be  utilized  for  atmospheric  studies,  it  will  be 

necessary  to  discuss  some  basic  acoustical  physics  concerning  the  propagation,  attenuation,  and  scattering 
of  sound.  Following  these  fundamental  discussions,  the  details  of  a  typical  sounder  design  are  presented, 
and  atmospheric  structure  which  may  be  detected  with  acoustic  echo  sounders  will  be  discussed. 

18.1  Propagation  and  Attenuation  of  Sound  in  the  Atmosphere 

Acoustic  energy  propagates  through  the  atmosphere  as  a  longitudinal  wave  of  pressure  variations. 
The  intensity  of  a  sound  wave  is  defined  as  the  time  rate  of  energy  passage  through  a  unit  area 
perpendicular   to   the   direction  of  wave   propagation.   In   the   MKS  system   of  units,  sound  intensity  is 
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measured  as  watts  per  square  meter  (w  m"^).  The  attenuation  of  acoustic  waves  as  they  propagate  through 
the  atmosphere  varies  with  the  frequency  of  the  waves  but  in  a  continuous,  smooth  fashion.  Therefore, 
when  small  frequency  ranges  are  considered,  the  intensity  of  a  plane  wave  train  I  at  some  distance  6  from  a 

reference  plane  where  the  intensity  is  I^  is  given  by  (18:1) 

I  =  ̂ o^'^^  (18:1) 

Here  k  is  defined  as  the  attenuation  coefficient.  It  is  made  up  of  three  independent  components, 

k  =  kc  +  k^  +  k^  •  (18:2) 

The  subscripts  stand  respectively  for  classical,  molecular,  and  scattering  (or  excess)  attenuation. 
Classical  attenuation  of  sound  is  caused  by  the  finite  viscosity  of  air  which  leads  to  heating  of  the 

atmosphere  as  the  sound  wave  passes,  and  by  radiation  and  heat  conduction  from  the  high  pressure  regions 

of  the  sound  wave.  Classical  absorption  was  first  studied  by  Stokes  (1849),  and  elaborated  upon  by 
Rayleigh  (1896).  Classical  absorption  varies  as  the  frequency  u  raised  to  the  second  power,  or 

(18:3) 

as  given  by  Beranek  (1954).  Compared  to  the  other  two  sources  of  attenuation,  classical  absorption  is  so 
small  as  to  be  essentially  negligible  in  the  audible  range  of  frequencies  under  normal,  temperate 
atmospheric  conditions. 

The  first  careful  investigation  to  determine  the  cause  of  atmospheric  absorption  of  sound  above  that 
predicted  by  the  classical  theory  was  performed  by  Knudsen  (1931).  He  discovered  the  marked  dependence 
of  absorption  on  the  humidity  of  the  air.  In  a  later  investigation  Knudsen  (1933)  showed  that  the 
abnormally  high  absorption  in  air  is  determined  by  an  interaction  between  oxygen  and  water  molecules 

since  the  test  chamber  filled  only  with  nitrogen  and  water  vapor  showed  a  much  lower  attenuation 
coefficient  than  when  oxygen  was  present  in  the  proportions  found  in  the  atmosphere.  The  mechanism  by 
which  molecular  absorption  occurs  was  explained  by  Kneser  (1933)  as  the  transfer  of  collision  excited 
vibrational  energy  from  oxygen  molecules,  produced  by  the  acoustic  field,  to  water  vapor  molecules.  The 

energy  of  the  excited  water  molecules  is  then  radiated  away  in  the  infrared.  This  transfer  of  energy  from  • 
oxygen  to  water  vapor  is  facilitated  by  the  nearly  exact  overlap  of  energy  levels  in  the  two  molecules,  but 
whereas  the  oxygen  molecule  is  forbidden  from  radiative  decay,  this  method  of  energy  removal  is  highly 
favored  by  water  vapor.  The  molecular  interaction  and  transition  rates  have  been  studied  more  fully  by 
Henderson  and  Herzfeld  (1965). 

The  most  comprehensive  measurements  of  molecular  absorption,  studied  by  means  of  the  decay  of 
acoustic  energy  in  closed  chambers,  are  those  of  Harris  (1966).  Examples  of  data  from  this  study  are  given 
in  (F18.1).  Molecular  absorption  decreases  with  temperature,  and  helps  explain  why  in  cold  climates  cases 
of  unusually  long  range  sound  propagation  are  sometimes  reported,  although  ducting  of  sound  between 
severe  arctic  temperature  inversions  and  the  ground  may  also  be  important  in  such  cases. 

As  an  example  in  comparing  the  importance  of  classical  and  molecular  attenuation,  consider  a 

frequency  of  2  kHz  in  air  at  20°C  and  15%  relative  humidity.  From  (18:3)  the  classical  absorption 

coefficient  is  k  =  1.7  x  iCT''  m"'  .  From  (F18.1),  k^^  =  6  x  ICT^  m~'  or  a  factor  35  times  the  classical attenuation.  From  this  comparison  it  is  easy  to  appreciate  why  classical  attenuation  is  usually  disregarded 
in  considering  sound  propagation  in  standard,  temperate  atmospheres. 

Acoustic  echo  sounding  is  feasible  because  sound  is  scattered  from  a  probing  acoustic  beam  by 
temperature  structure  and  wind  turbulence  in  the  atmosphere.  Obviously,  if  energy  is  scattered  from  the 
beam  the  intensity  of  the  beam  will  decrease.  This  excess  attenuation,  over  and  above  classical  and 

molecular  contributions,   is  expressed   by   the   third   coefficient   on   the   right  hand   side   of  (18:2).  The 
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magnitude  of  k  will  depend  upon  the  structure  of  the  atmosphere.  Field  tests  by  Beran,  et  al.,  (1970) 
utilizing  a  sound  source  on  a  sailplane,  indicate  that  excess  attenuation  may  be  negligible  under  some 

atmospheric  conditions,  but  may  be  of  the  same  order  of  magnitude  as  molecular  absorption  for  other 
conditions.  A  similar  range  of  variation  for  excess  attenuation  was  found  by  Dneprovskaya  et  al.,  (1963) 

who  measured  excess  values  of  from  5  to  23  dB  km"'  near  2  kHz.  Until  we  know  more  about  sound 
propagation  and  scattering  in  the  free  atmosphere,  little  more  can  be  said  about  excess  attenuation.  It 
should  be  possible  eventually  to  predict  its  magnitude  by  observing  the  acoustic  energy  scattered  from  the 

atmospheric  with  an  echo  sounder.  Accurate,  quantitative  interpretation  of  echo  sounding  returns  depends 
critically  upon  understanding  all  aspects  of  attenuation  in  the  real  atmosphere,  and  more  research  needs  to 
be  accomplished,  both  theoretical  and  experimental,  on  the  propagation  of  sound  in  realistic  atmospheres. 

18.2      Scattering  of  Sound  Waves 

Waves  traveling  in  a  perfectly  homogeneous  and  continuous  medium  are  not  scattered.  There  must 
be  variations  in  the  propagation  velocity  of  the  wave,  that  is  to  say,  inhomogeneities  in  the  refractive  index 
of  the  medium,  in  order  to  produce  scattering.  The  velocity  of  sound  waves  in  the  atmosphere  is  a  function 
of  the  temperature  and  of  any  velocity  component  of  the  air.  Stated  differently,  temperature  or  wind 
structure  effectively  changes  the  index  of  refraction  of  the  atmosphere  carrying  the  sound  waves,  and  one 
would  expect  energy  to  be  scattered  from  the  waves  when  such  inhomogeneities  are  encountered. 

The  scattering  problem  may  be  studied  analytically  by  a  direct  application  of  Fermat's  principle  of 
least  time  of  propagation.  This  principle  is  directly  deducible  from  Huygen's  principle  of  wave  front 
construction  by  means  of  contributory  wavelets,  and  it  states  that  wave  motion  always  chooses  that  path 
of  propagation  requiring  an  extremum  (a  maximum  or  minimum)  in  time  to  cover  (Richtmyer  and 
Kennard,  1947).  Once  an  expression  for  the  propagation  velocity  has  been  derived,  it  is  only  required  to 
minimize  transmission  time  by  means  of  the  calculus  of  variations  and  the  Euler  equation  (Margenau  and 

Murphy,  1956).  With  both  the  Euler  equation  statement  of  Fermat's  principle  and  the  conventional  three 
dimensional  wave  equation,  one  has  two  equations,  solvable  in  the  two  unknowns  of  acoustic  pressure  and 

particle  velocity.  This  is  exactly  the  technique  used  by  Monin  (1962)  in  deriving  the  intensity  and  angular 
characteristics  of  sound  scattered  in  a  turbulent  atmosphere.  Following  Monin,  a  useful  form  of  the  wave 

equation  is 

9p  -> 
—  =  -7pVu   ,  (18:4) 9t 

where  p  is  the  atmospheric  pressure,  7  the  ratio  of  specific  heats  of  the  atmospheric  gas  at  constant 
pressure  and  at  constant  volume,  and  u  is  the  instantaneous  velocity  of  particles  in  the  wave.  The  derivation 
of  the  wave  equarion  in  this  form  is  given  by  Beranek  (1954).  H  is  convenient  to  include  the  pressure 
dependence  by  means  of  a  new  variable. 

n=-  Cnp  ,  (18:5) 
T 

so  that  the  wave  equation  becomes  (Monin,  1962) 

-  =  -[vu+(u  -7)0]   .  (18:6) 

Since  the  velocity  of  sound  propagation  is  proportional  to  the  square  root  of  the  atmospheric  temperature, 
or 

'(■•O' 
(18:7) 
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where  c^  is  the  acoustic  velocity  in  the  undisturbed  atmosphere  and  T'  is  the  temperature  of  the  disturbed 
atmosphere  while  T  is  the  mean  atmospheric  absolute  temperature,  the  Euler  equation  may  be  written  in 
the  form 

—  +cl  vn  +  (u  •  v)u  -i-c?,  —  vn  =  o 
at      °  °  T 

(18:8) 

Monin  then  introduces  the  atmospheric  characteristics  by  means  of 

and 

u  =  u    +  V     , 

n  =  n'  +  T  , 

(18:9) 

(18:10) 

where  u'  and  II'  represent  the  atmospheric  turbulence  contributions,  and  v  and  t  are  determined  by  the 

acoustic  wave  only.  Assigning  known  statistical  properties  to  u'  and  n'  (18:6)  and  (18:8)  are  solved  for  the two  unknowns  v  and  r  Which  describe  the  characteristics  of  the  acoustic  field.  Monin  shows  that  the 

solution  for  o{6),  the  power  scattered  from  a  unit  volume  per  unit  incident  flux  into  a  unit  sohd  angle  is 

given  by  (Clifford,  11.2) 

0(0)  = 

4'(V)   ̂ T    sin^jcos^^       ̂ (T)    \Tsinyy 

4T^ 

(18:11) 

Here  X  is  the  wavelength  of  the  sound  for  the  average  atmospheric  temperature  T,  6  is  the  scattering  angle 

measured  from  the  direction  of  the  propagation  of  the  incident  wave,  and  <I>(V)  and  4>(T)  are  respectively 
the  three  dimensional  spectral  densities  of  fluctuations  in  wind  velocity  and  temperature  evaluated  at  the 

spatial  scale  X'  where 

X'  = 

(18:12) 

2  sin- 

It  is  pointed  out  by  Kallistratova  (1961)  that  the  acoustic  energy  scattered  at  angle  6  is  determined  only 

by  spectral  components  of  turbulence  on  the  spatial  scale  X'.  When  a  Kolmogorov  spectrum  of  turbulence 
(Meecham,  4.2.2)  is  assumed,  (18:11)  becomes 

a(9)  =  0.055  X""^  cos^e 
cos^  —  +  0. 1 3  -— (18:13) 

Here  C^  is  the  velocity  structure  parameter,  C^  is  the  thermal  structure  parameter  defined  by 

C"   = v 
u(x)  -  u(x  +  r) 

V-'p 

T(x)  -  T(x  +  r) 
(18:14) 
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Wind  speed  is  u  at  position  x  in  the  positive  x  direction,  and  r  is  measured  along  the  x  axis.  The  x  axis 
may  be  chosen  in  any  arbitrary  direction  to  suit  the  experiment. 

The  analytical  study  of  the  capabilities  of  acoustic  sounding  by  Little  (1969)  was  a  necessary  first 
step  in  predicting  how  such  techniques  might  be  useful  to  meteorologists.  Substituting  typical  values  for 
the  two  atmospheric  structure  parameters  in  (18:13),  the  possibility  of  obtaining  readily  detectable  acoustic 
echoes  with  reasonably  sized  equipment  was  shown  to  be  feasible.  It  should  be  noted  from  the  scattering 

equation  that  the  scattered  acoustic  power  is  only  a  weak  function  of  acoustic  wavelength,  varying  as  X~'  '^ , 
that  direct  backscatter  for  6  =  tt  is  a  function  of  the  thermal  structure  only,  that  there  is  no  scattering  at 
7r/2,  and  that  there  is  strong  scattering  in  the  forward  direction  because  of  the  final  factor  in  the  equation. 
The  scattering  equation  obviously  cannot  be  applied  for  extremely  small  values  of  6,  but  its  general 

correctness  for  scattering  angles  as  small  as  20°  has  been  confirmed  in  experiments  by  Kallistratova  (1961) 
in  the  real  atmosphere  and  more  recently  by  Baerg  and  Schwarz  (1965)  in  a  wind  tunnel.  Further  details 
and  discussions  of  the  scattering  of  acoustic  waves  are  given  by  Clifford  (11.2). 

In  addition  to  acoustic  backscatter  from  random  temperature  structure  in  the  atmosphere,  uniform 
temperature  gradients  may  also  contribute  to  the  scattered  power.  To  have  a  measurable  acoustic  reflection 

from  a  temperature  gradient  requires  a  significant  change  in  index  of  refraction  in  a  small  percentage  of  the 
acoustic  wavelength.  Present  knowledge  of  temperature  stratification  under  stable  conditions  does  not  yield 
much  insight  on  gradients  at  such  a  fine  spatial  scale.  Acoustic  echo  sounder  records  indicate,  however,  an 
excess  return  which  is  frequently  observed  under  stably  stratified  conditions.  Fast  response,  differential 
temperature  readings,  which  provide  a  measure  of  the  random  temperature  structure,  lead  to  a  prediction 
of  smaller  acoustic  scattering  than  is  actually  observed  under  such  conditions.  Better  backscatter  agreement 

is  obtained  with  predictions  from  differential  temperature  readings  under  convectively  unstable  conditions, 
when  a  more  uniformly  mixed,  isotropic  turbulence  condition  is  probably  more  likely  to  occur.  Further 

research  must  be  done  on  the  relative  importance  of  so-called  specular  reflections  from  uniform 
temperature  gradients  as  compared  to  acoustic  scatter  from  random  temperature  fluctuations  under  stable 
atmospheric  conditions. 

It  is  straightforward  to  calculate  the  acoustic  reflectivity,  r,  of  temperature  steps  or  gradients  in  the 
atmosphere.  For  layers  with  an  abrupt  change  of  absolute  temperature  from  Tj  to  T2  in  a  distance  much 

less  than  an  acoustic  wavelength,  the  reflectivity  is,  r  =  (Ti  +  Tj  -  2\/Ti  T2)/4Tq,  where  T^  is  the 

reference  temperature  for  unity  index  of  refraction.  A  change  of  temperature  of  but  1°K,  in  such  an 
abrupt  step  increment,  would  lead  to  larger  acoustic  reflections  from  thin  layers  than  have  been  observed 
to  date.  Taking  more  realistic,  smoothly  varying,  sinusoidal  temperature  fluctuations  in  one  acoustic 
wavelength  does  give  a  reflectivity  on  the  same  order  as  that  observed  from  stably  stratified  structure,  so 

perhaps  the  interpretation  of  enhanced  returns  as  due  to  specular  reflections  will  prove  to  be  correct  when 
all  the  results  are  in. 

With  these  qualifications,  the  functional  equation  relating  transmitted  and  received  power,  and  the 
scattering  function  o(d)  may  now  be  considered.  This  expression  is  entirely  analogous  to  the  meteorological 
radar  equation  (Wilson  and  Miller,  13.1).  For  distributed  scattering  centers  in  the  atmosphere,  the  acoustic 
echo  sounder  equation  takes  the  form 

Pr  =  Pt^Y^^'   G  (18:15) 

where  Pj.   is  the  received  power,  P^  is  the  transmitted  power,  A  is  the  collecting  area  of  the  receiving 
antenna,  t  is  the  time  duration  of  the  acoustic  pulse,  r  is  the  transmittance  of  the  atmosphere  for  acoustic^ 
energy  from  the  antenna  to  the  scattering  volume,  and  G  is  a  gain  factor  which  accounts  for  the  antenna 

beam  pattern  characteristics.  For  a  perfect  piston  source  this  gain  factor  G  is  ~0.24. 

Consider  now  the  received  power  levels  to  which  an  efficient  acoustic  echo  sounder  system  must 

respond.  The  fundamental  theoretical  limit  of  the  acoustic  noise  power  is  that  generated  by  the  random 
thermal  motion  of  the  atmospheric  molecules.  For  the  standard  atmosphere  and  a  100  Hz  receiver 

bandwidth,  this  is  4  x  10"'  '  w  (Little,  1969).  This  noise  power  is  of  the  same  order  of  magnitude  as  the 
Johnson  noise  which  is  generated  in  the  voice  coil  of  an  acoustic  transducer.  Using  a  well  shielded  acoustic 

antenna  with  90°  sidelobe  rejection  60  dB  below  the  vertically  pointed  main  lobe,  this  low  theoretical  limit 
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of  background  noise  has  only  been  observed  once  under  quiet,  early  morning,  rural  conditions  on  the 
Colorado  plains.  Under  most  conditions,  other  acoustic  background  noise  will  exceed  the  theoretical  limit. 
Sources  of  such  noise  include  wind  across  the  transducer,  insects  and  birds,  or  human  activity,  especially 

transportation  or  industrial  devices.  More  details  on  background  noise  characteristics  are  given  by  Simmons, 
et  al.  (1971). 

The  acoustic  power  return,  P  ,  for  a  nominal  transmitted  power  of  20  acoustic  watts,  may  range 

from  values  near  the  theoretical  noise  limit,  at  ranges  of  from  100  m  to  1  km  for  non-turbulent 
atmospheric  regions,  to  values  60  or  70  dB  above  the  noise  limit  for  an  atmosphere  with  a  strong  thermal 
structure  function  at  a  range  of  50  m.  It  is  therefore  necessary  that  the  acoustic  echo  sounding  system  be 

capable  of  responding  over  an  extremely  wide  dynamic  range.  Of  course,  P^.  is  also  a  function  of  the 
distance  to  the  echoing  parcel.  An  echo  sounder  system  with  a  total  dynamic  range  of  95  dB  does  not 

seem  to  exhibit  saturated  echoes  from  strong  Cj  structure,  even  at  short  ranges  of  but  30  m.  Methods  of 
achieving  this  large  dynamic  range  will  be  described  in  the  following  section. 

18.3      Acoustic  Echo  Sounder  Design 

The  following  discussion  is  on  a  "second  generation"  acoustic  echo  sounding  system,  embodying 
many  worthwhile  engineering  improvements  while  carrying  on  the  general  design  philosophy  of  an  earher 
sounder  (Wescott,  et  al.  1970).  As  much  of  the  system  as  possible  was  built  with  the  laboratory  quality, 
commercially  available  electronic  instruments.  The  purpose  of  this  section  is  to  acquaint  the  reader  with 
sounder  design  considerations,  and  to  describe  the  operation  of  a  typical  system. 

The  operation  of  the  equipment  can  be  followed  from  the  block  diagram,  (F18.2).  All  timing 
functions  are  regulated  by  a  crystal  stabilized  clock  in  the  time  code  generator.  Timing  logic  consists  of  a 
configuration  of  diode  gates  which  pass  a  pulse  only  when  a  particular  combination  of  zero  and  plus  binary 
coded  decimal  levels  occur  that  correspond  to  a  desired  pulse  repetition  frequency  (PRF).  Timing  logic 

gates  are  currently  provided  for  PRF's  of  0.5,  0.2,  0.1  Hz  corresponding  to  maximum  echo  ranges  of 
approximately  330,  825,  and  1650  m. 

The  PRF  signal  is  used  to  trigger  a  digital  timing  generator  which  in  turn  passes  a  tone  burst  of 
carrier  frequency  from  the  receiver  beat  frequency  oscillator  (BFO),  generates  a  gate  pulse  coincident  with 
the  tone  burst,  and  generates  two  additional  pulses  having  start  and  stop  times  that  may  be  delayed 
independently  be  desired  amounts  from  the  start  of  the  tone  burst.  Tone  burst  durations  ranging  from  10 
milliseconds  to  1  second  are  normally  used  with  the  sounder  depending  upon  whether  maximum  resolution, 
or  maximum  range  is  desired. 

As  (F18.2)  shows,  the  tone  burst  from  the  timing  generator  is  gated  a  second  time  as  it  passes 

through  a  transmit  gate  on  the  way  to  the  transmitting  power  amplifier.  The  transmit  gate  is  a  field  effect 

transistor  (FET)  solid-state  switch  with  ON  and  OFF  modes  controlled  by  the  gate  pulse  from  the  timing 
generator.  The  need  for  redundant  gating  of  the  tone  burst  is  necessary  because  the  digital  timing  generator 
provides  only  60  dB  of  carrier  frequency  attenuation  between  gate  pulses.  The  resulting  carrier  leakthrough 

was  enough  to  create  a  very  low  level  "false  echo"  signal  during  the  echo  sounder  receive  mode. 
The  tone  burst  from  the  transmit  gate  is  applied  to  the  input  of  the  power  amplifier  at  a  level  of  1 

volt  rms.  The  gain  of  the  power  amplifier  is  adjusted  to  deliver  100  watts  rms  of  electrical  power  through  a 

pair  of  back-to-back  diodes  to  an  8-ohm  acoustic  transducer  for  the  duration  of  the  tone  burst.  The 
transducer  is  coupled  acoustically  to  a  reflector-horn  antenna.  The  overall  transmitting  efficiency  of  the 
transducer-antenna  configuration  is  about  20%  so  that  the  antenna  radiates  about  20  watts  rms  of  acoustic 
power  into  the  atmosphere  during  the  tone  burst,  t. 

Between  tone  bursts  the  power  amplifier  produces  less  than  a  mUlivolt  of  hum  and  instrument 
noise.  This  noise  is  nonetheless  more  than  an  order  of  magnitude  larger  than  some  of  the  voltages  produced 

by  weak  atmospheric  echoes.  Back-to-back  silicon  diodes  were  therefore  placed  between  the  power 
amplifier  and  the  acoustic  transducer.  These  diodes  readily  conduct  large-amphtude  transmit  tone  bursts, 
but  are  virtual  open  circuits  to  signals  of  less  than  300  millivolts  rms.  In  order  for  the  diode  isolation 
circuit  to  work  reliably,  however,  it  is  essential  that  the  power  amplifier  have  a  well  regulated  power 
supply.  Otherwise  power  line  surges  will  produce  voltage  fluctuations  at  the  amplifier  output  large  enough 
to  pass  through  the  diodes,  and  receiver  overload  will  occur. 
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During  transmission  it  is  necessary  to  isolate  -and  protect  the  extremely  sensitive  receiver  circuits  of 
the  echo  sounder  from  overload  and  possible  damage.  This  is  done  in  three  stages,  and  the  circuit  elements 

involved,  mostly  silicon  diodes  as  shown  in  (F18.2),  perform  a  task  equivalent  to  that  of  a  radar 

transmit-receive  (T-R)  device.  The  first  stage  is  a  set  of  back-to-back  diodes  in  series  with  resistor  Rl.  The 
second  stage  is  a  diode  bridge  shorting  gate.  The  action  of  this  gate  is  controlled  by  the  polarities  of  a  pair 

of  equal  but  opposite  receiver  gate  pulses.  When  the  polarities  of  these  pulses  are  as  shown  in  (F18.2),  all 
diodes  of  the  bridge  conduct,  and  the  receiver  preampHfier  input  terminal  is  thereby  clamped  to  ground. 
When  the  polarities  of  the  pulses  are  reversed,  as  they  are  throughout  the  receiver  ON  time,  all  diodes  of 
the  bridge  are  biased  beyond  cutoff,  and  the  gate  has  no  effect  on  the  receiver  circuit.  The  third  stage  of 
isolation  is  a  receiver  gate  which  blocks  any  leakthrough  during  transmit. 

The  pulses  that  control  the  action  of  the  diode  bridge  shorting  gate  are  obtained  from  the  gate 

pulse  amphfier.  The  start  time  of  these  pulses  is  chosen  to  delay  the  turn  on  of  receiver  circuits  until  the 
ringing  or  reverberation  in  the  acoustic  antenna  caused  by  the  powerful  transmit  tone  burst  has  decayed  to 

a  negligible  level.  This  is  about  100  msec  from  the  end  of  the  tone  burst  for  the  fiberglass  horn-reflector 
antenna  now  in  use,  and  is  equivalent  to  about  the  first  16  m  of  echo  range.  It  should  be  possible  to 

reduce  the  reverberation  time  and  subsequent  loss  of  close-range  echoes  by  future  improvements  in  acoustic 
antenna  design.  The  stop  time  of  the  pulses  from  the  gate  pulse  amplifier  is  set  to  turn  off  the  receiver 
circuits  a  few  msec  before  the  start  of  the  next  transmit  tone  burst.  This  is  done  as  a  precaution  to  insure 
against  possible  damage  to  the  receiver  circuits  by  the  initial  transient  of  the  transmit  signal. 
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Figure  18.1     Molecular  attenuation  coefficients  for  acoustic  waves  as  a  function  of  humidity,  for  various 
frequencies  (after  Little,  1969). 
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Figure  18.2    Block  diagram,  Mark  II  echo  sounder  (after  Simmons,  et  al. , 

1971). 

During  reception  of  echoes  the  gating  actions  described  earlier  enable  the  acoustic  transducer  to  act 

as  a  microphone  which  is  transformer  coupled  to  a  variable-gain  preamplifier  as  shown  in  (F18.2).  The 

coupling  transformer  has  a  30  to  1  step-up  turns  ratio  which  serves  to  increase  the  irreducible  Johnson 

noise  voltage  of  the  microphone  to  a  level  that  substantially  exceeds  the  input  self-noise  of  the 
preamplifier. 

The  preamplifier  is  located  remotely  at  the  antenna-transducer  site  in  order  to  increase  echo  signal 

levels  to  about  1  volt  rms  before  transmission  through  over  100  m  of  cable  to  the  rest  of  the  receiver 

system.  For  this  reason  the  preamplifier  includes  a  calibrated,  remote  gain  control  subsystem  and  a 

balanced,  low-impedance,  differential  output  stage.  Preamplifier  gain  may  be  varied  from  60  db  to  0  db  by 

varying  a  dc  gain  control  signal  from  0  to  +5  volts.  The  differential  output  signal  of  the  preamplifier  is 

delivered  through  the  long,  multiconductor  cable  to  the  differential  amplifier  of  the  receiver  system.  This 

amplifier  converts  the  balanced  and  therefore  relatively  hum-free  signal  from  the  preamplifier  to  a 

single-ended  signal  for  subsequent  passage  through  an  800  Hz  highpass  filter.  The  purpose  of  the  highpass 

filter  is  to  eliminate  strong,  low-frequency  wind  noise,  man-made  noise  and  other  low-frequency 

components  of  background  noise  that  might  otherwise  overload  subsequent  stages  of  the  receiver  system. 

The  output  of  the  highpass  filter  is  applied  to  the  receiver  gate.  This  is  a  redundant  gate  that 

operates  in  unison  with  the  previously  described  diode  bridge  shorting  gate.  Both  gates  are  controlled  by 

the  output  pulse  from  the  receiver  gate  logic  section.  The  purpose  of  the  receiver  gate  is  to  block  a  small 

leakthrough  signal  that  develops  during  the  transmit  tone  burst.  The  leakthrough  path  is  in  the 

multi-conductor  cable  that  interconnects  the  remotely  located  antenna,  transducer  and  preamplifier  sections 

of  (F18.2)  to  the  rest  of  the  sounder  system.  The  cable  consists  of  separately  shielded  pairs  of  conductors 

to  minimize  cross-coupling  effects  among  transmit,  receiver  and  gate  control  signals.  Since  up  to  300  m  of 

cable  may  be  used,  however,  there  is  still  enough  cross-coupling  to  warrant  the  use  of  the  redundant 
receiver  gate. 
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The  echo  signal  from  the  receiver  gate  is  apphed  to  one  of  the  two  inputs  of  the  1/C  analog 
multipHer.  The  other  input  to  the  multipUer  is  a  hnear  ramp  signal  generated  by  the  gain  ramp  integrator. 
The  output  of  the  1/C  analog  multiplier  at  any  time  is  simply  one  tenth  the  product  of  the  applied  echo 
signal  and  the  instantaneous  amplitude  of  the  linear  ramp.  The  Hnear  ramp  from  the  integrator  always 
starts  at  zero  volts  dc  and  grows  with  time  at  the  rate  of  1  volt/sec.  This  causes  the  multiplier  to  act  as  an 
echo  signal  amplifier  the  gain  of  which  periodically  starts  at  zero  and  increases  linearly  with  time  at  the 
rate  of  0.1/sec.  By  the  end  of  a  10  second  echo  receiving  period,  for  example,  the  gain  of  the  1/8  analog 
multiplier  has  been  swept  from  zero  to  unity.  This  type  of  gain  sweep  compensates  for  the  spherical 
divergence  or  spreading  loss  of  acoustic  echoes  as  they  are  received  from  progressively  longer  ranges.  The 

gain  is  varied  inversely  with  range  (1/C)  rather  than  as  the  inverse  square  of  range  (1/2^)  because  the  output 
signal  of  the  receiving  transducer  is  proportional  to  acoustic  pressure  rather  than  acoustic  power. 

The  range-compensated  echo  signal  from  the  1/C  analog  multiplier  is  applied  to  the  input  of  the 
tuned  receiver.  The  receiver  is  constructed  so  that  the  center  of  its  pass  band  automatically  coincides  with 
the  frequency  of  an  integral  BFO  that  is  the  source  of  carrier  frequency  for  the  sounder.  The  receiver 
tuning  is  thus  locked  to  the  mean  frequency  of  the  echo  signal.  Receiver  bandwidth  is  adjustable,  and 
normally  is  set  to  accommodate  just  the  major  sidebands  of  the  transmitted  tone  burst  in  order  to  achieve 
an  optimum  S/N  with  minimal  loss  of  resolution.  For  example,  a  bandwidth  of  100  Hz  generally  has  been 
used  for  tone  bursts  lasting  20  msec,  whereas  a  bandwidth  of  10  Hz  has  been  used  for  tone  bursts  of  200 
msec  and  longer. 

The  tuned  receiver  has  two  outputs.  One  of  these  is  an  amplified-  replica  of  the  echo  signal  as 

bandwidth-limited  by  the  receiver  tuned  circuits.  This  is  the  type  of  signal  that  is  used  for  determining 
Doppler  shifts  of  frequency  between  a  transmitted  tone  burst  and  its  received  echo.  It  is  planned  to  digitize 
this  signal  (and  others)  before  recording  in  order  (1)  to  ehminate  frequency  errors  associated  with  analog 
tape  recorder  wow  and  flutter,  and  (2)  to  shorten  the  number  of  steps  required  for  subsequent  digital  data 
analysis.  The  digital  recording  scheme,  though  not  yet  completed,  is  shown  connected  to  the  echo  signal 

output  of  the  tuned  receiver  on  (F18.2).  The  other  output  of  the  tuned  receiver  is  the  detected  level  of  the 
echo  signal.  This  is  a  fluctuating  dc  signal  the  amplitude  of  which  is  proportional  to  the  acoustic  pressure 
of  echoes  received  after  correction  for  spherical  divergence.  This  signal  is  displayed  as  a  function  of  range 
and  time  of  day  by  means  of  the  facsimile  recorder. 

The  acoustic  antenna  is  an  important  component  of  the  system  since  it  serves  to  colUmate  the 
transmitted  power  into  a  narrow  beam  in  the  transmit  mode,  and  serve  as  a  highly  directional  microphone 

in  the  receive  mode.  One  highly  efficient  type  is  the  cone-paraboloid  antenna  originally  designed  for 
microwave  use.  The  electro-dynamic  transducer  is  bolted  to  the  cone  section  m  place  oi  tne  microwave 
conical  wave  guide.  The  only  other  modification  of  the  antenna  found  desirable  is  to  coat  it  with  an 
acoustical  dampening  material  to  limit  reverberation  time  after  the  transmitting  pulse  is  turned  off.  Such  an 
antenna  is  shown  in  (F18.3).  Other  types  of  antennas  which  have  been  used  in  acoustic  sounders  include 

arrays  of  electro-dynamic  speakers,  and  transducers  mounted  at  the  focus  of  paraboHc  dishes. 
A  desirable  feature  of  any  antenna  is  the  limitation  of  side  lobes  so  that  unwanted  acoustic  power  is 

not  directed  elsewhere  and  so  that  noise  in  the  environment  surrounding  the  sounder  does  not  affect 
sounder  performance.  The  measured  sidelobe  characteristics  of  a  cone  paraboloid  antenna  are  shown  in 
(F18.4)  for  different  acoustic  frequencies.  It  will  be  seen  that  at  a  frequency  of  1  kHz,  the  half  power 

beam  width  is  about  16°,  whereas  at  5  kHz  the  main  beam  is  measured  to  be  only  3  or  4  degrees  wide  to 
the  half  power  point.  Note  also  that  the  90°  sidelobe  is  38  dB  below  the  main  beam  at  1  kHz  and  nearly 
50  dB  below  the  main  beam  at  5  kHz. 

One  easy  way  to  improve  sidelobe  rejection  is  to  surround  the  antenna  with  an  absorbing  cuff.  For 
a  vertically  pointed  antenna  it  has  been  found  that  an  open  cylinder  of  haybales  is  an  effective  absorber.  If 
the  cylinder  aperture  is  several  times  that  of  the  antenna  and  the  height  several  times  the  antenna  aperture, 

20-30  dB  additional  90°  sidelobe  attenuation  is  obtained.  An  analysis  of  this  absorbing  cuff  has  been 
performed  by  Strand  (1971)  and  the  theoretical  improvement  closely  checks  with  that  experimentally 
measured  in  the  field.  Furtlier  improvements  should  be  possible  with  internal  attenuators  in  the  horn  to 
achieve  the  effect  of  a  tapered  feed  in  the  microwave  case.  The  present  antenna  acts  nearly  like  a  perfect 

piston  source,  but  by  decreasing  the  amplitude  of  the  pressure  fluctuations  near  the  edge  of  the  aperture, 
less  energy  will  be  diffracted  at  the  edge,  further  improving  the  sidelobe  rejection. 
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Figure     18.3     Fiberglass    conical    horn,    parabolic   reflector   antenna,    highly    suitable   for   acoustic    echo 
sounding.  (After  Wescott,  et  al,  1970). 

18.4      Structure  Observed  in  Returned  Echo 

With  a  co-located  acoustic  transmitter  and  receiver,  the  backscatter  from  the  atmosphere  is  caused 
only  by  thermal  structure  which  may  be  either  random  temperature  inhomogeneities  or  uniform 
temperature  gradients.  This  effect  has  been  discussed  earlier  in  connection  with  (18:13).  The  temperature 

structure  parameter  is  not  a  usually  measured  atmospheric  variable,  and  we  still  have  much  to  learn  about 
its  magnitude  and  variation  in  the  atmosphere.  It  is  not  surprising  that  considerable  temperature  structure  is 

observed  near  midday  when  the  atmosphere  is  convectively  unstable,  for  under  such  conditions  heat  is 
added  rapidly  to  the  low  lying  levels  by  conduction  from  the  solar  heated  ground.  Typical  acoustic  returns 
obtained  under  convective  conditions  will  be  discussed  next,  followed  by  an  investigation  of  the  echo 

returns  from  the  stably  stratified  atmosphere. 
18.4.1  Convective  Plumes 

The  typical  pattern  observed  on  the  facsimile  recording  showing  back-scattered  intensity  with  height 
as  a  function  of  time,  for  the  unstable  atmosphere  is  shown  in  (F18.5).  This  is  the  thermal  plume 
structure,  indicating  the  rise  of  heated  and  thermally  nonuniform  air  parcels  from  the  ground  due  to 
surface  heating  from  solar  radiation.  That  the  upwelling  air  is  characterized  by  variation  in  temperature  is 
well  known  from  investigations  with  fast  response  temperature  sensors  on  aircraft,  such  as  the  study  by 

Myrup  (1967).  Myrup  also  shows  how  the  variation  of  Cj  with  height  may  be  used  to  differentiate 
between  different  convective  models.  With  a  well  calibrated  acoustic  sounder,  and  if  the  atmospheric 

acoustic  attenuation  is  known,  it  is  possible  to  measure  Cj  as  a  function  of  height  and  compare  results 

with  the  Townsend  convective  theory,  where  a  variation  as  the  -0.75  power  with  height  is  predicted,  or 
with  similarity  theory  where  a  -0.67  power  law  is  found  (Myrup,  1967).  Acoustic  sounding  is  just  to  the 
stage  where  it  will  be  possible  in  the  near  future  to  complete  such  studies.  By  comparing  the  acoustic 
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sounder  measurements  of  C-j'  with  temperature  differences  recorded  by  fast  response  thermometers,  spaced 
one-half  of  the  acoustic  wavelength  apart,  on  a  nearby  micrometeorological  tower,  we  are  now  studying  the 
accuracy  of  the  acoustic  measurements.  Preliminary  results  indicate  rather  good  agreement,  within  50%, 

between  the  sounder  and  tower  measurements  of  mean  C'p,  and  even  in  the  variance  of  this  parameter.  The 
great  advantage  in  using  the  sounder  over  tower  or  aircraft  measurements  is  that  the  entire  spatial  structure 
of  the  plume  is  visible,  instead  of  one  or  several  finite  horizontal  slices  through  the  structure. 

The  sounder  facsimile  record  clearly  shows  the  vertical  organization  of  the  convective  plumes, 

seemingly  putting  to  rest  the  controversy  over  the  existence  of  plumes  as  opposed  to  isolated  heated 

bubbles  of  rising  air.  However,  regions  of  higher  Cj  do  occur  within  plumes,  presenting  a  combined 

bubble-plume  picture.  One  improvement  which  would  be  advantageous  is  more  rapid  transmit  damping  to 
enable  the  detection  of  echoes  from  lower  levels  in  the  atmosphere  than  the  present  minimum  of  30  m.  It 

is  in  these  lower  levels  below  30  m  that  vwnd  shear  frequently  produces  a  mariced  slope  in  the  plume 
structure,  as  observed  by  Kaimal  and  Businger  (1970).  Plumes  detected  with  the  sounder  in  the  levels  above 

30  m  are  observed  to  slope  randomly  into  or  with  the  wind  at  a  prairie  location.  Little  wdnd  shear  is 
observed  between  30  m  and  300  m  height  when  convection  is  vigorous  on  sunny  days.  Wind  data  for  such 

field  experiments  have  been  measured  by  means  of  an  anemometer  on  a  tethered  balloon.  It  therefore 

appears  that  thermal  plumes  significantly  modify  wind  fields  in  the  boundary  layer. 
With  the  calibration  of  the  sounder  well  understood  to  an  estimated  accuracy  of  3  dB,  the  facsimile 

recordings  of  plume  structure  can  be  used  to  study  the  diurnal  and  seasonal  variation  of  plume  height.  We 
define  a  plume  as  being  that  column  of  the  atmosphere  where  the  thermal  structure  parameter 

C'j'>4  X  10'"^°K  cm"'  '^.  In  (F18.5),  the  darkest  areas  in  the  plumes  correspond  to  C-p  values  as  large  as 
14x  10'^°K  cm"'  '^.  By  overlaying  the  records  of  plumes  with  a  transparent  grid,  it  is  possible  to  count  off 
the  percentage  of  time  when  the  plume  is  discemable  as  a  shade  of  light  grey  or  darker,  corresponding  to 

the  discriminating  Cj  value  defined  above.  The  results  of  such  an  analysis  are  shown  in  (F18.6)  where  the 

increase  in  plume  height  from  early  morning  hours  to  a  maximum  shortly  after  noon  is  documented  by 
the  three  curves  drawn.  This  data  was  taken  at  HasweU,  Colorado,  a  flat  prairie  site  200  km  southeast  of 

Boulder,  on  a  sunny  day  with  light  and  variable  winds  below  2  ms"' . 
TABLE    MOUNTAIN    FIELD    SITE.    COLORADO 

Local     Time    February  17.  1971 
Figure    18.5    Facsimile    recording    of  acoustic    echo    intensity    from    the    unstable   atmosphere,    showing 

convective  plume  structure.  (After  Hall,  et  al.,  1971). 
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After  the  plumes  reach  a  maximum  height  shortly  after  noon,  the  height  begins  to  decrease  but  on 

a  slower  time  scale  than  the  rise  in  height  during  the  morning  hours.  The  1400-1500  plume  height 
characteristic  is  nearly  the  same  as  the  1000-1100,  and  the  1600-1700  late  afternoon  plumes  have  nearly 
the  same  characteristic  as  the  0900-1000. 

Turbulent  mixing  at  the  edges  of  the  plume,  and  turbulence  within  the  plume,  reduces  the  Cj  with 
height  as  shown  in  (F18.5).  The  lower  regions  of  the  plume  are  clearly  a  darker  grey  on  the  facsimile 

record  than  the  upper  regions.  It  must  be  emphasized,  however,  that  Cj  is  a  class  of  atmospheric  variable 
about  which  we  have  much  to  learn.  The  thermal  structure  parameter  does  not  exactly  correspond  with 

plume  vertical  velocity,  as  verified  by  acoustic  Doppler  measurements  of  vertical  winds.  Therefore  low 

values  of  Cj  do  not  necessarily  delimit  the  convective  zone  in  the  boundary  layer,  but  there  is  a  clear 
correlation  between  convection  and  the  Cj.  Further  theoretical  and  experimental  work  will  be  required  to 
determine  how  the  unstable  convection  region  interacts  with  thermal  inversions. 

A  second  way  to  study  the  characteristics  of  thermal  plumes  is  to  investigate  seasonal  effects  on 

plume  height.  In  (F18.7),  the  1200-1300  plume  height  characteristics  are  examined  for  three  dates  in  the 
summer,  fall,  and  winter  months.  All  data  were  taken  over  Colorado  prairie  land  on  sunny  days  with  winds 

0-2  ms"* .  They  show  surprising  little  variation  in  plume  characteristics  with  season.  This  somewhat 
surprising  result  needs  further  study,  for  the  angles  of  solar  radiation  incidence  differ  by  more  than  50° 
between  the  extreme  seasonal  cases.  Surface  temperature  gradients,  or  in  other  words  the  lapse  rate  in  the 
lowest  few  tens  of  centimeters  does  not  change  greatly  with  season,  (Whitman  and  Wolters,  1967),  and  this 
may  be  the  explanation. 

The  facsimile  recordings  of  Cj  serve  as  a  useful  pictorial  representation  of  the  temporal  structure  in 

the  atmosphere,  and  can  be  used  for  semi-quantitative  work,  as  in  finding  gradients  in  thermal  structure.  To 

assign  absolute  values  to  C-p,  it  is  necessary  to  have  a  more  accurate  means  of  recording  the  back-scattered 
sound  intensity.  We  have  used  analog  magnetic  tape  recording  for  this  purpose  to  date.  These  analog  records 
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are  returned  to  the  laboratory  for  digitization  and  computer  processing,  introducing  in  the  computational 

scheme  atmospheric  humidity  and  temperature  effects,  to  account  for  molecular  absorption,  and  the  echo 

sounder  system  parameters  so  that  quantitative  values  of  C-p  may  be  derived.  A  plot  of  temperature 

structure  detected  acoustically  in  convective  plumes  in  shown  in  (F18.8).  When  more  extensive  data  is  ■ 
available,  it  will  be  possible  to  obtain  a  good  statistical  average  of  Cj  structure  with  height  for  comparison 

with  differing  convective  theories.  The  scattering  equation  (18:13)  and  acoustic  "radar  equation"  (18:15) 
are  used  to  relate  backscattered  power  to  C-p. 

18.4.2  Temperature  Inversions 

A  quite  different  type  of  acoustic  sounder  return  facsimile  display  is  obtained  under  stable 

conditions  in  the  boundary  layer.  On  a  typical  clear  night,  thermal  radiation  from  the  earth's  surface  results 
in  the  ground  having  a  lower  temperature  than  air  immediately  adjacent  to  it.  This  is  because  the  infrared 
emissivity  of  the  solid  earth  is  much  greater  than  the  atmosphere.  The  dryer  and  more  clear  the 
atmosphere,  the  poorer  it  is  as  an  infrared  radiator.  Turbulence  or  molecular  conduction  within  the  low 
lying  levels  of  the  atmosphere  causes  a  heat  loss  to  the  earth,  and  a  cold  layer  of  air  forms  just  above  the 
solid  surface.  As  heat  conduction  losses  continue  throughout  the  night,  the  depth  of  this  cold  layer  of  air 
increases,  usually  as  the  square  root  of  the  time  interval  after  sunset  (Sutton,  1953).  If  the  conduction  of 
heat  occurred  principally  on  the  scale  of  molecular  diffusion,  one  would  not  expect  much  random  thermal 
structure,  and  we  might  predict  that  the  acoustic  sounder  would  detect  only  the  temperature  gradient 
separating  the  cold,  surface  air  from  the  warmer  air  above.  Under  most  atmospheric  conditions,  there  is 
more  heat  conducted  through  turbulent  eddy  diffusion,  so  that  throughout  the  deepening  cooler  air  a  large 

value  of  Cj  is  observed. 
A  typical  acoustic  facsimile  display  illustrating  the  formation  of  a  nocturnal  radiation  inversion  is 

given  in  (F18.9).  The  last  vestige  of  convective  plume  structure  dies  away  at  about  1700  hours  and  the 
increase  in  the  radiation  inversion  depth  is  indicated  by  the  thickening  lower  dark  trace  beginning  at  1900 

hours.  The  blanked-out  echo  in  the  lowest  30  meters  prevents  detection  before  this  time.  As  time 
progresses,  the  depth  increases  through  0200  hours.  Minor  variations  in  inversion  height  are  probably 
caused  by  changes  in  wind  conditions,  and  mixing  at  the  top  of  the  temperature  inversion.  After  0200  it 
appears  there  was  sufficient  mixing,  possibly  from  wind,  to  dissipate  the  initially  formed  inversion 
structure,  and  to  lead  to  the  formation  of  yet  another  nocturnal  inversion  growing  from  the  surface  after 
0230. 

A  second  type  of  temperature  inversion  is  caused  by  large  scale  downward  motion,  or  subsidence, 
within  the  troposphere.  The  relatively  rapid  descent  of  air  parcels  in  subsidence  results  in  adiabatic  heating 

of  the  air.  By  the  time  a  subsiding  air  mass  has  approached  the  surface,  it's  temperature  significantly 
exceeds  that  of  the  lower  lying  levels.  This  is  because  typical  lapse  rates  in  the  atmosphere  are  less  than  dry 

adiabatic.  The  subsiding  air  is  prevented  from  reaching  the  earth's  surface  by  the  trapped,  stable,  lower 
levels  so  that  horizontal  divergence  of  the  subsiding  air  mass  frequently  occurs  above  the  low  layers,  leading 
to  wind  shear  and  turbulent  mixing  of  the  warmer  upper  air  with  the  underlying  levels. 

The  acoustic  detection  of  the  formation  of  a  subsidence  inversion  is  also  shown  in  (F18.9),  entering 
the  picture  at  a  height  of  700  meters  at  0240  hours.  As  the  subsidence  continues  through  0800,  the 
increasingly  dark  acoustic  return  indicates  an  increase  in  the  thermal  structure.  The  wavy  nature  of  the 

return  is  probably  caused  by  wind  shear  induced  instabilities  or  Kelvin-Helmholtz  billows  (Sekera.  1948). 
The  merging  of  the  subsidence  inversion  and  the  radiation  inversion  after  0800  resulted  in  a  temperature 

differential  across  the  inversion  of  10°C,  as  measured  by  radiosonde  ascent  in  Denver,  40  km  from  where 
the  record  was  obtained  at  Table  Mountain,  Colorado,  just  north  of  Boulder.  The  eventual  weakening  and 
breakup  of  the  inversion  by  convective  thermal  plumes  may  be  noted  after  1000  with  all  traces  of  the 
inversion  gone  by  1200.  This  timing  also  matched  the  observed  inversion  breakup  in  Denver,  and  clearly 
indicates  how  the  sounder  may  be  used  to  monitor  mesoscale  phenomena  which  may  affect  points 
separated  by  many  kilometers.  (The  dark  vertical  traces  in  the  facsimile  (F18.9)  at  the  upper  levels  after 
1000,  and  1400  were  caused  by  insect  noise,  while  the  darkening  of  the  trace  after  1600  was  caused  by 

increasing  wind  noise.  These  two  sources  of  background  noise  sometimes  place  limitations  on  acoustically 
detected  atmospheric  variables.) 
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A  second  example  of  temperature  inversion  structure  is  shown  in  (F18.10).  The  dramatic  wave 

structures  and  fine  lamina  of  C-p  indicate  that  boundary  layer  temperature  inversions  can  be  highly 
complex.  If  the  depth  of  an  inversion  is  to  be  accurately  monitored,  a  single  radiosonde  ascent  with 

temperature  sensor  could  easily  be  in  error  should  the  balloon  borne  instrument  pass  through  the  crest  or 
trough  of  one  of  the  gravity  waves  frequently  observed.  The  study  of  this  same  inversion,  correlating 
microbarograph  detected  pressure  variations  with  the  acoustic  record,  is  discussed  by  Hooke  (7.2)  in  this 
volume. 

TABLE      MOUNTAIN.     COLX)RADO 

April     13-14,    1971 

Figure  18.9    Facsimile    record  of  24  hours  of  acoustic  echo  sounding,  illustrating  returns  from  radiation 
and  subsidence  inversions,  and  the  dissipation  of  an  inversion  by  convection. 

TABLE    MOUNTAIN     FIELD    SITE.      COLORADO 

0300         0320         0340  0400 

Local    Time    March    3.    1971 

Figure  18.10    Facsimile  record  of  acoustic  returns  from  a  stable  atmosphere,  showing  gravity  waves  (after 
Hall,  19711. 
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Comparisons  of  acoustically  measured  Cj  with  tower  measurements,  under  temperature  inversion 

conditions,  sometimes  do  not  agree  as  well  as  when  the  atmosphere  is  convectively  unstable.  When  thin, 

horizontal  laminae  are  present,  the  acoustic"  technique  seems  to  estimate  consistently  too  high  a  value  of 

Cj,  sometimes  100  percent  higher  than  the  value  measured  with  differential  thermometers  on  a  tower  at 

the  same  height.  It  is  believed  that  this  lack  of  agreement  is  caused  by  the  inadmissability  in  the  scattering 

theory  of  assuming  isotropic  turbulence  under  the  stably  stratified  inversion  conditions,  so  that  a 

Kolmogorov  spectrum  of  turbulence  may  not  exist.  Also,  since  the  layers  are  nearly  horizontal,  and 

gradients  of  temperature  present  nearly  specular  surfaces  to  the  advancing  wave  fronts  in  the  far  field  of  a 

vertically  pointed  acoustic  antenna,  some  partially  coherent  scattering  may  occur  to  enforce  the  returned 

echo  strength.  When  sharply  defined  lamina  are  not  present  below  an  inversion,  tower  and  sounder 

measured  values  for  Cy  agree  nearly  as  well  as  for  the  convectively  unstable  atmosphere  or  within  50 

percent. 

18.5      Wind  Studies  by  Acoustic  Doppler  Methods 

So  far  we  have  considered  only  the  atmospheric  structure  revealed  by  the  intensity  of  the 
backscattered  signal.  By  analyzing  the  frequency  content  of  the  returned  signal,  and  comparing  this  with 
the  transmitted  frequency,  one  can  derive  the  velocity  of  the  air  parcels  along  the  acoustic  beam,  from  the 
Doppler  frequency  shift  in  the  scattered  sound.  Consider  a  vertically  pointed  sounder.  The  vertical  velocity, 
w,  of  the  scattering  volume  along  the  direction  of  the  beam  is  given  by 

(18:16) 

where  c  is  the  velocity  of  sound,  Uq  is  the  transmitted  carrier  frequency,  and  f^  is  the  frequency  of  the 
scattered  signal.  This  equation  is  correct  to  first  order  accuracy,  where  wind  velocity  is  small  compared  to 
the  velocity  of  sound.  This  is  nearly  always  true  for  vertical  velocities  in  the  atmosphere,  and  certainly  for 

those  velocities  measured  under  nominal  convective  plume  conditions.  As  pointed  out  by  Beran,  et  al. 
(1971),  the  much  slower  speed  of  acoustic  waves  compared  with  electromagnetic  waves  can  introduce  some 
errors  into  the  acoustic  Doppler  measurements.  If  the  total  velocity  of  the  medium  along  the  path  to  the 

scattering  volume  is  varying  with  time,  which  is  usually  the  case  in  the  atmosphere,  additional  frequency 
shifts  caused  by  beam  bending  may  be  added  to  the  true  Doppler  shift  produced  by  the  radial  motion  of 
the  target.  Fluctuations  in  the  vertical  velocity  of  the  air  along  the  vertical  path  of  the  sound  do  not, 
however,  produce  spurious  frequency  shifts,  provided  that  the  vertical  velocity  field  does  not  change 
between  the  upward  and  the  downward  traverse  of  the  sound  pulse  through  the  medium.  On  the  other 
hand,  temperature  fluctuations  produce  phase  changes  of  equal  magnitude  and  sign  in  both  propagation 

directions,  and  do  not  cancel  out.  Overall,  spurious  propagation-induced  frequency  shifts  should  not 

produce  errors  in  derived  vertical  velocities  of  more  than  about  0.1  ms"'   for  the  heights  which  concern  us. 
The  frequency  spectrum  of  the  returned  signal  is  compared  with  that  of  the  original  transmitted 

pulse  to  obtain  the  Doppler  frequency  shift.  The  method  of  obtaining  the  spectra  differs  slightly  in  the 
acoustic  and  electromagnetic  cases,  primarily  because  of  the  characteristically  much  higher  pulse  repetition 
rate  used  with  electromagnetic  radar.  The  final  spectrum  generated  from  a  radar  return  is  extracted  from 
information  contained  in  each  of  many  separate  pulses  and  it  is  this  spectrum  which  is  used  to  reproduce 
the  Doppler  frequency;  in  the  acoustic  case,  a  spectrum  can  be  generated  for  each  pulse.  The  higher  pulse 

repetition  rate  of  the  radar  does  not  increase  the  accuracy  if  the  signal-to-noise  ratios  and  overall  duty 
cycles  (fraction  of  time  that  the  transmitter  is  on)  are  equal  in  the  two  cases.  A  further  improvement  can 
be  made  by  averaging  the  acoustic  spectra  from  succeeding  pulses,  although  this  reduces  the  horizontal 
resolution  by  increasing  the  size  of  the  total  volume  being  considered  because  of  the  ambient  air  motion 
during  the  time  required  to  collect  the  sample. 

A  typical  Doppler  derived  vertical  velocity  profile  for  a  convective  plume  is  illustrated  in  (F18.il). 
On  the  left  is  the  backscatter  intensity  depiction  of  the  thermal  plume  structure  and  on  the  right  are  the 

profiles  of  vertical  velocity  in  ms"'  . 
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Figure  18.11     (a)  Facsimile  record  of  convective  plumes,  and  (bj  Doppler  detected  wind  in  ms 

same  plumes  as  in  (a)  (after  Beran,  et  al,  1971). for  the 

Studies  of  the  vertical  velocity  observed  under  breaking  gravity  wave  conditions  when  strong 

temperature  inversions  are  present  have  revealed  vertical  velocities  of  the  same  order  of  magnitude  as  those 

observed  in  convective  plumes,  or  several  meters  per  second  in  both  the  positive  and  negative  z  direction. 

Further  studies  of  this  type,  especially  when  coupled  with  microbarograph  arrays  for  detection  of  gravity 

wave  propagation  direction,  will  add  much  more  to  our  understanding  of  the  dynamics  of  such  wave 

motion  in  the  boundary  layer.  The  importance  of  wave  energy  in  boundary  layer  dynamics  has  not  been 

extensively  investigated  but  it  may  turn  out  that  wave  energy  budgets  are  of  comparable  importance  to  the 

energy  transported  through  convection  or  dissipated  through  turbulence. 

By  employing  three  acoustic  echo  sounders  in  the  geometry  illustrated  in  (F18.12)  it  is  possible  to 

measure  the  Doppler  component  along  each  of  the  three  beams.  In  this  manner,  the  total  wind  vector  may 

be  measured  in  the  volume  intersected  by  all  three  beams.  By  subtracting  the  vertical  component  from 

horizontal  components  measured  elsewhere  on  the  sloping  beams,  and  averaging  over  suitable  periods  so 

that  the  assumption  of  vertical  velocity  stationarity  is  valid,  the  vertical  profile  of  the  total  wind  vector 

may  be  measured  throughout  the  boundary  layer  with  such  an  arrangement.  A  wind  sensor  flown  on  a 

captive  balloon  borne  Boundary  Layer  Profiler  (BLP)  can  provide  for  in  situ  verification  of  the  wind 
measurement  accuracies. 

The  derivation  of  the  total  wind  vector  using  three  Doppler  acoustic  sounders  has  been  given  by 

Beran  and  Clifford  (1972).  The  derivation  of  total  wind  speed  from  a  Doppler  shift  can  best  be  explained 

by  referring  to  (F18.13).  Sound  transmitted  froro.  an  antenna  at  T  and  having  a  frequency  v^  impinges 
upon  some  scattering  volume  at  0.  If  this  scattering  volume  is  moving  with  the  velocity,  V,  the  frequency 

of  the  sound  wave  received  at  R  will  be  some  new  value,  v  and  we  can  derive  a  difference  frequency, 

Au  =  u  -  u  ,  proportional  to  V.  With  the  transmitted  frequency  expressed  as  a  wave  vector  K^  and  the 
scattered  wave  as  K  ,  the  difference  frequency,  or  Doppler  shift,  can  be  written  in  vector  notation  as 
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Boundary 

Layer 
Profiler 

Figure  18.12  Arrangement  of  three  acoustic  echo  sounders,  with  supporting  equipment,  used  to  measure 
the  total  wind  vector  by  analyzing  the  Doppler  shift  in  back  scattered  sound  (after  Beran  and  Clifford, 
1972). 

^"-h    <^s-Ko)-'^ 
(18:17) 

where  V  is  the  wind  component  in  the  plane  formed  by  the  transmitted  and  received  beams.  Writing 
(18:17)  in  terms  of  the  wavelength  A^  of  the  carrier  wave,  the  angle  jS  between  the  total  wind  vector  V  in 
the  plane  and  the  component  being  measured,  and  the  scattering  angle  6  we  have 

2V        ( e\ 

\v  *    sin  {—  I 

K       \2/ 

cos  (3 
(18:18) 

where  V  cos  /3  is  now  the  magnitude  of  the  wind  resolved  along  the  vector  K  -  K  .  Note  that  the 
direction  of  this  component  is  the  bisector  of  the  angle  formed  by  the  intersection  of  the  transmitter  and 
receiver  beams  and  will  only  be  truly  radial  for  a  monostatic.  system. 

If  X     is  replaced  by  c/d    where  c  is  the  speed  of  sound,  and  the  magnitude  of  the  wind  component 
being  measured  is  solved  for,  we  have 

V  cos  /3  =  v'  = 

2sin^ 

(18:19) 
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This  development  assumes  that  refraction  or  bending  of  the  beams  is  negligible.  The  effects  of  refraction 
and  a  more  detailed  development  of  the  Doppler  equation  are  given  by  Beran  and  Clifford  (1972). 

Using  (18:19)  and  the  knowledge  that  the  direction  of  this  wind  component  will  be  along  the 
bisector  of  the  angle  formed  by  the  antenna  axes,  several  equipment  configurations  can  be  envisioned  for 

measuring  the  wind  vector.  For  example,  using  a  single,  vertically  pointing,  pulsed,  monostatic  system,  a 
profile  of  the  vertical  wind  vector  can  be  measured  by  selecting  gates  at  successive  distances  along  the 
antenna  beam.  The  vertical  wind  can  also  be  measured  at  a  single  height  by  using  a  bistatic  system  with  the 

elevation  angles  (6^  and  6  in  F18.13)  set  equal.  The  first  method  was  demonstrated  by  Beran,  Little,  and 
Willmarth  (1971). 

Scattering 

Volume 

Figure    18.13      Vector  diagram   showing  resolution   of  the    wind   in    the   plane   defined   by   two  sounder 
antenna  beams  (after  Beran  and  Clifford,  1972). 

Clearly,  in  order  to  sense  a  component  of  the  horizontal  wind,  the  axis  of  Doppler  resolution  must 
be  off  vertical.  For  the  monostatic  system,  this  simply  requires  that  the  beam  be  tilted.  For  the  bistatic 
case,  the  two  antennas  must  be  arranged  with  assymetric  elevation  angles.  A  second  experiment  by  Beran 

and  Willmarth,  (1971)  tested  both  tilted  monostatic  and  bistatic  systems.  It  was  concluded  from  this  work 
that  while  the  monostatic  system  gives  better  accuracy  for  a  given  elevation  angle  (because  the  component 
being  measured  is  closer  to  the  horizontal),  the  bistatic  configuration  is  superior  for  applications  requiring 
confinual  operation  (because  of  the  much  stronger  returned  signal  typical  of  angular  scatter). 

The  bistatic  work  used  only  two  horns,  hence,  measured  only  the  component  of  the  wind  in  the 
plane  formed  by  the  intersection  of  their  beams.  This  concept  can  be  extended  to  include  three  antennas, 
one  pointing  vertically  and  the  other  two  positioned  along  orthogonal  axes  centered  on  the  first  and  tilted 
so  as  to  intersect  a  common  volume  along  the  beam  of  the  vertically  pointing  antenna.  By  pulsing  only  the 
vertical  system  and  receiving  the  return  from  the  common  volume  at  all  three  antennas,  three  components 
of  the  wind  can  be  measured  and  converted  into  the  total  wind  vector  at  that  height. 

A  field  experiment  was  conducted  to  test  this  procedure  in  mid  1971.  The  tethered  kytoon  BLP 
was  provided  and  operated  by  the  National  Center  for  Atmospheric  Research.  Allowance  has  been  made  for 
the  time  lag  in  wind  detection,  since  the  BLP  and  Doppler  volume  were  not  colocated,  in  plotting  the 
comparison  in  Doppler  and  BLP  observed  wind  shown  in  (F18.14).  The  rather  good  agreement  between  the 
in  situ  and  remotely  sensed  wind  indicates  that  the  Doppler  technique,  which  is  low  pass  filtered  in 
(F18.14)  with  a  time  constant  of  one  minute,  is  measuring  the  same  mean  values  and  fiuctuations  detected 
with  the  cup  anemometer  on  the  balloon.  Complications  are  introduced  by  the  balloon  swaying  back  and 
forth  with  the  wind,  so  that  a  more  meaningful  comparison  of  the  two  types  of  data,  with  a  Doppler  wind 

filter  time  constant  of  two  minutes  and  representing  a  30  minute  data  sample,  is  shown  in  (F18.15).  The 
regression  line  slope  of  0.95  indicates  very  good  agreement  between  the  two  wind  measurements.  The  finite 

y-intercept  for  the  BLP  measured  wind  speed  is  an  effect  of  the  cup  anemometer  instrumentation  system, 
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Figure  18.14  Comparison  of  wind  measurements  by  acoustic  Doppler  and  an  anemometer  on  the 
boundary  layer  profiler  (BLPj  balloon,  time  lagged  to  compensate  for  differing  positions,  and  low  pass 
filtered  using  a  one  minute  time  constant  (after  Beran  and  Clifford,  1972). 

BLP  Wind  Speed  (m/s) 
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Doppler  Wind  Speed    (m/s) 

Figure  18.15  Scatter  diagram  comparing  Doppler  and  BLP  wind  measurements,  time  lagged  to  compensate 
for  differing  positions,  using  a  two  minute  constant  and  30  minutes  of  data  (after  Beran  and  Clifford 1972). 
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where  no  values  smaller  than  0.5  ms~'  are  measured  because  of  starting  friction.  It  is  estimated  that,  within 
the  lower  500  m  in  the  boundary  layer,  present  acoustic  Doppler  techniques  should  provide  an  accuracy  in 

total  wind  vector  measurement  of  ±0.5  ms~'  for  carrier  frequencies  near  2  kHz,  pulse  durations  of  50  ms 
and  taking  the  Doppler  shift  for  each  pulse  transmitted.  For  10  pulse  averages,  the  resolution  should  be 

improved  to  ±0.15  ms~' ,  but  at  the  sacrifice  of  some  spatial  resolution  because  of  the  averaging  period. 
So  far  the  data  presented  for  Doppler  detected  winds  have  been  considered  only  for  that  volume 

where  the  three  beams  intercept.  By  assuming  stationarity  for  the  vertical  velocity  fields  over  1  minute 

periods,  an  assumption  shown  to  be  quite  valid  by  earlier  vertical-only  Doppler  wind  measurements,  it  is 
possible  to  derive  the  total  wind  vector  at  all  heights  where  reasonably  strong  echoes  are  obtained.  Under 
most  nocturnal  inversion  conditions,  and  with  the  present  acoustic  equipment  radiating  20  watts  of 
acoustic  power  from  each  antenna,  this  height  reaches  at  least  500  m.  A  time  section  of  isotachs  for 
horizontal  winds  as  shown  in  (F18:16).  A  wind  velocity  maximum  is  shown  in  heights  between  300  and 
400  m.  In  the  facsimile  record  obtained,  this  height  corresponded  to  the  regions  slightly  above  the  top  of 
the  inversion  structure.  It  is  known  from  previous  studies  that  such  nocturnal  low  level  jets  frequently 
develop  above  inversions,  and  it  is  believed  this  is  the  first  successful  remote  detection  of  this  phenomenon. 

Time  Section  of  Isotachs  for  Horizontal  Wind  (m/s)  Under  Oscillating 
Inversion.  Winds  were  Derived  Solely  from  Acoustic  Doppler  Measurements 
Using  3  separate  Monostotic  Systems,  One  Aimed  Vertically 
The  other  two  at  45  degrees. 
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Figure    18.16     Isotachs  of  the  horizontal  wind  in  ms~\  measured  by  the  acoustic  Doppler  technique;  an oscillating  temperature  inversion  extended  to  a  height  of  about  250  m  (after  Beran  and  Clifford,  1972). 
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18.6      Conclusions 

Acoustic  echo  sounding  has  been  found  to  provide  a  new  and  valuable  tool  for  sensing  temperature 

and  velocity  structure  in  the  earth's  boundary  layer.  So  far  the  principal  sensing  technique  has  utilized  the 
thermal  structure  signature  of  the  atmosphere  only,  and  even  more  exciting  results  may  be  expected  in  the 
future  for  velocity  structure  patterns  which  must  be  detected  using  a  bistatic  scattering  geometry.  Even  the 

semiquantitative  facsimile  intensity  displays  provide  new  insight  into  the  organization  of  convective  plumes 
and  the  wave  oscillations  found  in  temperature  inversions.  The  developing  capability  to  measure 
quantitatively  plume  structure  and  vertical  velocity  is  providing  new  insight  into  plume  dynamics,  especially 
relevant  in  understanding  the  fluxes  of  heat,  momentum,  and  water  vapor  in  the  boundary  layer,  and  the 
interaction  of  convective  plumes  with  stable  temperature  inversions.  The  ability  to  sense  the  total  wind 

vector  in  the  boundary  layer  is  of  great  importance  in  air  pollution  studies.  Acoustic  Doppler  shows 
potential  for  measuring  wind  shear  conditions,  which  may  cause  aircraft  landing  safety  hazards  if 

undetected.  The  simplicity  and  relatively  low  expense  of  fabricating  acoustic  echo  sounder  systems,  as 
compared  with  radar  or  lidar  devices,  makes  it  probable  that  acoustic  techniques  wUl  find  even  wider 
application  in  boundary  layer  studies  in  the  future. 
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List  of  Symbols 

I'lo 

k 
km 

A  Area  of  antenna  collecting  aperture 

c  Velocity  of  sound 

c  Velocity  of  sound  at  a  reference  condition 

C  Velocity  structure  parameter 

C  J         Temperature  or  thermal  structure 

parameter 

G  Antenna  gain  factor 

Intensity  of  sound 

Attenuation  coefficient  of  sound 

Classical  absorption  attenuation  coefficient 

Molecular  absorption  attenuation 
coefficient 

k  Scattering  or  excess  absorption  attenuation 
coefficient 

Kq  Wave  vector  of  transmitted  wave 

iCj  Wave  vector  of  scattered  wave 

C  Distance,  sound  path  length 

p  Pressure,  atmospheric  pressure 

P  Acoustic  power  received 

Pj  Acoustic  power  transmitted 

r  Distance  increment;  reflectivity 

t  Time,  acoustic  pulse  duration 

T  Absolute  temperature 

T'  Absolute  temperature  of  disturbed 
atmosphere  with  mean  temperature  T 

u  Wind  speed 

u  Velocity  of  gas  particles 

u '  Velocity  of  gas  particles  in  a  turbulent 
atmosphere 

V  Velocity  of  gas  particles  in  response  to 

sound  wave  pressure  gradients 

v'  Doppler  measured  wind  component 

speed 

w 

X 

0 

©r 

A 

\) 

X' 

Wind  component 

Vertical  wind  speed 

Position  coordinate  on  x  axis 

Angle  between  total  wind  vector  and 

Doppler  measured  component 

Ratio  of  specific  heats  of  a  gas  at  constant 

pressure  to  constant  volume 

Difference  frequency 

Angle  of  scattering,  measured  from  direc- 
tion of  incident  sound  propagation 

Elevation  angle  of  received  sound 

Elevation  angle  of  transmitted  sound 

Wavelength  of  sound 

Transmitted  sound  wavelength 

Spatial  scale  for  evaluation  of  4>(V), 

<I>(T) 

1 

V  Frequency  of  sound 

Vq  Transmitted  sound  frequency 

J's  Scattered  sound  frequency 

n  Pressure  dependent  variable  =  -  Cn  p 
y 

n'  Pressure  dependent  variable  in  a  turbulent 
atmosphere 

a,o(@)     Scattering  function,  acoustic  power  scat- 
tered at  an  angle  0,  per  unit  incident  flux 

in  a  unit  solid  angle 
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This  chapter  looks  to  the  future  of  acoustic  echo  sounding.  The  physics  of  the  interaction  of  acoustic 
waves  with  a  turbulent,  inhomogeneous  atmosphere  is  summarized  and  the  atmospheric  information 
conceptually  available  is  identified.  The  present  capabilities  of  acoustic  echo  sounders  are  indicated,  and 
techniques  for  the  expansion  of  these  capabilities  are  outlined.  The  chapter  closes  with  a  brief  discussion 
of  some  of  the  major  atmospheric  science  problems  likely  to  be  studied  by  acoustic  echo  sounding 
methods. 

19.1      The  Physics  of  Acoustic  Echo  Sounding  of  the  Atmosphere 

The  physics  of  the  scatter  of  acoustic  waves  by  the  atmosphere  is  best  described  in  terms  of  the 

fluctuation;  in  the  phase  velocity  of  the  sound  wave  due  to  localized  fluctuations  in  temperature,  humidity 
and  velocity.  Quantitatively,  the  phase  velocity  of  stationary,  dry  air  at  normal  temperatures  is  given  by 

Cd  =  20.05  T'^2  ms-i  ,  (19:1) 

where  C^j  is  the  phase  velocity  of  sound  in  dry  air  and  T  is  the  absolute  temperature  of  the  air  in  degrees 
Kelvin. 

If  the  air  is  moist,  a  small  increase  in  the  phase  velocity  occurs,  and  we  have 

Cm  =  Cd(l  +0.14-)ms-i  ,  (19:2) 

where  Cj^  W  the  phase  velocity  of  sound  in  moist  air  for  which  the  total  pressure  is  p  and  e  is  the  partial 
pressure  of  water  vapor,  in  millibars. 

If  the  air  is  moving  with  a  velocity  W  at  an  angle  d  relative  to  the  direction  of  propagation  of  a  plane 
acoustic  wave,  a  stationary  observer  will  record  the  phase  velocity  as  the  sum  of  the  velocity  of  the  wave 
through  the  air,  plus  the  component  of  the  air  velocity  in  the  direction  of  propagation.  Thus 

^p  =  Cd^m  +  W  cos  9  ms-'  .  (19:3) 

At  low  intensities,  the  phase  velocity  is  not  a  function  of  frequency  in  the  audio  range,  and  so  the  group  and 
phase  velocities  are  equal  for  sound  waves  travelling  in  the  atmosphere. 

Typically,  the  small  scale  fluctuations  in  temperature,  humidity  and  velocity  in  the  boundary  layer  are 

within  about  one  order  of  magnitude  of  0.1°  Kelvin,  0.1  mb  and  0.1  ms"'  respectively.  This  means  that  the 
acoustic  refractive  index  is  fluctuating  as  a  function  of  time  and  space  by  (very  roughly) 300  parts  per  million 
(ppm)  due  to  turbulence,  170  ppm  due  to  temperature  eddies  and  14  ppm  due  to  humidity  fluctuations.  (The 
corresponding  fluctuations  in  radio  frequency  refractive  index  of  the  boundary  layer  are  very  much 

less  —  typically  about  0.1  ppm.)  This  fluctuating  refractive  index  ensures  that  a  plane  wave  is  distorted  by 
more  than  about  1  radian  after  propagating  roughly  100  to  1000  A;  the  acoustic  energy  is  no  longer  contmed 

to  a  single  direction  but,  in  fact,  is  scattered  in  all  directions  (other  than  through  90°  —  see  19:4). 
The  absorption  of  sound  has  been  discussed  in  the  preceding  chapter  (see  18.1  and  F18.1).  Tiie  dieory 

of  the  scatter  of  sound  leads  to  the  equation 

0(0)  =  0.055A- 
_cos^_+0.13—    {,^n-)         ,  (19:4) 

(see  18:13)  where  a{d)  is  the  scattered  power  per  unit  solid  angle  at  a  scatter  angle  0 .  per  unit  volume,  per  unit 
incident  flux  from  a  region  containing  a  Kolmogorov  spectrum  of  homogeneous,  isotropic  turbulence  and 

temperature  fluctuations.  Here  Cy  and  Cj  are  the  structure  constants  for  velocity  and  temperature 
respectively,  X  is  the  acoustic  wavelength,  C  is  the  mean  velocity  of  sound  and  T  the  mean  absolute 
temperature  of  the  scattering  region. 
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19.2  Atmospheric  Information  Potentially  Available  by  Acoustic  Echo  Sounding 

The  first  attempt  to  identify  in  some  detail  the  information  conceptually  inherent  in  acoustic  echoes 
from  the  atmosphere  was  due  to  Little  (1969).  Pointing  out  that  acoustic  waves  interact  much  more  strongly 

mth  atmospheric  irregularities  than  electromagnetic  waves,  he  showed  that  good  signal-to-noise  ratios  could  be 
expected  utilizing  a  small  acoustic  sounder.  He  concluded  that  the  implications  of  (19:4)  were  such  that 
acoustic  echo  sounders  could  be  developed  to  measure,  to  heights  of  at  least  1500  meters: 

1)  the  vertical  profile  of  wind  speed  and  direction  (by  utilizing  the  Doppler  technique), 

2)  the  vertical  profile  of  humidity  (by  means  of  a  multi-wavelength  system), 
3)  the  location  and  intensity  of  temperature  inversions  (by  using  a  monostatic  system  to  study  the 
echo  power  and  frequency  spectrum,  as  a  function  of  elevation  angle,  range,  and  wavelength), 

4)  the  three-dimensional  spectrum  of  temperature  inhomogeneity  (by  using  a  monostatic  system  to 
study  the  echo  power  as  a  function  of  wavelength,  azimuth,  and  elevation), 

5)  the  three-dimensional  spectrum  of  mechanical  turbulence  (by  using  both  monostatic  and  bistatic 
systems  to  study  the  echo  power  as  a  function  of  scatter  angle,  wavelength,  and  direction). 
Typical  height  resolutions  attainable  would  be  of  the  order  one  half  of  the  pulse  length,  i.  e.,  about  10 

meters  if  a  60-ms  pulse  is  used.  Spatial  wave  numbers  could  be  explored  over  the  range  from  47r/Xjj^jj^  (about 

400  m"')  to  about  10"^m"'  in  the  case  of  mechanical  turbulence,  and  400  m"'  to  40  m"^  for  the 
temperature  inhomogeneities,  the  difference  being  due  to  the  ability  of  the  Doppler  sounder  to  measure  the 
radial  velocities  at  different  points  along  the  beam  simultaneously.  Time  resolutions  for  successive  independent 
measurements  to  heights  of  1500  meters  would  be  about  10  seconds. 

Since  (conceptually  at  least)  the  u,  v,  and  w  components  of  the  wind,  and  their  fluctuations,  can  be 
measured  as  a  function  of  height  and  time,  it  should  also  be  possible  to  calculate  the  vertical  flux  of 
momentum,  by  computing  the  correlation  between  the  fluctuations  in  the  vertical  and  horizontal  components 
of  the  wind.  In  addition,  Gething  and  Jenssen  (1971)  have  shown  that  it  should  be  possible  to  measure  both 
the  temperature  and  the  humidity  profiles  if  accurate  measurements  of  the  scattering  cross  section  can  be 

made  as  a  function  of  height  and  probing  frequency. 
Given  the  above  amount  of  information  on  the  state  of  the  atmosphere,  it  is  important  to  recognize 

that  theoretical  and/or  empirical  relations  should  permit  derivation  of  other  meteorologically  significant 

parameters.  Thus,  the  use  of  turbulence  theory  and  measurements  of  Cy(z),  C'j-(z)  and  the  horizontal  wind 
(and  hence  its  gradient)  as  a  function  of  height  should  eventually  permit  derivafion  of  the  temperature  profile, 
T(z)  and  the  Richardson  number  as  a  function  of  height.  As  shown  by  Wyngaard  et  al.,  (1971),  the  heat  flux 

may  be  calculated  from  measurements  of  Cj;  in  addition,  the  energy  dissipatron  rate  e,  (due  to  viscosity)  may 
be  calculated  as  a  function  of  height  from  the  relation 

e  =  CyVa^'"  .  (19:5) 

A  recent  analysis  (Little,  1972)  of  the  interaction  of  acoustic  waves  with  hydrometeors  indicates  that 
acoustic  echoes  should  be  readily  obtainable  from  rain,  snow,  fog,  and  cloud  particles,  though  (because  of 
increased  absorption  at  the  higher  frequencies  required  because  of  the  smallness  of  the  targets)  probably  only 
out  to  ranges  of  several  hundred  meters. 

The  above  discussion  relates  to  the  conceptual  ability  of  acoustic  echo  sounding  to  measure  parameters 

of  the  atmosphere  such  as  Cy(z);  C-j'(z);  u(z),  v(z),  w(z);  e(z);  T(z);  the  spectrum  of  turbulence  (p^k);  the 
spectrum  of  temperature  fluctuations  (pj(ky,  the  momentum  flux;  the  heat  flux;  and  hydrometeor  reflectivity, 
all  as  a  function  of  time.  In  addition,  the  technique  offers  extremely  important  opportunities  to  monitor  the 
structure  and  processes  of  the  atmosphere,  especially  such  dynamical  processes  as  thermal  plumes,  gravity 
waves,  and  turbulence.  Implicit  in  the  interaction  of  acoustic  waves  with  the  atmosphere  is  the  ability  to 

measure,  continuously  and  quantitatively,  the  internal  structure  and  dynamical  processes  of  the  boundary 
layer  of  the  atmosphere,  on  scales  ranging  from  the  maximum  interrogation  range  (typically  a  kilometer  or 
two)  down  to  the  acoustic  half  wavelength  (typically  about  15  cm). 

19.3  Present  Measurement  Capabilities  of  Acoustic  Echo  Sounding 

The  present  measurement  capabilities  of  acoustic  echo  sounding  have  been  discussed  in  the  previous 

chapter.  Acoustic  echoes  have  typically  been  limited  to  the  height  range  from  ~  30  meters  to  about  1000 
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meters,  though  some  echoes  have  been  obtained  to  perhaps  6  km  height  (Beran,  et  al.,  1971c).  Careful 

measurements  of  Cy  have  indicated  that  this  parameter  can  be  measured  to  within  about  6  dB  during  unstable 
convective  situations  but  that  echoes  during  stable  conditions  often  are  stronger  than  indicated  by  in  situ 

measurements  of  Cj.  This  latter  result  is  to  be  expected  since  a  partial  reflection  mechanism  due  to 

quasi-horizontal  stratification  of  the  temperature  profiles  could  enhance  the  acoustic  echoes  above  those 

predicted  on  the  basis  of  measurements  of  the /7«crMa//«g^  component  of  temperature  difference  between  two 
vertically-spaced  fast-response  thermometers. 

In  a  series  of  sequential  tests  of  the  Doppler  method  of  deriving  atmospheric  velocities  using  single 

monostatic,  bistatic,  tristatic  and  eventually  3  monostatic  systems,  Beran  et  al.,  (1971a)  Beran  and  Willmarth, 

(1971b)  and  Beran  and  Clifford,  (1972)  have  investigated  the  accuracy  of  the  method.  The  current  analyses 

indicate  that,  under  fairly  low  wind  speed  conditions,  velocities  can  be  measured  to  better  than  0.5  ms"'  up  to 
heights  of  about  500  meters.  It  seems  likely  that  this  capability  can  be  extended  to  about  1  km  without  major 

difficulty.  As  yet,  no  investigation  has  been  made  of  the  ability  of  the  sounder  to  measure  the  spectrum  of  the 

turbulence  either  by  studying  the  broadening  of  the  echo  spectrum  due  to  relative  motions  of  different  eddies 

within  the  pulse  volume,  or  by  comparing  the  radial  velocities  of  different  pulse  volumes  as  a  function  of 

spatial  separation. 

Alternative  ways  to  study  the  velocity  field  include  the  refraction  and  spaced  receiver  methods  (Derr 

and  Little,  1970).  Preliminary  tests  of  the  two  techniques  (McAllister,  1971;  Wescott  et  al.,  1970)  indicate 

that  both  hold  promise,  but  suggest  to  the  author  that  the  Doppler  method  is  likely  to  be  the  most  useful  one. 

Multi-frequency  attempts  to  derive  temperature  and/or  humidity  profiles  are  under  way  in  the  U.S.A. 
and  in  Australia  (Parry  and  Sanders,  1972;  Gething  and  Jenssen,  1971),  but  as  yet  no  information  is  available 
as  to  their  success. 

Although  bistatic  observations  have  been  made  by  McAllister  (private  communication)  and  by  Beran 

and  Willmarth  (1971b),  no  quantitative  measurements  of  Cy  profiles  have  yet  been  made.  Similarly,  there  are 

no  published  accounts  of  quantitative  studies  of  echoes  from  hydro  meteors. 
The  most  striking  success  of  acoustic  echo  sounding  to  date  has  been  the  ability  to  monitor  the  internal 

structure  of  the  atmospheric  boundary  layer.  Thermal  plumes,  internal  gravity  waves  and  breaking  gravity 

waves  have  all  been  identified  and  studied  (e.g.,  McAllister,  1969;  Beran  et  al.,  1971d;  Hall  et  al.,  1971;  Hooke, 

et  al.  1972);  the  reader  is  referred  to  the  figures  of  the  previous  chapter  for  examples  of  acoustic  soundings 
taken  under  these  diverse  meteorological  conditions. 

19.4     Methods  for  Expansion  of  Current  Acoustic  Echo  Sounding  Capabilities 

19.4.1  The  Signal-to-Noise  Equation 

In  any  echo-sounding  system,  the  expected  ratio  of  output  signal  power  to  output  noise  power,  usually 

termed  the  signal-to-noise  ratio,  is  an  important  parameter  identifying  the  inherent  measurement  sensitivity 

and  capabilities  of  the  system.  Chadwick  and  Little  (in  publication)  analyze  the  performance  of  echo-sounding 
systems  in  terms  of  a  general  model  of  a  receiving  system,  expressed  as  below 

V^^)  detector 
c/-*^^i  u        .  •  .       ••  J  incoherent 
S(t)^+      coherent  integration  -^     and       ->• 

,  integration sampler 

where  the  received  signal  is  S(t)  and  the  noise  is  n(t).  In  acoustic  echo  sounding,  the  noise  is  usually  due  to 

random  acoustical  noise  received  by  the  antenna,  and  since  the  noise  is  relatively  wideband  Gaussian  noise  it 

can  be  assumed  to  have  a  constant  spectral  density  over  the  passband  of  the  receiver. 

Their  analysis  for  the  output  signal-to-noise  ratio  of  a  monostatic  system  yields 

cMo  -  (M)'^TPAr?ALf  (,9^6) 47rR^No 

where  M  is  the  number  of  samples  integrated  incoherently,  T  is  the  coherent  integration  time,  P  is  the 

transmitted  peak  power,  A  is  the  effective  collective  area  of  the  antenna,  77  is  the  scattering  cross  section  per 

unit  volume,  A  is  the  range  resolution  cell,  R  is  the  range  to  the  target,  L  is  the  round-trip  attenuation  factor 
due  to  absorption  or  scatter,  f  is  the  performance  of  the  receiver  relative  to  an  idealized  system  with  coherent 

integrator  and  matched  filter,  and  No  is  the  (two-sided)  noise  spectral  density.  Prospects  for  improving  the 
SNR  and  hence  the  measurement  capabilities  of  standard  pulsed  acoustic  echo  sounders  are  indicated  below  in 
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terms  of  changes  to  the  nine  main  system  parameters  listed  in  (19:6).  (The  range  R  of  a  given  target  is  not  a 
variable  under  the  control  of  the  researcher,  and  so  is  not  discussed.) 

19.4.2  Possible  Steps  for  Increasing  Acoustic  Echo-Sounder  Sensitivity 

a.  Radiated  Power.  Typical  radiated  powers  are  currently  of  the  order  10  acoustic  watts.  By  the  use  of 
arrays  of  transmitting  transducers,  increases  of  at  least  20  dB  in  this  parameter  seem  practicable,  e.g.,  the  array 
of  100  transducers  used  by  Parry  and  Sanders  (1972). 

b.  Coherent  Integration  Time.  The  coherent  integration  time  T  is  typically  of  the  order  0.03  sec  (i.e., 
equivalent  to  the  reciprocal  of  a  bandwidth  of  about  30  Hz).  Because  of  the  random  fluctuations  of  acoustic 
propagation,  receiver  bandwidths  probably  cannot  be  reduced  to  less  than  about  3  Hz,  and  T  is  therefore 
limited  to  about  0.3  sec,  for  a  potential  improvement  in  SNR  of  10  dB.  This  would,  of  course,  result  in  a 

10-fold  reduction  in  range  resolution. 
c.  Incoherent  Integration  Time.  Most  acoustic  echo  sounders  to  date  have  displayed  each  pulse 

separately,  i.e.,  no  incoherent  integration  has  been  used.  (The  facsimile  recorders  used  have,  of  course,  tended 
to  supply  some  visual  integration.)  By  accepting  the  resulting  degradation  in  time  resolution,  integration  over 
(say)  100  pulses  could  be  used;  this  would  provide  a  10  dB  improvement  in  output  SNR,  though  at  one  pulse 
per  10  seconds  this  would  imply  integrating  the  echoes  for  approximately  15  minutes. 

d.  Effective  Antenna  Area.  The  effective  antenna  area  has  typically  been  of  the  order  of  3  m^,  before 
introducing  transducer  losses.  For  special  purposes  it  should  be  able  to  increase  this  by  at  least  10  dB;  in  the 

unique  case  of  the  University  of  Illinois  cylindrical  paraboloid  antenna,  a  collecting  area  of  the  order  10^  m^ 
would  be  attained. 

It  is  important  to  recognize  that  the  full  benefits  of  the  increased  antenna  aperture  may  not  be  realized 
if  too  large  a  ratio  of  aperture  diameter  to  wavelength  is  used.  This  results  from  three  factors:  (a)  the  near  field 

distance  of  the  antenna,  Rmin  ~  2D^/X  may  become  comparable  to  the  desired  range  of  the  system,  (b)  the 
half  power  beamwidth  (of  order  X/D)  may  become  comparable  to  or  smaller  than  the  refraction  of  the  acoustic 
beam  produced  by  wind  shear,  with  the  result  that  the  returned  echo  arrives  from  directions  outside  the  main 
beam,  and  therefore  is  registered  at  gready  reduced  sensitivity,  (c)  even  in  the  absence  of  atmospheric 
refraction,  the  presence  of  atmospheric  turbulence  and  temperature  inhomogeneities  will  tend  to  cause  the 
angular  spectrum  of  the  radiated  signal  to  broaden  as  it  propagates;  the  received  echo  therefore  comes  from  a 
broader  cone  than  the  main  beam  of  the  antenna,  and  again  will  be  recorded  at  reduced  sensitivity.  In  general, 
these  effects  are  not  important  for  D  <  5X  but  are  likely  to  be  of  dominant  importance  for  D  >  20X. 

e.  Scattering  Cross  Section.  Most  acoustic  echo  sounding  has  been  done  monostatically,  with  the 
echoes  being  produced  solely  by  the  small  scale  (X/2)  fluctuations  in  temperature.  When  operating  bistatically, 
energy  scattered  by  velocity  fluctuations  is  also  received;  in  most  meteorological  circumstances,  it  is  expected 

that  this  echo  will  significantly  exceed  that  from  the  temperature  fluctuations  (Beran  and  Willmarth,  1971b). 
The  actual  magnitude  of  this  potential  increase  is,  however,  not  yet  known. 

f.  Range  Resolution  Cell.  The  depth  of  the  atmosphere  contributing  to  the  echo  at  any  instant  is 
determined  by  the  pulse  length,  which  may  be  lengthened  up  to  one  half  the  pulse  repetition  period.  Typical 
pulse  lengths  used  to  date  are  of  the  order  0.2  seconds;  in  a  long  range  system,  where  low  range  resolution  is 
presumably  acceptable,  pulse  lengths  of  the  order  2  seconds  (equivalent  to  a  330  meter  range  integration) 
could  be  used,  for  a  10  dB  increase  in  output  SNR. 

g.  Atmospheric  Attenuation.  The  atmospheric  attenuation  experienced  along  the  two-way  path  to  and 
from  the  region  being  interrogated  increases  with  frequency  and  range.  On  the  other  hand,  the  antenna 
beamwidth,  and  the  ambient  noise  level  both  tend  to  decrease  with  increasing  frequency.  For  this  reason,  a 

compromise  must  be  set;  too  low  a  frequency  will  give  too  high  a  noise  level;  too  high  a  frequency  will  give  too 

much  absorption.  Experience  indicates  that  a  10  dB  round-trip  absorption  is  about  optimum. 
h.  Matched  Filter.  Most  systems  operate  at  close  to  matched  filter  performance,  and  relatively  little 

gain  in  performance  can  be  obtained  by  such  modifications. 
i.  Ambient  Noise.  The  ambient  noise  level  on  most  acoustic  sounders  is  10-40dB  above  the 

theoretical  limit  of  kT^B  (k  =  Boltzmann's  constant,  Tg  =  ambient  temperature,  B  =  receiver  bandwidth).  It  is 
the  author's  opinion  that  it  is  important  to  improve  the  SNR  first  by  reducing  the  noise  level,  before  using 
"brute  force"  methods  such  as  increased  radiated  power  or  antenna  size,  or  before  accepting  the  poorer  range 
or  time  resolutions  implicit  in  increased  coherent  or  incoherent  integration.  By  careful  design  of  the  antenna 
side  lobes;  by  locating  the  antenna  below  the  surface  of  the  ground  and  therefore  out  of  the  wind;  and  by 
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using  quiet  field  sites,  it  should  be  possible  to  make  important  gains  in  SNR,  often  amounting  to  20  dB  or 

more.  In  addition,  it  would  probably  be  desirable  to  use  noise-subtraction  methods  to  reduce  the  effects  of 
any  background  acoustic  noise  picked  up  on  the  antenna.  This  noise  is  usually  broadband  compared  with  the 
receiver  bandwidth,  and  two  adjacent  passbands  of  equal  width  therefore  receive  essentially  equal  power.  If 
one  passband  is  now  tuned  to  the  wanted  signal,  it  receives  noise  plus  signal;  the  neighboring  channel  receives 
noise  only,  and  by  subtracting  the  outputs  of  the  two  channels  it  should  be  possible  to  greatly  reduce  the 
effects  of  variations  in  external  noise  level. 

Table (19.1) Usts  the  potential  gains  discussed  above  for  each  parameter  in  (19:6). 

Table  19.1    Anticipated  Gains  in  Signal-To-Noise  Ratio  to  be  Expected  in  the  Next  Several  Years 

Parameter  Potential  Gain  (dB) 

M''^  10 

T  10 
P  20 

A  10 

7?  +  ? 
A  10 
L 
f 

No  20 
Total  80+ 

This  suggests  that  very  large  (>  10*)  increases  in  overall  system  sensitivity  are  conceivably  available  by 
feasible  improvements  in  each  parameter,  though  some  of  these  changes  (specifically  .in  M,  T  and  A)  degrade 

the  range  and/or  time  resolution.  These  improved  sensitivities  will  probably  be  used  in  two  ways  —  to  improve 
the  range  resolution  at  fixed  distance  (by  using  short  pulses  and  therefore  wider  receiver  bandwidths),  and  to 
greatly  extend  the  distance  to  which  observations  can  routinely  be  made.  As  an  example  of  the  first  direction, 
present  sounders  usually  do  not  give  quantitative  data  at  heights  below  about  30  meters.  A  high  resolution, 

low  range  system  (A  =  1  meter,  R  =  10  -  100  m)  could  readily  be  built  by  going  up  in  frequency  to  perhaps 
10  kHz  with  2  ms  pulses  radiated  every  0.6  second. 

Table  (19.1)  indicates  that  a  more  than  80  dB  increase  in  SNR  is  potentially  available,  if  all  parameters 

could  be  optimized  simultaneously.  Since,  for  a  given  tj  and  L,  the  SNR  varies  inversely  as  R^,  this  seems  to 

imply  that  the  range  could  be  increased  by  a  factor  of  lO'' !  In  fact,  it  will  be  difficult  to  increase  the  range  by 
more  than  about  a  factor  of  ten,  because  the  number  of  dB  of  attenuation  at  a  given  frequency  is  roughly 
proportional  to  range.  (In  a  homogeneous  isothermal  atmosphere  the  attenuation  would  be  accurately 
proportional  to  range,  but  changes  in  humidity,  temperature  and  density  with  height  tend  to  cause  the 

absorption  to  increase  somewhat  more  rapidly  than  linearly  with  heiglit.)  Thus,  a  10  dB  round-trip  attenuation 
to  1  km  would  imply  at  least  100  dB  for  a  range  of  10  km.  In  order  to  avoid  this  totally  excessive  attenuation, 
a  reduction  in  frequency  by  perhaps  two  octaves  would  be  required,  but  (as  indicated  above)  this  increases  the 
noise  level.  Analysis  by  Little  (1969)  indicates  that  the  expected  increase  in  noise  level  per  Hz  of  receiver 
bandwidth  is  about  14  dB  per  octave  decrease  in  frequency;  since  the  scattering  cross  section  is  expected  to 

decrease  by  1  dB  per  octave  even  if  Cj  stays  constant  (see  19:4),  the  decrease  in  SNR  implicit  in  a  two-octave 
decrease  in  frequency  is  30  dB.  The  total  decrease  in  SNR  due  to  changes  in  R,  tj  and  No  would  therefore 
amount  to  50  dB.  This  would  have  to  be  offset  by  improvements  in  radiated  power,  pulse  length  and  collecting 
area,  and  by  using  increased  coherent  and  incoherent  integration,  as  well  as  antennas  having  improved  noise 

rejection  qualities.  Using  the  above  figures,  application  of  19:6  indicates  that  an  echo  sounder  radiating  1000 

acoustic  watts  at  250  Hz  in  2-second  long  pulses  from  a  30  m^  antenna  should  give  sensitivities  at  10  km  range 
comparable  to  the  performance  at  1  km  range  of  current  boundary  layer  systems  radiating  10  watt,  1000  Hz, 

0.2  second  pulses  from  a  3  m^  collecting  area.  Improvements  in  acoustic  antenna  design  to  reduce  the  ambient 
noise  level  would  be  desirable  to  cover  the  fact  that  in  general  Cj  decreases  with  height. 

Several  additional  possibilities  warrant  consideration.  One  important  limitation  of  current  acoustic 
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echo  sounders  is  the  low  information  rate  (typically,  1  echo  per  10  seconds  for  a  1.5  km  unambiguous  range). 
For  many  research  purposes  this  represents  a  serious  limitation,  and  we  may  expect  that  various  techniques 

such  as  FM-CW  modulation,  continuous  wave  bistatic  systems,  multi-beam  arrays  or  even  acoustic  holography 
will  be  used  to  overcome  the  inherently  limited,  1 -dimensional,  slow  probing  of  the  present  sounders. 

In  considering  these  systems,  it  is  important  to  recognize  that  the  intervening  atmosphere  will 
introduce  phase  and  amplitude  distortions  of  both  transmitted  and  scattered  signals.  These  distortions  will 

modify  or  distort  the  echo  from  the  target  region  and  will  limit  the  potential  SNR  advantages  of  the  FM-CW 

and  pseudo-random  modulation  systems  by  limiting  the  maximum  coherent  integration  time.  In  addition,  the 
receiver  bandwidth  of  current  acoustic  echo  sounder  is  typically  five  orders  of  magnitude  less,  and  the  duty 
cycle  (i.e.,  the  fraction  of  time  the  transmitter  is  on)  one  order  of  magnitude  greater,  than  for  microwave 

radars,  and  so  the  very  great  increase  in  sensitivity  obtained  by  using  FM-CW  modulation  of  microwave  radars 
will  not  be  obtained  with  acoustic  signals;  instead,  gains  of  only  10  to  20  dB  can  be  anticipated. 

19.5      Future  Atmospheric  Studies 

In  this  section,  we  will  try  to  identify  some  of  the  directions  of  growth  of  acoustic  echo  sounding.  We 
will  first  identify  the  atmospheric  parameters  which  will  be  studied,  and  then  comment  on  the  atmospheric 

problems  to  which  acoustic  echo  sounding  may  be  expected  to  contribute. 

19.5.1  The  Velocity  Field 

Paramount  in  the  use  of  echo  sounding  will  be  its  application  to  measurements  pertaining  to  the 

velocity  field.  As  shown  by  Beran  and  Clifford  (1972),  a  3-station  Doppler  system  can  be  used  to  derive  the 
total  wind  vector,  as  a  function  of  height.  The  next  step  would  appear  to  be  to  measure  the  momentum  flux, 
through  studies  of  the  correlation  between  the  horizontal  and  the  vertical  components  of  velocity.  The 
spectrum  of  turbulence  in  the  boundary  layer  will  probably  be  the  next  problem  tackled,  through 
measurement  of  the  structure  function  of  velocity  determined  by  measuring  the  mean  square  velocity 
difference  at  two  positions  along  the  beam  as  a  function  of  their  spacing.  Such  measurements  should  give  the 
spectrum  of  turbulence  for  spatial  scales  ranging  from  the  pulse  resolution  length  A  to  the  maximum  range  of 
the  Doppler  system.  In  addition,  two  methods  can  be  used  to  derive  spectral  information  at  smaller  scales.  The 
echo  will  show  a  Doppler  broadening  due  to  the  random  motions  within  the  pulse  volume;  the  magnitude  of 
this  broadening  is  a  measure  of  the  power  at  scales  smaller  than  the  pulse  resolution  length  A.  As  indicated  in 
19.2,  the  intensity  of  turbulence  at  a  spatial  scale  of  the  order  X/2  can  be  obtained  by  measuring  the  scattered 
power  both  monostatically  and  bistatically.  The  combination  of  these  different  methods  provides  an 
opportunity  to  measure  the  spectrum  of  turbulence  over  spatial  scales  from  X/2  to  the  maximum  operating 
distance  of  the  system. 

This  combination  of  measurements  of  profiles  of  wind  speed,  momentum  flux,  spectrum  of  turbulence 
and  structure  constant  represents  a  very  full  expression  of  the  velocity  field.  Nevertheless,  the  full 

4-dimensional  description  of  the  velocity  field  does  not  seem  likely  to  be  available  through  acoustic  echo 
sounding,  primarily  because  of  the  relatively  low  information  rate  of  acoustic  echo  sounding.  However,  by 
using  multiple  beam  antenna  arrays,  it  is  likely  that  the  velocity  field  will  be  explored  in  two  dimensions 
within  the  next  several  years. 

19.5.2  The  Temperature  Field 

Present  efforts  to  measure  the  temperature  field  by  acoustic  echo  sounding  have  been  largely  limited  to 

the  measurement  of  Cj  profiles,  and  to  theoretical  investigation  of  tiie  possibility  of  measuring  temperature 
profiles  by  multi-frequency  measurements  of  the  absorption  of  the  waves  as  a  function  of  height.  Presumably 
this  multi-frequency  approach  will  be  tested  in  the  next  few  years,  though  the  author  is  sceptical  that 

measurements  of  adequate  accuracy  (say  ±1°  K)  can  be  made  by  this  technique.  An  alternative  hope  is  that  the 
single-frequency  monostatic  acoustic  echo  sounding  records,  which  are,  of  course,  a  product  of  the 
atmospheric  temperature  and  velocity  profiles,  will  eventually  be  fully  interpretable.  Since  the  velocity  profile 
is  measurable  by  Doppler  techniques,  the  possibility  exists  that  it  may  be  practicable  to  derive  the  temperature 

profile  from  the  known  Cj  and  V  profiles  (and,  if  necessary,  the  Cy  profiles). 
At  the  moment,  it  does  not  appear  that  the  heat  flux  can  be  measured  directly  by  an  acoustical 
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technique.  Wyngaard  et  al.  (1971)  have  shown  that  Cj  and  heat  flux  are  related,  and  that  measurements  of 

Cj  can,  therefore,  be  used  as  measurements  of  heat  flux. 

The  spatial  spectrum  of  temperature  inhomogeneity  can  be  explored  in  three  dimensions  over  a  rather 

limited  range  of  wavenumbers  by  the  use  of  a  steerable,  multi-wavelength  echo  sounder.  This  technique  will 

probably  be  useful  in  identifying  the  sharpness  of  the  quasi-horizontal  temperature  stratifications  produced 
under  many  meteorological  conditions. 

19.5.3  The  Humidity  Field 

Although  water  vapor  does  slightly  affect  the  phase  velocity  of  acoustic  waves  (see  19:2),  the 
contribution  of  water  vapor  fluctuations  to  atmospheric  acoustic  echoes  is  believed  small.  The  main  effect  of 

the  water  vapor  is  upon  the  absorption  of  the  acoustic  energy,  i.e.,  upon  the  imaginary  term  in  the  refractive 
index,  rather  than  upon  the  real  term  (see  18.1).  Little  (1969)  showed  that,  since  the  absorption  is  a  known 
function  of  frequency  and  humidity,  it  should  be  possible  to  derive  information  on  the  humidity  profiles  from 
accurate  measurements  of  the  echo  strengths  on  two  or  three  frequencies,  as  a  function  of  height.  Later, 
Gething  and  Jenssen  (1971)  extended  this  work  to  show  that  the  use  of  three  or  four  frequencies  should 

permit  derivation  of  both  the  temperature  and  the  humidity  profiles.  This  multi-frequency  approach  requires 
accurate  measurements  of  the  changing  ratio  of  echo  strengths  on  the  different  frequencies  as  a  function  of 
height,  and  makes  a  number  of  critical  assumptions  as  to  the  propagation  conditions  and  the  nature  and 
constancy  of  the  scattering  process.  The  author,  therefore,  remains  doubtful  that  these  techniques  will  in  fact 

prove  useful  in  practice. 

19.5.4  Hydrometeors 

The  scatter  of  acoustic  waves  by  hydrometeors  has  been  analyzed  by  Little  (1972)  who  shows  that 

hydrometeor  echoes  would  be  expected  out  to  300  meters  range  (using  quite  modest  echo-sounder 
parameters)  from  snow,  rain,  and  drizzle,  and  also  from  most  fogs  and  clouds.  Of  particular  importance  is  the 

expected  angle-dependence  of  the  scatter.  For  a  scatter  angle  of  90°,  (19:4)  predicts  no  scattered  power  from 
the  temperature  or  velocity  field;  as  shown  in  (F19.1)  the  corresponding  null  for  hydrometeors  is  at  a  scatter 

angle  of  48.2°.  Operation  with  a  narrow  beam  bistatic  system  at  a  scatter  angle  of  90°  should,  therefore,  give 
hydrometeor  echoes  free  from  contamination  by  echoes  from  temperature  or  velocity  fluctuations. 

So  far  as  the  author  is  aware,  no  measurements  have  yet  been  published  on  acoustic  echo-sounding  of 
hydrometeors.  Such  measurements  presumably  will  be  made  during  the  next  few  years,  though,  as  pointed  out 

in  the  referenced  paper,  acoustic  echo-sounding  of  hydrometeors  appears  to  offer  no  important  advantages 
over  its  microwave  counterpart,  (except,  perhaps,  in  cost). 

19.5.5  Some  Meteorological  Problems  Amenable  to  Study  by  Acoustic  Echo  Sounding 

As  emphasized  earlier,  acoustic  echo  sounding  offers  a  unique  ability  to  continuously  monitor  the 
internal  structure  and  processes  of  the  atmosphere,  especially  the  boundary  layer.  Much  has  already  been 
deduced  from  qualitative  scanning  of  the  facsimile  recordings  (e.g.,  the  identification  of  thermal  plumes, 
internal  gravity  waves,  breaking  waves,  etc.)  but  the  real  payoff  to  atmospheric  science  will  come  as  the 

quantitative  capabilities  of  echo-sounding  are  applied  broadly  to  meteorological  problems  of  the  boundary 
layer  and  troposphere.  Some  areas  of  possible  application  are  listed  below: 

a.  Tliermal  Plumes.  Here  the  ability  of  a  small  array  of  portable  sounders  to  monitor  profiles  of  Cj  and 
vertical  and  horizontal  wind  should  offer  totally  new  insights  into  the  details  of  3-dimensional  convection  as  a 
function  of  meteorological  conditions  and  the  underlying  terrain. 

b.  Temperature  Inversions.  Already  the  sensitivity  of  acoustic  echo-sounders  is  such  that  the  internal 
structure  of  inversions  can  be  continuously  monitored.  One  of  the  most  striking  features  of  acoustic  echo 

sounding  under  stable  conditions  is  its  ability  to  detect  internal  gravity  waves  (e.g.,  Hooke  et  al.,  1972).  These 

are  made  manifest  by  oscillations  in  height  of  quasi-horizontal  echoing  layers,  or  as  oscillations  in  velocity.  We 
may  expect  that  spaced  echo-sounders,  and  especially  spaced  Doppler  echo-sounders  will  be  used  in  studies  of 
the  role  of  gravity  waves  (of  wavelength  say  1  km  to  10  km)  in  momentum  and  energy  exchange  in  tlie  lower 

atmosphere.  Studies  at  high  spatial  resolution  of  the  "herringbone"  echo  patterns  seen  in  ground-based 
radiation  inversions,  are  likely  to  provide  new  insights  into  the  internal  structure  and  processes  of  radiation 
inversions. 
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Figure   19.1    Angle  dependence  of  acoustic  scatter  from  hydrometeors  and  a  Kolmogorov  spectrum  of 
temperature  and  velocity  fluctuations. 

c.  The  Relationship  Between  Gravity  Waves  and  Turbulence.  One  of  the  unexplained  features  of  past 

boundary  layer  studies  has  been  the  "intermittency"  (in  space  and  time)  of  fluctuations  in  parameters  such  as 
temperature.  Acoustic  echo-sounders  are  already  enabling  the  researcher  to  identify  coherent  internal 
wave-like  motions  in  the  atmosphere,  and  on  occasion  to  watch  their  breakdown  into  localized  patches  of 

small-scale  turbulence.  Further  studies  of  "intermittency"  and  the  relationships  between  gravity  waves  and 
turbulence  are  likely  to  prove  rewarding. 

d.  The  Marine  Atmosphere.  Although  Cj  may  be  expected  to  be  much  smaller  in  the  atmospheric 
boundary  layer  over  the  ocean  than  over  land,  we  may  expect  that  acoustic  echo  sounding  will  provide  the 
.ability  to  monitor  the  changing  structure  of  the  lower  atmosphere  over  the  ocean,  and  to  throw  major  light  on 
any  differences  between  the  properties  and  processes  of  the  boundary  layer  of  the  atmosphere  over  land  and 
water. 

e.  Urban  Meteorology.  Several  acoustic  echo-sounding  groups,  including  those  at  the  University  of 
Melbourne,  the  University  of  Toronto  and  the  Wave  Propagation  Laboratory  have  shown  that  acoustic 

echo-sounding  records  can  readily  be  obtained  in  an  urban  environment.  This  suggests  that  the  various 
capabilities  of  the  technique  should  be  immediately  applied  to  the  problems  of  urban  meteorology.  The  field  is 
sufficiently  far  advanced  that  already  one  can  foresee  a  large  role  for  acoustic  echo  sounding  in  monitoring  the 
structure  of  radiation  inversions,  and  the  associated  wind  profiles,  for  use  in  air  pollution  studies  and 
operations.  For  example,  widely  spaced  Doppler  wind  sensing  systems  could  be  used  to  monitor  convergence  of 
air  and  transport  of  pollutants  in  an  urban  area. 

f.  Airport  Operations.  Acoustic  Doppler  techniques  would  seem  to  be  immediately  applicable  to  two 

important  airport  problems  -  low  level  wind  shear,  and  wake  turbulence.  In  addition,  it  is  possible  that 
acoustic  echo  sounders  may  find  a  role  in  monitoring  fog  conditions  at  airports,  including  fog  dispersal 

operations. 
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The  above  represent  some  of  the  main  applications  of  acoustic  echo-sounding  in  the  immediate  future. 
Many  other  potential  applications  no  doubt  exist,  including  land/sea  breeze  studies;  studies  of  wind  profiles, 
convergence  and  divergence  in  the  clear  air  around  convective  storms;  valley  and  mountain  winds;  subsidence 
inversions;  and  clear  air  turbulence  investigations,  to  name  only  a  few. 

In  summary,  we  conclude  that  the  rapid  progress  in  acoustic  echo-sounding  of  the  past  few  years  will 

continue  for  the  next  several  years,  as  echo-sounding  techniques  (both  quantitative  and  qualitative)  are  applied 
to  an  expanding  range  of  meteorological  problems  in  the  boundary  layer  and  troposphere. 
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A  effective  collective  area  of  the  antenna 

B  receiver  bandwidth 

C  mean  velocity  of  sound 

Cj  phase  velocity  of  sound  in  dry  air 

Cjjj  phase  velocity  of  sound  in  moist  air 

Cj  structure  constant  for  temperature 

Cy  Structure  constant  for  velocity 

e  partial  pressure  of  water  vapor,  in 
millibars 

f  performance  of  receiver  relative 
to  matched  filter  system 

k  Boltzmann's  constant 

L  round-trip  attenuation  factor  due  to 
absorption  or  scatter 

M  number  of  samples  integrated 
incoherently 
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Chapter  20    APPLICATION  OF  FM -CW  RADAR  AND  ACOUSTIC  ECHOSOUNDER 
TECHNIQUES  TO  BOUNDARY  LAYER  AND  CAT  STUDIES 
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Recent  results  are  given  comparing  acoustic  and  FM-CW  radar  sounders  with  in-situ  measure- 
ments of  atmospheric  structure.  The  agreement  of  temperature  and  wind  structure  with  the 

sounder  records  suggests  that  the  two  types  of  measurements  are  highly  complementary,  the 
tower  data  aiding  in  understanding  the  atmospheric  processes  traced  by  the  sounder  and  the 
sounder  aiding  in  selection  of  periods  of  stationarity  suitable  for  detailed  analysis  of  the  tower 
data.  The  same  conclusion  can  be  reached  for  studies  of  exchange  of  energy  between  the  mean 
and  eddy  flow.  Examination  of  structures  that  appear  similar  to  those  of  instability  waves 
produced  by  wind  shear  at  the  stable  interface  of  a  temperature  inversion  indicate  that  such 

waves  "break"  when  the  Richardson  number  attains  the  value  of  0.25.  The  wavelength 
associated  with  such  "breaking"  waves  conforms  to  the  theoretically  predicted  range  of  values. 

20.0      Introduction 

Classical  meteorological  research  on  fine-scale  atmospheric  structure  has  concentrated  on  the  profiles 
of  temperature  and  wind  near  the  ground,  say,  in  the  first  10-20  meters.  This  work  has  also  included 
detailed  studies  of  the  heat  carried  by  atmospheric  eddies  and  the  partition  of  energy  between  the  mean 

and  turbulent  flow.  By  and  large,  such  studies  have  relied  upon  point  or  in-situ  measurements.  Such 

measurements  are,  in  fact,  the  basis  for  our  knowledge  of  the  dynamics  of  the  atmosphere's  boundary 
layer.  We  are  now  in  a  time  when  new  methods  of  viewing  and  recording  properties  of  the  atmosphere 
from  a  distance  are  being  intensely  studied.  Examples  are  laser  and  ,  radio  determination  of  mean 

temperature  and  humidity  over  distances  of  a  few  tens  of  miles  (Bean  and  Warner,  1967),  high-powered 
radar  interrogation  of  hundreds  of  square  miles  for  convective  laminar  structure  (Ottersten,  1969),  and 
numerous  other  techniques  (see,  for  example,  the  special  issue  of  the  Proceedings  of  the  IEEE,  April  1969). 

This  chapter  attempts  to  complement  the  above  studies  by  discussing  experience  gained  in 

comparing  classical  in-situ  tower  measurements  with  those  of  simultaneous  acoustic  and  EM  clear-air  radars. 

To  do  so,  the  discussion  will  be  primarily  restricted  to  the  results-to-date  of  two  experiments  carried  out 
on  the  high  plains  of  southeastern  Colorado,  one  involving  the  FM-CW  (EM)  radar,  the  other  an  acoustic 
echo-sounder. 

The  reason  for  this  restriction  is  quite  obvious  when  surveying  the  literature  of  radar  observation  of 
atmospheric  instabihty  events.  One  notes,  for  example,  in  chapter  14  the  great  effort  that  has  gone  into 
obtaining  simultaneous  spatial  and  temporal  radar  and  meteorological  observations,  generally  to  the 
frustration  of  the  best  efforts  of  the  observer.  The  discussion  of  this  chapter  is  mostly  concerned  with 

detailed  meteorological  and  radar  measurements  taken  over  a  500-foot  height  interval  with  the  radar  and 
meteorological  tower  separated  by  250  m.  The  meteorological  measurements  are  such  as  to  allow  study  of 
the  time  history  of  mechanical  (wind)  and  buoyant  (heat)  energy.  The  cases  reported  here  are  those  for 
which  the  wind  is  normal  to  a  line  connecting  the  meteorological  tower  and  the  radar. 

Thus,  the  reason  for  this  seemingly  arbitrary  restriction  of  attention  to  the  author's  own  work  is  for 
the  sake  of  quantitative  illustration  of  atmospheric  instability  phenomena.  To  the  best  of  our  knowledge, 
these  experiments  uniquely  combine  the  remotely  sensed  layers,  waves,  thermal  plumes,  etc.,  and  the 
sophisticated  meteorological  measurements  necessary  to  physically  or  quantitatively  describe  such 

events.  Having  done  so  one  may  then  have  more  confidence  in  interpreting  the  meteorological  conditions 
around  similar  appearing  phenomena  sensed  only  remotely. 
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20.1      The  FM-CW  Radar 

Application  of  FM-CW  Radar 

The  introduction  of  the  10  cm  FM-CW  radar  technique  by  Richter  (1969)  for  studies  of  clear-air 
fluctuations  of  refractivity  has  rapidly  led  to  studies  of  elevated  inversions  (Gossard  and  Richter,  1970), 
and  detailed  discussion  by  Atlas  et  al.,(1970),  on  the  possibility  that  breaking  of  these  waves  is  the  origin 

of  clear-air  turbulence  (CAT).  The  details  of  Richter's  technique  are  given  in  Appendix  I,  a  reprint  of  his 
basic  paper. 

Richter's  technique  was  adapted  to  probe  the  clear  air  over  the  high  plains  of  eastern  Colorado.  The 
vertically  pointing  radar  used  here  differs  insignificantly,  for  the  present  study,  from  that  of  Richter.  The 
experiment  was  performed  near  a  150  m  micrometeorological  tower  at  Haswell,  Colorado.  The  site  is 
sparsely  covered  with  15  cm  high  clumps  of  buffalo  grass  for  a  minimum  of  3  km  in  any  direction  from  the 
tower.  The  site  is  at  an  elevation  of  1307  m  above  mean  sea  level  and  displays  a  characteristic  high  plains 
meteorological  regime  with  strong  solar  heating  during  the  day  and  radiative  coohng  at  night.  The  radar  was 

placed  240  m  from  the  base  of  the  tower  in  the  direction  of  the  prevailing  wind.  The  150  m  tower  is 
instrumented  to  measure  fluctuations  in  wind,  temperature,  and  radio  refractive  index  utilizing  a  microwave 
refractometer  at  several  fixed  levels  as  well  as  a  similarly  equipped  carriage  that  travels  the  height  of  the 
tower  in  ten  minutes.  The  carriage  was  also  equipped  to  measure  the  difference  in  radio  refractive  index 
over  a  20  cm  vertical  spacing.  Thus,  the  carriage  allowed  the  placing  of  the  meteorological  probes  within 
the  region  of  radar  returns.  Further,  the  presence  of  the  tower  at  240  m  avvay  from  the  radar  results  in  a 
uniform  return  which  is  confined  between  255  and  295  m  (see  F20.1)  on  the  radar  records  and  serves  not 
only  as  a  reference  but  also  allows  one  to  track  the  motion  of  the  carriage  within  the  tower  echo  from 

approximately  65  m  to  the  top  of  the  tower.  A  reference  line  is  placed  on  the  radar  returns  at  150  m  to 
indicate  the  tower  height. 
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Figure   20. 1     Radar  record  of  clear  air  returns  of  October  2.   The  (range)'^   variation  of  radar  return  for 

volume  scattering  has  been  removed  electronically, 

intensity-modulated  oscilloscope  face. 

The  record  was  obtained  from  photographs  of  an 
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20.2     Comparison  of  Tower  and  Radar  Returns 

The  data  from  the  morning  of  October  2,  1970,  was  utilized  to  compare  radar  reflectivities  from 
the  tower  and  radar.  As  can  be  seen  on  (F20.1),  the  region  of  strong  radar  returns  lifted  slowly  and  nearly 

uniformly  from  0800  through  approximately  0930  corresponding  to  the  growth  of  a  well-mixed  layer 
below  the  inversion.  The  dots  that  appear  throughout  the  record  are  attributed  to  insects.  The  blanks  in 
the  record  correspond  to  times  when  the  reflectivity  of  the  atmospheric  returns  were  monitored.  The  tower 
data  were  converted  to  radar  reflectivity  by  assuming  that  the  scales  of  interest  corresponding  to  the  radar 

wavelength  (10  cm)  lie  within  the  "-5/3"  region  of  the  turbulence  spectrum.  The  refractive  index 
difference  over  20  cm  was  measured  so  that  when  the  structure  function  is  given  by  (Ottersten,  1969) 

Anio  =  C^  iO.lf'      ,  (20:1) 

one  may  obtain  the  radar  reflectivity  in  (m"*)  by  substitution  into 

T?  =  0.38X-*'3    C^      ,  (20:2) n 

or 

T?  =  2.4    Anio       .  (20:2a) 

Examination  of  both  sets  of  data  where  the  stationary  meteorological  carriage  lies  at  a  height  equal 
to  the  layer  examined  yields: 

Time  T?(m"' )  radar  T?(m"')  tower 

0844  1  X  10"' '  1.1  x  10"'^ 

0907  3  X  10''^  0.7  X  10'' ' 

0930  1  xlO'"  0.7  xl0-'3 
0948  1  x  10''"  2.8  X  10''" 

The  agreement  of  the  reflectivities  measured  by  the  radar  and  computed  from  the  tower  data  is 
excellent  considering  the  several  unknowns  involved  in  this  kind  of  comparison. 

The  major  unknown  in  the  numerical  comparison  is  the  effect  of  non-stationary  conditions  across 
the  240-meter  separation  of  the  radar  and  tower  sites.  This  separation  was  chosen  to  keep  the  tower  echo 
from  appearing  within  the  height  interval  equal  to  the  tower  above  the  radar.  Therefore,  it  was  impossible 
to  obtain  colocated  measurements  of  radar  reflectivity,  refractivity,  temperature,  and  wind.  Every  effort 
was  made  during  data  reduction  to  obtain  either  time  or  height  coincidence  between  the  two  sets  of  data, 
depending  upon  whether  or  not  the  tower  carriage  was  stationary. 

The  vertically-pointed  radar  antennas  were  set  into  separate  earth  excavations  two  meters  deep  and 
no  subsequent  measurements  were  made  of  the  resultant  antenna  patterns.  This  type  of  antenna 
configuration  is  required  to  keep  the  leakage  power  from  the  transmitter  below  the  saturation  level  of  the 
receiver.  A  recent  study  of  similarly  configured  acoustic  antennas  (Strand,  1971)  has  shown  that  this 

shielding  technique  may  be  utilized  to  reduce  the  side  lobes  of  the  antennas  in  the  30°  to  90°  zenith  angle 
region  with  little  noticeable  effect  upon  the  main  lobe  pattern.  Hence,  it  was  assumed  that  the  main  lobe 

pattern  of  the  sunken  antennas  was  substantially  unchanged  from  the  free-space  pattern. 
The  system  performance  of  the  radar  was  continuously  monitored  during  the  course  of  refiectivity 

measurements.  The  transmitted  power  was  measured  with  a  thermistor  element  and  did  not  vary  by  more 

than  ±0..^  dB.  Frequent  calibration  ot  the  power  meter  indicated  most  of  this  ±05  dB  variation  is  the 
effect  of  ambient  temperature  changes  upon  the  thermistor  element,  implying  the  transmitted  power  is 
sensibly  constant.  In  addition,  some  of  the  transmitted  power  was  continuously  leaked  into  the  receiver 

through  a  2.5  jus  delay  line  providing  a  continuous  system  echo  at  375  meters  range.  Thus,  the  total 

electronic  system  is  essentially  sclf-monitorcd  and  self-calibrated  with  reference  to  a  single  power  meter. 



20-4 Application  of  FM-CW  Radar 

The  correspondence  between  the  profiles  of  the  meteorological  parameters  and  the  radar  returns 

were  examined  in  detail,  particularly  the  period  0900-0907  MDT.  The  radar  return  shown  on  the  side  of 
(F20.2)  displays  two  peaks  at  60  and  75  meters  which  closely  correspond  to  the  occurrence  of  inversions 
in  the  temperature  profile.  The  return  at  60  meters  is  not  reflected  in  the  wind  profile  while  a  wind 
maximum  is  observed  above  the  75  m  inversion. 

The  stability  of  an  atmospheric  layer  is  commonly  described  by  the  Richardson  number,  Rj,  which 
is  defined  as  the  ratio  of  the  buoyant  damping  force  to  the  shear  production  of  energy,  i.e. :>  the  shear  ] 

(i- 

W 
where  T  is  the  temperature,  g  the  acceleration  due  to  gravity,  F  the  adiabatic  lapse  rate  of  temperature, 
and  u  the  horizontal  wind.  The  infinite  values  of  R:  correspond  to  regions  of  zero  wind  shear.  Although 
there  has  been  much  speculation  that  regions  of  large  AN  and  strong  radar  returns  correspond  to  regions 

where  Rj  =  1/4  (Atlas  et  al.,  1970),  our  data  do  not  show  this.  Note,  however,  that  the  radar  return  region 
is  one  of  large  changes  of  Ri  with  no  obvious  critical  value  of  Rj.  Figure(20.3) compares  the  profiles  of  N, 

AN2o^  with  the  radar  returns. 
The  radio  refractive  index  is  given  by  (Bean  and  Dutton,  1968) 

N  = 

77.6 
T 

(P 

^  4810 e  . 

where  P  is  the  total  pressure,  e  is  the  partial  pressure  of  water  vapor,  and  T  the  temperature.  Pressure 

effects  are  normally  negligible,  and  for  all  practical  purposes  changes  in  refractivity  are  wholly  due  to 
changes  in  temperature  and  water  vapor  content  of  the  air.  Consequently,  we  may  take 
AN  =  -1.08AT  +  4.75Ae. 
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Figure   20.2     Comparison  of  temperature  and  horizontal  wind  speed  profiles  taken  0900-0907.  the  resulting 
Richardson     number  and  an  3.2  second  average  of  radar  return  taken  at  0907. 
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Figure  20.3  Comparison  of  refractivity  and  refractivity  fluctuation  profiles  taken  0900-0907  and  a  3.2 
second  average  of  radar  return  (represented  by  the  crosshatched  curve)  taken  at  0907.  The  refractivity, 

N,  is  defined  by  N  =  (n- Ij  x  10^ ,  where  n  is  the  refractive  index. 
Figure  (20.3)  compares  the  profile  of  refractivity,  N,  the  refractivity  change  (squared  and  averaged) 

over  a  20  cm  spacing,  ANjo^,  with  the  radar  returns.  One  notes  maxima  in  AN2o^  corresponding  to  those 
in  the  radar  returns  as  well  as  the  edges  of  the  temperature  inversions.  The  difference  in  the  observed 
maxima  is  11  dB  while  that  calculated  from  the  AN  data  is  8  dB,  i.e.,  within  a  factor  of  two.  This 

agreement  is  taken  to  be  good  considering  the  time  and  space  separation  of  the  measurements. 
For  the  case  under  consideration,  the  N  profile  is  mostly  controlled  by  the  T  profile,  especially 

across  the  main  inversion  at  80  m.  From  (F20.2)  and  (F20.3),  we  take  AT  =  3.25°C  and  AN  =  -4.75,  then 
from  above 

Ae  = 

AN  +   1.08AT 
4.75 

or 

Ae 

-0.26  mb. 

This  represents  26%  of  the  total  change  in  N  across  the  inversion  indicating  the  dominant  role  of 

temperature  in  this  case.  Normally  fluctuations  of  humidity  will  dominate  those  of  N,  which  is  why  tlie 
microwave  refractometer  is  often  used  as  a  high  speed  humidity  probe. 

20.3      Other  Examples  of  Radar  Returns  (Insects,  Convective  Elements,  Inversion  and  Waves) 

A  large  number  of  insects  were  observed  in  the  radar  returns  during  this  experiment.  This  was 
concluded  from  the  presence  of  feeding  gulls  during  these  periods  and  from  the  reports  of  pilots  who  had 
difficulty  in  keeping  their  windshields  clear  of  insects  while  tlying  past  the  tower.  The  insects  become  quite 

visible  to  an  observer  standing  in  the  shadow  of  an  object  which  just  shields  the  sun's  disk.  Ai  10  cm 
wavelength  a  radar  is  quite  sensitive  to  insects.  For  example,  the  system  m.d.b.  (minimum-discernable-bug) 
is  0.2mm  in  diameter  at  a  range  of  one  kilometer.  Insects  were  observed  (F20.4)  to  a  range  of  1500  m 

during  the  entire  period  of  1227  to  1517  MDT  on  October  2.  l')70.  By  this  lime  the  morning  inversion  is 
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Figure  20.4    Radar  record  of  insect  returns  of  October  2. 
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Figure  20.5    KaJjr  record  oj  clear  air  and  insect  returns  of  October  12. 
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Figure  20.6    Radar  record  of  clear  air  returns  of  October  22. 
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Figure  20.7    An  enlargement  of  the  period  0945-1000  of  (F20.5).  Note  the  wide,  permanent  return  from  the 
meteorological  tower  and  the  record  of  the  carriage  within  it. 
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completely  destroyed.  The  insects  appear  to  act  as  tracers  of  an  oscillatory  flow.  One  presumes  that  the 

"rising"  portions  of  the  record  are  convective  elements  since  the  air  in  the  boundary  layer  is  slightly 
unstable  at  this  time  due  to  solar  heating  of  the  ground.  The  rising  portion  appears  darker,  indicating  a 
filling  in  of  the  background  by  mixing  of  the  leading  edge  of  the  element  with  the  ambient  air  whOe  the 

descending  portion  displays  only  the  insects,  indicating  well-mixed  air.  This  is  in  keeping  with  the 
convective  plume  model  of  Kaimal  and  Businger  (1970)  determined  from  data  in  the  first  30  meters  of  the 

atmosphere.  Note  well,  that  the  plume  rises  with  time,  indicating,  since  we  only  see  that  which  the  wdnd 
carries  past  us,  that  the  plume  is  bent  backwards  in  space  relative  to  the  air  flow.  This  is  just  the  opposite 

of  Kaimal  and  Businger's  observations.  This  discrepancy  could  be  explained  by  the  presence  of  a  wind 
maximum  above  tower  height.  Verification  of  this  conjecture  must  await  subsequent  observations.  The 
vertical  velocities  of  these  insects  are  also  quite  large.  For  example,  at  1530  it  is  quite  easy  to  follow  a 

single  insect  rising  over  450  meters  in  3  minutes  with  an  average  vertical  velocity  of  2.5  ms~' . 
A  further  example  (F20.5)  illustrates  thermal  plume  modulation  of  an  elevated  inversion  during  the 

late  morning  of  October  12,  1970.  With  few  exceptions,  the  insects  are  confined  under  the  inversion  and 
within  the  mixing  layer.  Again,  where  a  convective  plume  is  clearly  delineated,  such  as  near  1320,  the 

insect  returns  indicates  that  it  is  bent  backwards  in  space  relative  to  the  air  flow.  The  period  before  1235 
does  not  show  such  clear  cut  convective  activity  but  rather  undulations  on  the  inversion  with  some  mixing 

of  insects.  The  period  from  1200  to  1235  shows  structures  reaching  to  the  ground  that  are  spatially  tilted 
forward  with  the  wind.  These  are  assumed  to  be  instability  waves  on  the  inversion  that  break  to  produce 

tailing  wakes.  Although  they  are  not  Kelvin-Helmholtz  waves,  their  physical  cause  has  not  yet  been 
explained. 

Waves  of  the  Kelvin-Helmholtz  (K-H)  variety  are  shown  on  (F20.6)  for  the  morning  of  October  22, 
1970.  The  record  starts  at  0800  with  faint  echoes  of  high  amplitude  internal  gravity  waves  of  the 

characteristic  shape  that  Gossard  and  Richter  (1970)  attribute  to  non-linear  third  order  Stokes  waves.  The 
inversion  then  rises  slowly  until  just  before  0900  when  a  large  amplitude  wave  appears.  The  characteristic 

braided  return  of  K-H  instability  appears  from  0901-0904,  mixing  presumably  occurs  thus  weakening  both 
the  contrast  in  N  across  the  layer  and  the  resultant  radar  returns.  The  layer  remains  relatively  weak  until 

about  0925  when  wave  action  again  commences.  The  long  wave  at  0945  crests  with  a  roll  that  captures 
clear  ambient  air  in  its  center.  Some  instability  is  indicated  by  the  diffuse  returns  on  the  downward  side  of 

the  wave.  Note  that  the  returns  from  this  wave  are  as  strong  as  those  from  the  tower. 

Such  waves  are  by  no  means  a  rarity.  The  author's  colleague,  B.  D.  Warner,  informs  him  that  on 
clear  nights  with  calm  surface  conditions  and  strong  winds  aloft,  wind-driven  waves  are  often  produced  on 
elevated  inversions.  He  notes  the  persistence  of  these  waves  for  several  hours  and  a  strong  tendency  towards 
a  6  to  8  minute  period  with  a  variation  in  wave  surface  as  much  as  400  m  in  a  few  minutes. 

It  is  this  rapid  variation  in  the  height  of  such  inversions  that  makes  difficult  the  intercomparison  of 

such  remote  and  in-situ  measurements.  For  example,  (F20.7)  illustrates  a  nocturnal  radiation  inversion 
being  lifted  by  solar  heating  on  the  morning  of  October  12,  1970.  Examine  the  record  just  prior  to  1000. 
One  notes  that  the  layer  lifts  from  60  to  152  m  in  the  course  of  5  minutes.  Notice  that  imbedded  within 

the  permanent  return  from  the  tower  one  can  see  the  carriage  moving  from  60  to  152  m.  The  motion  of 
the  carriage  and  the  layer  are  so  similar  that  one  would  draw  a  completely  different  view  of  the 

atmosphere's  structure  than  if  a  straight  traverse  of  the  layer  had  been  made  as  in  (F20. 1). 

20.4      Comparison  of  Acoustic  Sounder  and  Tower  Data 

One  year  eariier,  a  similar  experiment  was  conducted  at  Haswell,  Colorado,  utilizing  the  Australian 
acoustic  sounder  under  the  direction  of  L.  McAllister.  The  sounding  system  has  been  described  elsewhere 
(McAllister,  1969),  as  well  as  in  earlier  chapters  of  this  lecture  series.  In  this  instance,  however,  the  tower 
was  instrumented  in  greater  detail  to  obtain  full  turbulent  exchange  measurements  of  heat,  momentum,  and 
water  vapor. 

A  comparison  of  the  sounder  return  with  data  is  given  on  (F20.8)  for  the  period  0030-0130  MST 

on  September  16,  1969.  One  notes  that  at  the  start  of  the  record,  the  16°C  isotherm  parallels  the  top  of 
the  strong  returns  near  the  ground.  Shortly  after  0100,  this  region  lifts  suddenly  with  the  16°C  isotherm 
following.  One  notes  that  the  low  level  inversion  has  now  been  extended  greatly  in  height  and,  in  fact, 

becomes  neariy  isothermal.  The  6  ms"'   isopleth  follows  a  similar  pattern,  showing  a  region  of  lower  wind 
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Figure  20.8    Comparison  of  acoustic  sounder  return  with  meteorological  tower  data  for  0030-0130  MST, 
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velocity  under  the  lifted  inversion.  The  most  dramatic  change  comes  in  wind  direction  where,  with  the 

lifting  of  the  inversion,  the  azimuth  shifts  from  20  to  40  degrees  to  280-300°,  a  change  of  90  degrees.  As 
the  acoustic  pattern  tends  back  to  its  previous  pattern,  so  do  the  meteorological  fields. 

A  somewhat  similar  case  is  presented  in  (F20.9)  for  the  period  0300-0400  on  the  morning  of 

September  23,  1969.  The  top  of  the  sounder  record  is  rather  closely  followed  by  the  11°C  isotherm  even 
though  the  top  of  the  returns  nearly  double  in  height  just  before  0400.  The  clear  region  below  the  top  of 
the  returns  again  is  a  region  of  decreased  temperature  gradient.  The  rise  in  return  level  is  again  reflected  in 

decreased  winds  and  a  change  in  azimuth  from  360°  to  300-330°. 
More  detailed  examination  of  the  meteorological  conditions  associated  with  sounder  characteristics 

are  revealed  by  examination  of  carriage  traverses  of  the  event.  For  example,  (F20.10)  compares  the  wind, 

temperature,  Richardson's  number  as  well  as  mechanical  energy  production,  M  =  u'w'(8u/3z)  and 
thermal  buoyancy,  h  =  -w'd'i^^l^),  with  the  sounder  record  of  October  9,  1969  (see  Chapter  1  for  a 
discussion  of  these  terms).  Th.is  record  shows  saw-toothed  waves  descending  after  a  nocturnal  inversion  has 
been  lifted  in  the  same  fashion  as  that  of  (F20.9).  There  is  a  slow  increase  in  temperature  from  the  ground 

to  the  base  of  the  saw-toothed  structure  and  then  a  sudden  increase  of  about  2°C  accompanied  by  an 
increase  in  wind  of  3  mps.  At  this  point,  the  record  is  typical  of  traversing  a  nocturnal  temperature 
inversion.  But  note  that  when  the  carriage  enters  the  clear  area,  the  temperature  and  wind  decrease.  This 

pattern  is  then  repeated  for  each  traverse  of  the  saw-toothed  structure.  This  at  first  appears  to  be  a  rather 
violent  event  due  to  the  very  nature  of  the  acoustic  sounder  presentation.  Note,  however,  that  the 
approximately  three  minutes  that  the  carriage  requires  to  traverse  the  structure  permits  a  kilometer  of 
atmosphere  to  advect  past  the  tower  while  the  layer  oscillates  at  most  100  meters.  If  the  sounder  record  is 
converted  into  geometric  space  by  assuming  a  mean  wind,  one  sees  a  series  of  waves  with  nearly  vertical 
fronts  and  more  gently  sloping  rear  portions,  reminiscent  of  waves  coming  onto  a  beach. 

The  second  illustration  (F20.il)  is  chosen  from  the  morning  of  October  7,  1969,  when  braided  or 

"rope-like"  returns  often  associated  with  Kelvin-Helmholtz  (K-H)  instability  (Atlas  et  al.,  1970)  were 

between  46  and  92  m.  The  temperature  structure  shows  a  5°C  ground-based  inversion  up  to  30  m  with 

light  winds  of  about  1  ms"' .  It  is  then  isothermal  to  the  inversion  base  and  about  one-third  into  the  K-H 
region.  The  temperature  then  increased  by  2°C  to  the  top  of  the  structure  and  then  much  more  slowly. 
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Figure   20:10    Comparison  of  acoustic  sounder  return  with  meteorological  tower  data  for  the  morning  of 
October  9,  1969. 
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20-1] 

The  wind  shows  a  similar  increase  within  the  layer.  Richardson's  number  indicates  stable  conditions 
(positive  values)  below  the  layer,  unstable  (negative  values)  for  the  bottom  third  of  the  layer  and  stable  in 
the  top  third  of  the  layer  and  above.  It  is  interesting  to  note  that  mechanical  turbulence  (M  negative)  is 
extracting  energy  from  the  mean  flow  in  the  upper  third  of  the  layer  and  above  while  buoyancy  forces  (H 
negative)  are  also  doing  the  same.  Normally  these  terms  tend  to  offset  each  other. 

20.5      Observations  of  Helmholtz  Waves  in  the  Lower  Atmosphere  With  an  Acoustic  Sounder 

The  theoretical  treatment  of  the  stability  of  an  infinitesimal  wave  disturbance  of  the  form 

gi(ax  pz)  introduced  at  an  internal  surface  of  density  as  well  as  velocity  discontinuity  was  first  done  by 
Helmholtz  (1868).  For  our  present  consideration  the  surface  of  discontinuity  is  the  temperature  inversion 
as  often  present  in  the  lower  atmosphere.  The  inversion  is  produced  by  either  warm  air  being  advected  over 
cold  air  or  the  air  near  the  surface  of  the  earth  being  cooled  below  that  of  the  overlying  air.  In  either  case, 

less  dense  air  overHes  more  dense  air.  The  normal  winds  then  effectively  "substitute"  the  "smooth"  air 
interface  for  the  "rough"  ground.  This  allows  the  wind  to  increase  above  the  inversion.  This  increase  in 
wind  continues  until  waves  are  produced  on  the  interface  by  the  drag  of  the  wind.  These  waves  then  may 
build  until  they  become  unstable  and  break.  It  is  during  this  breaking  process  that  CAT  is  believed  to  occur 
(Atlas,  1970).  Theoretical  considerations  lead  to  the  following  expression  for  the  phase  velocity,  c,  of  the 
wave 

c  = 
pu  +  p'u'

 

p  +  p 

P-  P 

P  +  p' 

PP 

(P  +  pj 

(u  -  u'Y 

(20:3) 

where  p,  p'  and  u,  u'  represent,  respectively,  the  densities  and  velocities  of  the  lower  and  upper  layers.  The 
first  term  on  the  right  side  of  (20:3)  represents  a  weighted  (by  the  density)  average  of  the  basic  currents  in 
the  layers,  the  second  term  involves  the  density  and  velocity  discontinuities  and  is  referred  to  as  the 
dynamic  term.  Normally,  the  density  discontinuity  term  has  a  stabilizing  effect  while  the  velocity 
discontinuity  term  has  a  destabihzing  effect  on  the  wave  perturbation.  The  waves  whose  phase  velocity  is 
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Figure  20.11     Comparison  of  acoustic  sounder  return  with  meteorological  tower  data  for  the  morning  of 
October  7,  1969. 
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given  by  (F20.3)  are  therefore  of  a  combined  gravitational  and  shear  type  and  are  referred  to  as 

shearing-gravitational  waves,  or  Helmholtz  waves.  Specifically,  the  phase  velocity  c  becomes  complex  and 
hence  the  waves  become  unstable  if  the  wavelength  X  is  less  than  some  critical  wavelength  X  ,  where  X  is 
obtained  by  setting  the  bracket  in  (20:3)  equal  to  zero,  i.e., 

^    ̂   27r       pp  (u  -  u')^  (20:4) 
c        g     (p  -  p')(p  +  p') 

Elimination  of  the  density  via  the  equation  of  state,  using  the  common  notation  Au  =  u-u',  AT  =  T', 
T  =  !^(T  +  T'),  and  assuming  TT'  s  T^ ,  then  (20:4)  becomes 

If  we  let  p^p'  and  use  the  thickness  Az  of  the  layer  of  discontinuity  as  some  reference  length,  we 
find  that  the  bracket  in  (20:3)  may  be  written  as  (see  for  example,  Reiter,  1963) 

_L     _g 
kAz    2/0 

(->=if-^-^^(f  -^(ai)^   [^.«.-']     •         ''"■'' 
where  p  represents  the  density  of  the  undisturbed  fluid,  kAz  represents  the  dimensionless  wave  number, 

and  Rj  denotes  the  Richardson  number 

-    /  -\  -2 
R.  =  g_  ̂   (9y_)-2        .  (20:7) ^       p  dz    \3zy 

Since  the  stability  of  the  Helmholtz  model  is  decided  by  the  sign  of  the  bracket  in  (20:3),  the  wave 

number  kAz  and  the  Richardson  number  affect  the  stability  of  the  flow.  From  (20:6)  we  note  that  the 
only  portion  that  determines  the  sign  is  that  given  in  the  brackets,  as  a  result  we  find 

R,  =  TT^  (20:8) 

'  Ac 

as  the  condition  on  the  stability  boundary. 

On  the  basis  of  some  recent  clear-air  turbulence  studies,  Sekioka  (1970)  finds  that  the  critical  layer 
Richardson  number  is  of  the  order  of  0.5  and  that  the  layer  thickness  Az  is  related  to  the  wavelength  as 

Az  =  —       .  (20:9) 

It: 

In  the  analysis  that  follows  we  have  calculated  the  Richardson  number  from 

D    =  S_  \^^   /  (20:10) 

'    '  (I) 

where  F  is  the  adiabatic  lapse  rate  of  temperature.  Upon  equating  (20:8)  and  (20:10)  we  find  that  the 
critical  wavelength  is  now  given  by 

X     =  ̂       (Au)^  T  (20:11) 
c       g     (AT  +  FAz) 

as  the  more  appropriate  expression  for  the  atmospheric  case. 
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The  experimental  work  was  carried  out  at  Haswell,  Colorado,  during  the  latter  part  of  1969  utilizing 
the  acoustic  sounder. 

The  acoustic  sounder,  an  array  of  49,  20  cm  loud  speakers,  was  located  250  m  away  from  the 
meteorological  tower  along  a  line  in  the  northwest  direction.  It  operated  at  a  frequency  of  950  Hz,  20  ms 
pulse  duration  at  2  sec  intervals  with  a  power  output  of  eight  acoustic  watts  (McAllister,  1968). 

From  the  many  acoustic  sounder  records  available  we  utilize  the  few  time  periods  for  which  there 
are  carriage  traverses  through  the  layered  structures.  The  carriage  records  were  checked  for  consistency 
against  the  fixed  level  measurements  and  our  attention  in  this  study  shall  be  confined  to  the  carriage  data. 

The  time  periods  chosen  for  analysis  are:  0513-0533,  0717-0734,  7  October  1969;  0104-0134,  8  October 
1969;  0812-0832,  9  October  1969. 

For  each  carriage  traverse  the  following  parameters  were  obtained: 
(i)  the  mean  wind  profile, 

(ii)  the  mean  temperature  profile,  and 
(iii)  the  layer  Richardson  number. 

The  carriage  profiles  were  subjected  to  a  digital  filter  (Ormsby,  1961)  to  separate  the  meari  profile  from 
the  fluctuations  having  dimensions  less  than  3  m.  The  resulting  profiles  were  used  to  determine  u,  T,  and 
Ri- 

Figure  (20.12),  Case  I,  presents  the  acoustic  sounder  record  for  the  period  0513-0533,  7  October 
1969,  as  well  as  the  mean  horizontal  wind  and  temperature  profiles  measured  at  the  tower.  Below  the  layer 
indicated  by  the  strong  acoustic  returns,  the  wind  speed  is  constant  and  approximately  zero.  Through 
the  layer  in  the  region  of  instability  waves  as  indicated  by  the  acoustic  sounder  record,  the  wind  speed 

increases  with  height  to  a  maximum  of  approximately  3  m  sec"' .  Immediately  above  the  layer  the  wind 
speed  decreases,  then  attains  a  constant  value  of  approximately  2.75  m  sec"'  at  about  120  m.  A 
temperature  inversion  is  indicated  at  the  base  of  the  layer,  an  increase  of  1°C  through  the  layer  (~.03°C 

m~*),  i.e.,  a  second  inversion  is  indicated  at  approximately  the  top  of  the  layer.  The  temperature  then becomes  constant  above  120  m. 

Figure  (20.13),  Case  II,  presents  the  same  information  as  Case  I,  but  for  the  period  0717-0734,  7 

October  1969.  A  wind  speed  of  approximately  0.4  m  sec"'  prevails  below  the  layer.  Through  the  layer  the 
wind  gradient  is  approximately  0.08  sec~' ,  then  the  wind  attains  a  constant  value  with  height.  The 
temperature  shows  an  increase  with  height  below  30  m,  it  remains  approximately  constant  between  30- 

and  57— m.  Through  the  layer  the  temperature  shows  an  increase  of  1.65°C,  then  undergoes  a  slight 
increase  of  (~0.5°C)  to  about  115  m. 

The  acoustic  sounder  record  and  the  prevailing  wind  and  temperature  profiles  for  the  time  period 

0104-0134,  8  October  1969,  Case  III,  are  shown  (F20.14).  In  this  case  sharp  gradients  in  both  wind  and 
temperature  are  evident  in  the  tower  profiles.  The  thickness  of  the  layer  at  the  height  where  the  carriage 
passes  through  is  only  about  10  m.  The  thickness,  however,  is  not  constant  with  time;  the  layer  thickness 
appears  to  more  than  double  shortly  after  0111  and  indications  are  present  of  the  existence  of  two  layers 
from  about  0116  onwards.  During  and  immediately  prior  to  the  carriage  traverse  through  the  layer  itself, 
small  scale  instabilities  are  shown.  These  have  an  average  wavelength  of  approximately  30  m,  well  below 
the  maximum  unstable  wavelength  of  some  90  m  as  predicted  by  the  Helmholtz  model.  In  this  case, 

therefore,  we  have  small  scale  wave  instabilities  imbedded  in  a  large  scale  wave  motion  (wavelength  ~  350 
m)  which  appears  to  be  stable. 

Figure  (20.15),  Case  IV,  presents  the  pertinent  information  for  the  time  period  0812-0832,  9  October 
1969.  The  marked  difference  between  this  record  and  those  shown  in  the  previous  figures  is  evident. 

Although  this  "jagged"  structure  might  initially  be  interpreted  as  an  extremely  violent  event,  it  merely 
represents  an  undularing  layer.  Superposed  on  this  layer,  small  scale  instabilities  may  be  seen  on  the 
upward  side  of  some  of  the  undulations.  These  instabilities  have  an  average  wavelength  of  30  m,  well  below 
the  maximum  unstable  wavelength  as  predicted  by  the  Helmholtz  model,  i.e.,  (20: 1 1).  The  undulating  layer 
itself  as  depicted  by  the  acoustic  sounder  echoes  has  an  average  wavelength  of  120  m. 

For  the  cases  presented,  the  Richardson  number  was  calculated  from  the  measured  wind  and 

temperature  profiles  over  a  vertical  spacing  equivalent  to  the  depth  of  the  layer  as  determined  from  the 

acoustic  sounder  returns.  In  addition,  the  maximum  unstable  wavelength,  X^,,  was  also  calculated.  Since  the 
phase  velocity  of  the  Helmholtz  waves  is  equal  to  the  mean  wind  speed  of  the  layer,  we  were  able  to 

calculate  the  wavelengths  of  the  "breaking"  waves  from  the  discernible  "rolls"  as  indicated  by  the  acoustic 



20-14 Application  of  FM-CW  Radar 

sounder   returns.    Accordingly,   we   may  define   a  stability  criterion  in  terms  of  the  average  measured 
wavelength  X,  and  the  maximum  unstable  wavelength  X    ,  i.e., 

w^ 

Jv   >  1   stable 
X^    <  1  unstable 

Table (20.1) summarizes  the  pertinent  results  of  the  present  study. 

The  results  presented  for  Cases  I  and  II  represent  the  "breaking"  phenomenon  as  predicted  by  the 
Helmholtz  model.  The  wavelengths  X  given  in  (T20.1)  do  fall  within  the  instability  range  as  predicted  by 
theory.  For  each  case,  the  average  wavelength  was  calculated  from  the  measured  wavelengths  and  was  used in  the  evaluation   of  w  .   Values of  Wg  so   obtained  are  shown  in  (T20.1)  and   depict   the  Helmholtz 
instabiUty  rather  clearly. 

The  Richardson  number  of  the  layer  for  Cases  I  and  II  is  of  the  order  of  1/2.  The  layer  thickness 
was  determined  from  the  acoustic  sounder  records,  although  this  determination  could  well  have  been  made 
from  the  carriage  profiles  as  well. 

Table  20.1.  Critical  wavelength  as  determined  from  the  Helmholtz  theory  and  wavelengths  as  determined 

from  the  acoustic  sounder  returns.  The  layer  Richardson  number  and  the  stabihty  parameter  w^  are  also  given. 

Case Az(m) 

^i,L 

^s 

X(m): 
Acoustic  Sounder 

(20:9) 

X  =  2rrAz Remarks 

I 30 0.50 0.63 155 188 
188 

Xwas  calculated 

II 27 0.51 0.38 100 166 170 from  peak-to-peak 
measurements  of 

III 5 0.17 0.33 30 

90 

31 

the  discernible "rolls"  shown  on 

IV 6 0.10 0.48 
30 57 38 the  acoustic 

sounder  records. 

See  text  for  addi- 
tional comments. 

One  notes  in  (T20.2)  that  the  stable  wave  behaves  as  one  might  expect  with  relatively  small  energy  change 
and  small  dissipation.  The  same  is  true  of  the  breaking  wave  case  before  the  wave  breaks,  but  not  so  after 
breaking  when  mechanical  production  and  dissipation  increase  by  10  to  20  times.  It  is  of  interest  to  note  that 
the  thermal  plume  case  exceeds  the  breaking  wave  case  in  all  terms  but  dissipation.  Our  preliminary  conclusion 

from  these  observations  is  that  K-H  instabilities  are  indeed  sources  of  CAT,  particularly  in  regions  well  above 
the  region  of  convective  mixing. 

Table   20.2      Variation  of  terms  in  the  kinetic  energy  equation  for  stable  layer,  or  breaking  waves, 

and  thermal  plumes.  All  terms  are  in  (m^sec"^)  sec"' ,  Haswell,  Colorado,  October  1969. 

Energy  Term Stable 
Wave 

Breaking  Wave 
Before  After 

Thermal 
Plume 

Mechanical  Production 

~0 

5 50 

Thermal  Buoyancy 

~0 

5 
-30  to  +30 

Vertical  Divergence 

~0 

-3 

-20 

Dissipation 
10 

10 
190 

4400 

100 

100 

70 
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The  acoustic  sounder  records  presented  for  Cases  III  and  IV  siiow  undulating  layers  upon  which 
smaller  scale  instabilities  may  be  seen.  For  these  smaller  scale  instabilities  the  layer  Richardson  number  is 
found  to  be  less  than  1/4,  the  critical  Richardson  number  as  found  from  theoretical  considerations  by 

Taylor  (1931),  Miles  (1961).  Strata  of  Rj  <  1/4  are  interpreted  as  regions  capable  of  generating  Helmholtz 

waves,  these  grow  in  time  until  finally  they  "roll"  and  "break"  as  clearly  shown  on  the  first  two  cases. 
The  acoustic  sounder  records  obtained  in  this  experimental  study  point  to  the  fact  that  the  sounder 

cannot  only  map  regions  of  instability  waves,  but  can  also  delineate  such  time  periods  most  suitable  for 
analysis  of  particular  atmospheric  phenomena. 

The  independent  and  concurrent  meteorological  measurements  taken  at  the  tower  support  well  the 
acoustic  sounder  records  thus  lending  credit  to  the  use  of  acoustic  sounder  techniques  in  low  level 
atmospheric  studies. 

The  Richardson  number  calculated  from  the  tower  wind  and  temperature  profiles  for  the  layer 
thickness  as  indicated  by  the  acoustic  sounder  records  is  found  to  be  approximately  0.5.  Consequently,  we 
interpret  this  to  be  the  critical  layer  Richardson  number  for  the  Helmholtz  instability. 

Recent  work  utilizing  powerful  10  cm  wavelength  pulsed  radars  in  both  the  United  States  and 
England  yield  similar  conclusions.  For  example,  Boucher  (1970)  utilizing  the  Wallops  Island  radar,  observed 

a  case  of  "rope-Uke"  radar  returns  that  corresponded  to  a  region  of  moderate  turbulence  as  detected  by  an 

aircraft  dispatched  to  the  region.  The  region  also  exhibited  strong  wind  shear  (>2  x  lO'^sec"' )  and  a 
temperature  inversion  that  combined  to  yield  Richardson's  numbers  of  0.16  and  0.26  at  the  base  of  the 
inversion.  In  a  somewhat  similar  study  Browning  (1971)  observed  some  17  different  "rope-like"  or 
Kelvin-Helmholtz  instabilities  between  3  February  and  10  July  1970  at  Defford,  Worcestershire,  U.K.  These 

events  were  also  observed  at  a  stable  interface  with  wind  shear  above  to  yield  Richardson's  numbers  of  0.1 
and  0.3.  This  is  quite  consistent  with  the  conclusions  reached  from  the  Haswell  data  since  these  types  of 

radar  returns  represent  the  wave  after  it  has  broken  and  this  one  would  expect  Rj  <  0.5. 
In  checking  the  critical  wavelengths  from  the  data  of  these  papers,  one  finds  that  X  ̂   X^  in  every 

case  of  "rope-Uke"  radar  returns.  A  pattern  is  thus  emerging  which  tells  us  that  the  large-scale 
Kelvin-Helmholtz  instabilities  as  observed  by  various  radars  appear  to  be  reasonably  described  by  the 
relatively  simple  theory  of  the  preceeding  sections.  A  nagging  thought  does  persist,  however.  The  radars 

utilized  for  the  above  studies  obtain  returns  from  regions  of  intense  small-scale  (~one-half  radar 
wavelength)  fluctuations  of  refractive  index,  not  wind  or  energy  fluctuations  of  the  magnitude  to  produce 
CAT.  One  concludes,  then,  that  the  radar  returns  are  from  regions  of  intense  mixing  of  air  across  the 
temperature  inversion  and  outline  the  lower  boundary  of  the  wave  or  instability  event. 

As  a  final  observation,  some  preliminary  results  are  presented  of  the  energy  balance  as  calculated 
from  the  300  foot  level  of  the  Haswell  tower  during  stable  waves,  breaking  waves  and  thermal  plumes. 
These  data  represent  tentative  conclusions  as  of  this  writing.  We  do,  however,  believe  they  will  serve  to 
delineate  the  trend  of  our  final  conclusions. 

20.6      A  Note  of  Caution 

The  above  observations  involve  either  fixed  towers  or  vertically  pointing  radars.  These,  then,  are 
observations  of  atmospheric  structure  as  presented  to  the  observer  by  the  prevailing  wind.  This  fact  alone 

may  bias  the  view  of  the  atmosphere.  For  example,  the  author's  airborne  measurements  of  vertical  flux  of 
water  vapor  were  made  both  down-  and  cross-wind  at  various  heights  within  the  BOMEXt  array.  Altliougli 
the  over-all  flux  was  the  same  (~0.5  cm/day),  the  spectral  distribution  is  quite  different  for  the  two  aspects 
(F20. 16).  For  example,  the  cross-wind  spectra  display  sharp,  well-defined  peaks  that  show  a  tendency  to 
move  to  lower  frequency  with  increasing  elevation  while  the  down-wind  spectra  show  broad  maxima  at 
lower  frequencies  yet.  This  suggests  that  the  mechanism  of  transporting  water  vapor  vertically  is  quite 
aspect  sensitive,  perhaps  helical  rolls  elongated  in  the  direction  of  the  wind. 

One  would  not  be  able  to  discern  this  difference  with  tower  or  sounder  measurements  and  would 

thus  reach  quite  different  conclusions  than  if  the  cross-wind  observation  were  available.  One  also  concludes 
that  an  effective  remote  sensing  technique  must  be  able  to  scan  in  azimuth  as  well  as  height.  Such 
instruments,  capable  of  probing  to  the  detail  of  the  above  observations  are  not  as  yet  available. 

tBarbados  Oceanographic  and  Meteorological  Experiment 
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Figure  20.12  Acoustic  sounder  record  for  0513-0533,  7  October  1969,  and  the  wind  and  temperature 
profiles  as  measured  at  the  meteorological  tower.  The  dashed  line  on  the  acoustic  sounder  record 
indicates  the  carriage  traverse. 
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Figure   20.13    Acoustic  sounder  record  for  0717-0734,    7  October  1969,  and  the  wind  and  temperature 
profiles  as  measured  at  the  meteorological  tower. 
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Figure   20:14    Acoustic  sounder  record  for  0104-0134,   8  October   1969,   and  the  wind  and  temperature 
profiles  as  measured  at  the  meteorological  tower. 

150 

en 
tr 
UJIOOH 

HASWELL,  COLORADO 

9  OCTOBER    1969 

0822  0827 

LOCAL     TIME 

0832     0        2.5        5.0         7.510 

U    (m/feec) 
T(°C) 

Figure   20.15    Acoustic  sounder  record  for  0812-0832,    9  October  1969,   and  the  wind  and  temperature 
profiles  as  measured  at  the  meteorological  tower. 
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Figure  20. 16    Along  and  cross  wind  spectra  of  the  vertical  transport  of  water  vapor  (p    wj  during  BOMEX. 

20.1     Conclusions 

Perhaps  the  most  important  conclusion  is  that  many  boundary  layer  studies  would  be  enhanced  by 
the  use  of  a  clear  air  radar.  For  example,  the  author  is  at  present  concerned  with  the  budgets  of  heat, 
momentum,  and  water  vapor  as  determined  from  the  150  m  tower.  In  such  budgets,  one  must  determine 
the  flux  quantities  as  well  as  the  profile  characteristics,  i.e.,  averages  arid  covariances  must  be  determined 
over  some  representative  averaging  time.  The  radar  indicates  that  many  times  are  not  as  stationary  as  they 
appear  to  the  eye  and  can  serve  to  delineate  those  periods  most  suitable  for  analysis  of  particular 

phenomena  such  as  instabiUty  waves  and  convective  processes.  One  may  also  make  the  complementary 

conclusion  that  the  in-situ  measurements  aid  in  interpreting  the  sounder  records. 
The  physical  model  that  unfolds  is  that  of  an  atmosphere  comprised  of  shallow  strata  which  are 

characterized  by  a  temperature  inversion  and  enhanced  wind  shear.  These  strata  are  accompanied  by  small 
scale  temperature  irregularities  which  acoustic  sounding  techniques  are  able  to  map  via  the  echo  returns 
which  are  obtained  from  such  regions.  The  accentuation  of  the  wind  shear  across  a  statically  stable  layer 
leads  to  a  dynamic  instability  of  the  flow  and  intermittent  generation  of  more  random  turbulence.  The 
instability  appears  initially  as  bursts  of  successive  waves  which  are  attributed  to  a  cycling  process  of  the 
interaction  between  the  wave  and  the  background  wind  field.  The  amplification  of  these  waves  then 
depends  on  whether  there  is  a  continued  excess  of  shear  kinetic  energy  over  buoyant  energy.  For  a 
horizontally  stratified  atmosphere,  the  source  of  the  instability  must  necessarily  lie  in  the  energy  stored  in 

the  kinetic  energy  of  relative  motion  of  the  different  layers.  Consequently,  the  greater  the  prevailing  wind 
shear,  the  greater  will  be  the  tendency  towards  mixing  and  instability.  The  instability,  whenever  it  occurs  at 
the  interface  of  two  such  layers,  is  referred  to  as  the  Helmholtz  instability.  Furthermore,  the  only 

counteracting  force  which  is  capable  of  damping  the  instability  is  derived  from  buoyancy;  and  so  long  as 
this  force  can  suppress  the  mixing,  the  Helmholtz  instability  will  not  occur. 



References  20- 1 9 

From  the  results  presented,  it  appears  that  the  Helmholtz  instability  occurs  in  a  shallow  stratum  in 
which  the  local  Richardson  number  is  less  than  or  near  0.25.  Within  such  strata,  small  wave  perturbations 

will  have  a  tendency  to  amplify  and,  as  a  result,  there  will  be  a  net  kinetic  energy  released  into  turbulence. 

The  critical  Richardson  number,  Rj  =  0.25,  obtained  by  Taylor  was  for  particular  type  flows.  The 
work  of  Miles,  however,  is  of  a  more  general  nature  and  he,  too,  obtains  R|  =  0.25  as  the  critical  value.  The 
Richardson  number  profiles,  which  have  been  presented  for  each  carriage  traverse,  certainly  show  shallow 
strata  within  the  layer  specified  by  the  Helmholtz  waves  where  the  local  Richardson  number  attains  the 

value  R|<0.25.  These  regions  represent,  then,  strata  within  which  small  perturbations  may  amplify  until 

ultimately  they  "roll"  and  "break"  over  a  layer  thickness  which  is  several  times  as  large  as  these  generating 
regions.  In  addition,  we  have  found  that  the  Richardson  number  over  the  layer  thickness  occupied  by  the 

Helmholtz  waves  is  of  the  order  of  0.50.  Consequently,  one  concludes  that  although  R|  =  0.25  is  a 
necessary  condition  for  the  onset  of  the  Helmholtz  instability,  once  such  waves  begin  to  grow,  they  have 
the  effect  of  redistributing  the  shear  and  temperature  fields.  The  growth  of  these  waves  ceases  when  the 

layer  Richardson  number  becomes  0.50,  at  which  point  all  Helmholtz  waves  "roll"  and  "break."  This  also 
implies  that  all  Helmholtz  waves  will  attain  the  same  ampUtude  within  the  layer  provided  the  dynamically 
unstable  layer  is  horizontally  homogeneous  and  steady. 

Measurements  of  the  wavelengths  associated  with  the  "breaking"  phenomenon  conform  to  the 
theoretically  predicted  range  of  values. 

From  the  fixed  level  measurements  of  the  pertinent  meteorological  parameters,  the  intensity  of 
turbulence  has  been  found  to  be  several  orders  of  magnitude  greater  within  the  regions  occupied  by 
instability  waves  than  it  is  in  clear,  or  no  echo  return,  regions. 
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List  of  Symbols 

FM/CW  —  Frequency  Modulated  Continuous  Wave 

An2o      —  Difference  in  refractive  index,  n  measured 
over  20  cm 

c^ 

-  refractivity  structure  function 
r} 

-  radar  cross  section 
Ri 

-  Richardson  number 

g -  acceleration  of  gravity 

T -  atmospheric  temperature 

r -  adiabatic  lapse  rate 

u —  horizontal  wind  speed 

N 
-  radio  refractivity  =  (n-l)lO* 

P -  total  atmospheric  pressure 

e -  partial  pressure  of  water  vapor 
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High  resolution  tropospheric  radar  sounding 
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A  radar  sounder  for  the  study  of  the  refractive  index  structure  in  the  troposphere  is 

described.  The  specially  built,  high-sensitivity  FM-CW  radar  has  a  maximum  range  resolution 
of  one  meter.  Design  considerations  and  performance  characteristics  are  given,  and  recordings 
obtained  with  the  radar  sounder  are  presented  and  discussed.  The  predominant  layers  are  very 
well  correlated  with  the  major  inversions  at  which  we  find  either  sharp  vertical  gradients  of 
refractive  index  or  changes  in  the  gradient.  The  base  of  the  lowest  inversion  is  almost  always 
so  marked.  A  second  echo  layer  frequently  appears  some  tens  of  meters  above  this  base  level. 
Although  the  echo  strata  may  sometimes  be  30  to  40  meters  in  depth,  they  are  often  only  a 
meter  or  less  thick.  Their  reflectivities  may  be  10  to  100  times  larger  than  those  previously 
reported  with  radars  of  coarser  resolution.  The  layers  also  commonly  appear  in  the  form  of 

breaking  Kelvin-Helmholtz  waves  with  periods  of  2  to  4  minutes  and  peak-to-peak  amplitudes 
as  small  as  10  to  15  meters. 

INTRODUCTION 

The  effects  of  the  troposphere  on  microwave  radio 
propagation  have  been  studied  extensively,  but  in 
spite  of  theoretical  and  experimental  efforts  some 

basic  questions  still  remain  unresolved.  These  ques- 
tions concern  the  temporal  and  spatial  behavior  of 

the  refractive  index  structure  in  the  troposphere.  For 
example,  we  would  like  to  know  the  true  thickness 
of  the  thin  radar  backscatter  layers  that  Hardy  et  al. 
[1966]  have  observed  by  ultra-sensitive  radar  and 
the  mechanisms  responsible  for  the  development  of 

the  fine-scale  refractivity  inhomogeneities  which  must 
be  present  to  explain  those  echoes. 

To  study  these  phenomena  we  need  a  radar 

sounder  that  combines  the  properties  of  high-range 
resolution,  high  sensitivity,  and  close  minimum  range 
without  clutter.  A  radar  sounder  with  these  char- 

acteristics has  been  designed  and  built  at  the  Naval 
Electronics  Laboratory  Center  in  San  Diego.  This 
paper  describes  the  radar  and  presents  some  of  the 

observations  of  clear-air-scatter  layers  along  with  a 
preliminary  analysis. 

RADAR  SYSTEM 

The  requirement  of  high-range  resolution  capa- 
bility would  suggest  the  use  of  pulse  compression 

techniques.  However,  any  pulse  radar  imposes  the 

Copyright  ©    1969  by  the  American   Geophysical   Union. 

restriction  of  a  minimum  range  below  which  no  re- 
turn signals  can  be  observed.  This  restriction  is  due 

to  the  fact  that  during  the  transmission  of  the  pulse 
(and  usually  several  pulse  widths  after)  no  signal 
can  be  received.  The  reason  that  the  minimum  range 
is  such  an  important  factor  for  the  sounder  is  that 
low-level  inversions  frequently  produce  scatter  layers 
in  the  lowest  300  meters  of  the  atmosphere,  and  it  is 

these  which  can  be  studied  most  effectively  by  simul- 
taneous meteorological  observations  by  tower  and 

tethered  balloon  instruments. 
FM-CW  radar.  A  radar  that  does  not  have  the 

minimum  range  restriction  and  that  allows  high- 
range  resolution  is  an  FM-CW  radar.  It  has  the 
additional  advantage  of  a  peak-power-to-average- 
power  ratio  of  unity  that  is  very  desirable  from  a 
technological  viewpoint.  It  also  permits  a  change  of 
resolution  without  affecting  the  transmitted  energy 
(which  is  not  the  case  for  pulse  radars).  To  discuss 
the  features  and  requirements  of  this  radar,  the 
principle  of  its  operation  is  given  briefly  in  Figure  1 . 
The  top  portion  shows  a  linear  ramp  (solid  line) 
which  is  transmitted  during  Tu  (modulation  time) 
and  a  reflected  ramp  (dashed  line)  which  is  delayed 
by  At  according  to  the  distance  of  the  reflecting 
object.  These  two  ramps  are  mixed  instantaneously, 
which  yields  a  difference  or  beat  frequency  ft,.  The 
middle  portion  of  Figure  1  shows  this  beat  frequency 
and  the  lower  part  its  frequency  spectrum.  In  the 
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Pig.  1.     Principle  of  FM-CW  radar  using  linear  frequency 
modulation.  The  sinusoidal  beat  frequency  /d  is  generated 
by  instantaneous  mixing  of  the  transmitted  and  the  received ramp. 

case  of  multiple  targets,  reflected  waves  will  arrive 
at  different  time  intervals  and  cause  different  beat 

frequencies  that  are  superimposed.  A  spectrum  analy- 
sis of  the  beat  frequencies  allows  the  different  targets 

to  be  resolved  according  to  their  range.  The  ampli- 
tudes of  the  different  beat  frequencies  are  a  measure 

of  the  reflection  coefl5cients  of  the  targets.  For  this 
kind  of  radar,  range  resolution  means  the  ability 
to  separate  adjacent  spectra  of  the  kind  shown  in  the 
lower  portion  of  Figure  1.  The  minimum  resolvable 
distance  h  is  given  by 

h  =  c/kF (1) 

where  F  is  the  frequency  excursion,  c  is  the  velocity 
of  propagation,  and  /:  is  a  constant  whose  value 

depends  on  the  criterion  used  to  define  'separation' 
of  two  spectra.  (It  is,  e.g.,  /:  =  1  for  A/  =  2/7^  and 

/:  =  2  for  A/  =  \/Tm,  where  A/  is  the  frequency 

separation  between  two  spectra.)  Equation  1  is  es- 
sentially the  same  formula  as  that  used  for  pulse 

radars  and  shows  that  resolution  is  only  dependent 
on  the  frequency  excursion  or  bandwidth  of  the 
transmitted  signal. 

Radar  design.  The  frequency  of  the  radar  was 

chosen  to  be  around  3  GHz  as  a  compromise  be- 
tween higher  and  lower  frequencies  each  of  which 

would  have  been  desirable  for  different  reasons. 

Thus,  to  achieve  a  narrow  antenna  beam  with  a 
small  anteima  diameter,  it  would  have  been  better 

to  select  a  higher  frequency.  However,  we  must  also 

consider  the  reflectivity-wavelength  dependence  of 
the  scattering  volume.  For  specular  surfaces,  the 

power  reflection  coefficient  increases  as  the  electrical 
thickness  of  the  transition  zone  decreases,  and  we 

would  thus  want  to  use  the  largest  possible  wave- 
length [Atlas  and  Hardy,  1966].  On  the  other  hand, 

the  predominate  evidence  available  suggests  that 

clear-air-scatter  layers  are  comprised  of  inhomogene- 
ities  in  refractivity,  producing  a  reflectivity  (?;)- 

wavelength  dependence  of  about  A"^^^  [Atlas  and 
Hardy,  1966;  Hardy  et  al.,  1966;  Hardy  and  Katz, 

1969].  Although  this  wavelength  dependence  is 

small,  it  suggests  using  the  shortest  wavelength  pro- 
vided that  it  does  not  approach  the  limiting  micro- 

scale  (/m)  of  the  refractivity  perturbations.  Atlas  et 
al.  [1966]  therefore  suggest  an  optimum  wavelength 
of  about  five  times  the  limiting  microscale.  In  weakly 
turbulent  conditions,  /„  is  of  the  order  of  1  to  2  cm, 

and  so  a  A.  of  5  to  10  cm  seemed  optimum. 

By  means  of  theoretical  calculations  and  experi- 
mental data  [Saxton  et  al,  1964;  Atlas  and  Hardy, 

1966],  it  was  concluded  that  with  an  equivalent 

pulse  length  /i  =  1  meter  and  an  antenna  gain  of  35 
decibels,  a  ratio  of  190  decibels  between  average 
transmitted  and  received  power  should  be  adequate 

to  detect  most  scatter  layers  in  the  lowest  2  km.  The 
actual  sensitivity  wLU  be  discussed  later. 

With  the  above  radar  parameters  determined,  our 

search  was  then  directed  toward  a  suitable  FM  gen- 

erator. It  is  possible  to  achieve  a  3-meter  resolution 

at  100  MHz  frequency  excursion  with  a  commer- 
cially available  microwave  sweep  generator  that  uses 

a  backward  wave  oscillator.  But  the  difficulty  with 

this  kind  of  an  FM  generator  is  that  even  after  com- 

pensating for  the  nonlinear  modulation  characteris- 
tic, fine-grain  variations  exist  that  are  due  to  im- 

perfections of  the  helix.  We  then  had  to  find  a  suit- 
able part  of  the  frequency  range  of  an  individual 

tube.  During  the  course  of  these  investigations  a  new 
device  became  available  that  consists  of  a  transistor 

oscillator  that  is  tuned  in  frequency  by  changing  the 

magnetic  field  of  a  YIG  sphere.  The  timing  linearity 
of  this  device  is  much  higher  than  that  previously 

attainable,  and  it  also  does  not  exhibit  the  fine-grain 
variations  of  backward  wave  oscillators.  The  Wat- 
kins- Johnson  YIG-tuned  transistor  oscillator  that  we 
used  in  the  radar  sounder  has  a  deviation  of  less 

than  0.001%  from  straight-line  tuning  over  a  fre- 

quency range  of  200  MHz  (2.9  GHz  center  fre- 
quency ) .  The  power  output  is  1 2  mw  and  the  tuning 
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sensitivity  3.6  MHz/ma.  The  high-tuning  sensitivity 
necessitates  a  very  linear,  low  noise,  low  ripple 
sweeping  current  supply. 

The  spectrum  analysis  of  the  beat  frequencies  has 

to  be  performed  in  real  time,  and  this  is  done  with 

a  Ubiquitous  spectrum  analyzer  from  Federal  Scien- 

tific Corporation.  The  analyzer  'time  compresses'  the 
signal  and  performs  a  scanning  analysis  on  the 

speeded-up  and  stored  signal.  The  10-kHz  analysis 
band  has  a  20-Hz  bandwidth  and  can  be  positioned 
anywhere  from  0  to  1  MHz.  It  takes  50  msec  to  fill 

the  memory,  and  this  time  determines  the  modula- 
tion time  Tij.  During  Tj/  the  memory  is  updated, 

and  the  analysis  starts  at  the  end  of  Tjj  when  the 

memory  is  put  into  'hold.'  The  input  signal  is  time- 
compressed  by  a  factor  of  500,  which  enables  the 

scanning  spectrum  analysis  to  be  completed  in  50 
msec.  After  this  time,  a  new  modulation  cycle  starts. 

In  other  words,  the  entire  cycle  of  frequency  sweep- 

ing, signal  storage,  and  frequency-spectrum  analysis 
is  repeated  at  a  rate  of  10  per  sec.  The  output  of  the 

spectrum  analyzer  is  multiplied  by  a  sine-squared 
weighting  function  which  suppresses  the  side  lobes 

of  the  I  (sin  x)/x\  spectrum  shown  in  Figure  1.  The 
resulting  spectrum  is  somewhat  broadened,  and  the 
resolution  bandwidth  is  about  30  Hz. 

The  mixer  used  for  the  radar  sounder  is  a  bal- 

anced mixer  using  backward  diodes  with  a  matched 

low-noise  preamplifier.  The  noise  figure  of  this  com- 
bination is  13  decibels  at  10  kHz.  The  incoming  RF 

signal  passes  through  a  low-noise  traveling  wave  tube 
amplifier  with  a  noise  figure  of  4.8  decibels  and  30 

decibels  gain.  The  over-all  noise  figure  of  the  entire 
receiver  is,  therefore,  only  about  5  decibels.  A  sim- 

plified block  diagram  of  the  sounder  is  shown  in 

Figure  2.  The  linear  FM  is  generated  with  the  YIG- 
tuned  transistor  oscillator,  amplified  to  a  maximum 
power  of  150  watts  and  radiated  by  the  transmitting 
antenna.  Part  of  the  transmitted  power  is  delayed 

and  coupled  into  the  backward  diode  mixer  where  it 

is  mixed  instantaneously  with  the  signal  that  is  re- 
ceived by  the  receiving  antenna  and  amplified  by  a 

low-noise  traveling  wave  tube  amplifier.  The  reason 
for  the  delay  of  the  transmitted  portion  of  the  signal 

is  to  compensate  for  delays  created  by  the  preampli- 
fiers, the  power  amplifier,  and  the  cables  to  and  from 

the  antennas.  The  delay  line  is  exactly  long  enough 

to  produce  a  zero  beat  frequency  with  the  signal  that 
is  created  by  coupling  between  the  transmitting  and 
receiving  antenna.  The  second  delay  line  that  couples 

part  of  the  transmitted  energy  into  the  low-noise 
preamplifier  serves  as  a  monitor  for  the  entire  sys- 

tem. The  length  is  equivalent  to  a  radar  return  from 

a  height  of  167  meters.  The  reference  signal  ampli- 
tude created  in  this  manner  is  a  check  of  all  the 

active  components  of  the  system,  as  well  as  giving 

a  height  calibration  and  providing  a  check  of  the 
range  resolution  in  connection  with  another  short 
delay  line.  The  output  of  the  spectrum  analyzer  is 
further  processed  in  a  signal  analyzer  that  averages 
consecutive  sweeps.  The  number  of  sweeps  averaged 
can  be  selected,  thus  determining  the  time  constant 

introduced  to  the  signal.  The  signals  are  then  dis- 

played on  cathode  ray  tubes  in  an  A-scope  presenta- 
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Fig.  2.     Block  diagram  of  the  radar  sounder. 
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tion,  or  an  intensity  modulation,  or  in  a  combination 

of  both  amplitude  and  intensity  modulation  (or  A-I 
scope),  which  will  be  described  below.  The  hori- 

zontal sweep  for  the  display  units  is  provided  by  an 
oscilloscope  having  a  delayed  sweep,  which  allows 
one  to  view  simultaneously  the  entire  analysis  band 
and  any  enlarged  portion.  The  two  audio  oscillators 
provide  variable  height  markings.  The  data  are  re- 

corded by  35-mm,  shutterless  movie  cameras  with 
film  speeds  ranging  from  1  cm/hr  to  0.5  cm/sec. 

The  antennas  consist  of  two  parabolic  dishes,  3 
meters  in  diameter,  with  waveguide  feeds.  To  achieve 
good  isolation,  the  antennas  were  located  in  pits,  an 
arrangement  that  has  been  used  successfully  before 
[Fehlhaber  and  Grosskopf,  1965].  At  least  60  deci- 

bels isolation  are  necessary  to  avoid  saturation  of 
the  preamplifier.  The  insides  of  the  pits  are  lined  with 
microwave  absorbers  to  suppress  reflections.  The 
absorbing  screens  are  also  required  to  suppress 
echoes  from  nearby  ground  targets.  The  antennas  are 

steer  able  within  a  limited  degree  (±2.5°)  to  optimize 
the  common  volume  for  a  given  height. 

Performance  characteristics.  The  performance 
characteristics  of  the  radar  are  compiled  in  Table  1. 
The  basic  components  of  the  radar  system  allow 

operation  in  the  entire  2-4  GHz  range.  The  restric- 
tion to  the  narrower  range  around  2.9  GHz  is  deter- 

mined by  the  standing  wave  ratio  of  the  antenna 
feed  and  the  balanced  mixer.  The  variable  range 
resolution  is  an  important  feature  of  the  radar.  In 
the  case  of  volume  scattering,  the  signal  amplitude 
changes  continuously  with  the  resolution,  thereby 
permitting  significant  conclusions  to  be  drawn.  The 

maximum  range  resolution  of  about  1  meter  was 
determined  experimentally.  The  spectra  of  two  tar- 

gets 93  cm  apart  (simulated  by  delay  lines)  were 
separable  by  using  F  =  219  MHz  frequency  ex- 
cursion. 

The  values  for  computing  the  minimum  detect- 
able cross  section  and  the  minimum  detectable  re- 

flectivity are  based  on  a  minimum  detectable  signal 
of  —150  dbm.  This  minimum  detectable  signal  was 
determined  by  using  a  delay  line  with  a  delay  time 
equivalent  to  that  of  a  target  at  a  height  of  167 
meters.  The  receiving  antenna  was  disconnected  for 
this  measurement.  When  connected,  the  baseline 
noise  on  the  A  scope,  presumably  due  to  nearby 
ground-clutter  echoes,  increases  the  minimum  dis- 

cernible signal  (measured  with  the  delay  line  target 
at  the  fixed  range  of  167  meters)  by  some  10  deci- 

bels. However,  typical  atmospheric  echoes  undulate 
in  range  and  so  can  commonly  be  discerned  at  lower 
signal  levels  than  indicated  by  calibration  measure- 

ments with  the  antenna  connected.  Thus,  a  minimum 

detectable  signal  of  —150  dbm  is  still  thought  to 
be  a  reasonable  estimate. 

The  sensitivity  of  the  radar  for  a  point  target  is 
given  by 

<r„i.  =  3.7  10"°/  (2) 
where  o-min  is  the  minimum  detectable  cross  section 
in  cm^  and  r  is  the  distance  of  the  target  in  kilom- 

eters. Typical  insects  with  cross  sections  of  1(H 

cm^  [Hardy  and  Katz,  1969]  can,  therefore,  cause 
dot  echoes  24  decibels  above  noise  at  1-km  height. 

For  distributed  targets,  the  minimum  detectable 

TABLE  1.    Performance  characteristics  of  the  radar  sounder 

Parameter Value Remarks 

Power 
Center  frequency 

Frequency  excursion 
Range  resolution 

Sweep  duration 
Receiver  noise  figure 
Minimum  detectable  signal 
Antenna  gain 
Antenna  beam  width 
Isolation  between  antennas 
Minimum  detectable  cross 

section  at  1  km 
Minimum  detectable 

reflectivity  at  1  km 

150  watts 
2.8  to  3.1  GHz 

Variable 
Variable 

50  msec 

5db -150  dbm 

35  db 
2.3  deg 

105  db 

2^:3.7 -lO-'cm* 

~4.2-10-"cm-' 

Linear  modulation 
Maximum  resolution  1  meter 

for  200  MHz  frequency 
excursion 

Ten  sweeps /sec 

For  1-meter  range  resolution 
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reflectivity  [Atlas,  1964]  T/min  in  cm~^  is 

r,^.^  =  4.2-10"'°/-7A  (3) 
where  r  is  the  distance  in  kilometers,  and  h  is  the 
range  resolution  in  meters.  Typical  values  of  r]  for 

a  10-cm  wavelength  are  10""  —  10"^*  cm"^  as  given 
by  Hardy  et  al.  [1966],  Atlas  and  Hardy  [1966], 
and  Hardy  and  Katz  [1969].  It  can  be  seen  from 
(3)  that  even  for  the  highest  range  resolution  of 
1  meter,  returns  can  be  expected  from  as  high  as 
1  km.  To  detect  the  weaker  scattering  regions  at 

greater  ranges,  we  would  have  to  increase  the  ef- 
fective pulse  depth  or  resolution,  provided  of  course 

that  the  scatter  regions  are  thicker  than  the  effective 

pulse. 
By  way  of  comparison,  the  powerful  10.7-cm 

radar  used  by  Hardy  et  al.  [1966]  and  Atlas  and 
Hardy  [1966]  at  Wallops  Island  has  a  sensitivity 

equation  of  Ty^in  ~  6  X  lO"^''  r^/h  (same  units  as 
equation  3)  for  beam  filling  distributed  targets. 
Although  the  Wallops  10.7-cm  radar  thus  appears 
to  be  18  decibels  more  sensitive  than  our  radar,  this 
is  true  only  for  scattering  regions  having  a  range 
extent  300  times  as  great  (at  maximum  resolution) 
because  their  pulse  length  in  space  is  300  meters. 
Since  we  shall  see  that  some  scatter  layers  have  a 
thickness  of  only  a  meter  or  less,  the  Wallops  radar 
would  produce  signals  comparable  to  those  of  the 
FM-CW  radar  for  such  thin  layers.  Moreover,  the 
absence  of  appreciable  ground  clutter  permits  us  to 
measure  at  ranges  20  to  100  times  as  small  as  those 
at  Wallops  Island,  thus  providing  greatly  enhanced 
signals. 

Even  though  there  is  no  basic  minimum  range 
restriction  inherent  in  this  kind  of  radar,  some 
practical  limitations  (which  could  be  overcome  if 
necessary)  reduce  the  sensitivity  of  the  radar  for 
targets  closer  than  50  meters  to  the  antennas.  Re- 

flections from  an  adjacent  building  give  permanent 
returns  for  the  first  50  meters  in  height;  therefore  tar- 

gets must  be  capable  of  providing  stronger  returns 
or  must  change  their  position  in  order  to  be  dis- 

cernible. Also,  the  separation  of  the  two  antennas 
imposes  a  minimum  height  range  for  beam  intersec- 

tion. The  antennas  are  separated  by  5  meters,  and 
their  beams  intersect  within  50  meters  above  the 

ground. 

SOME  PRELIMINARY  RESULTS 

Figures  3,  4,  and  5  illustrate  some  of  the  features 
of  thin  scatter  layers  that  are  depicted  by  this  radar 
system. 

Figure  3  is  a  45-minute  section  of  an  intensity 
modulated  trace  recorded  on  January  7,  1969,  dur- 

ing a  Santa  Ana-type  occurrence  which  was  ob- 
served continuously  for  three  days.  (The  Santa  Ana 

is  a  downslope  wind  flow  from  the  higher  desert 
area  east  of  San  Diego.  It  produces  a  subsidence 

inversion  leading  to  dry,  warm  air  aloft  and  provid- 
ing a  large  contrast  in  humidity  and  temperature 

with  the  marine  air  next  to  the  sea  surface.)  The 
refractive  index  profile  computed  from  a  radiosonde 
flight  at  the  radar  site  is  shown  at  the  right.  (A 
modified  radiosonde  system  is  employed  that  uses 

two  transmitters  on  one  balloon  to  provide  continu- 
ous, fast-response  temperature  and  humidity  read- 

ings.) Note  that  the  echo  from  the  sonde  is  seen  on 
the  radar  record,  thus  permitting  close  correlation  of 
the  two  records.  Clearly,  there  are  two  predominant 
echo  layers,  although  three  are  noticeable  at  about 
0935  PST  (Pacific  Standard  Time).  Both  the  echo 
layers  and  the  atmospheric  strata  undulate.  At  the 
time  of  the  radiosonde  transmissions  the  bottom  echo 

layer  was  very  close  to  the  height  of  the  sharpest 
refractive  (A^)  gradient  at  136  meters,  while  the 

upper  thick  layer  was  co-located  with  the  top  of  the 
N  gradient  stratum  centered  at  167  meters.  While 
the  lower  echo  occurred  at  the  base  of  the  major 
temperature  inversion,  the  upper  one  occurred  at  the 

point  of  changing  slope  in  the  temperature  trace  be- 
low the  top  of  the  inversion.  This  seems  to  be  a 

characteristic  feature.  In  other  words,  the  base  of 
the  inversion  is  detected  routinely,  whereas  the  top 
is  not.  Clearly,  there  is  a  close  association  between 
the  heights  at  which  the  vertical  N  gradient  changes 
sharply  and  the  echo  layers.  This  will  be  seen  in 
Figure  5  as  well  and  has  been  observed  in  many 
other  cases. 

The  thickness  of  the  echo  strata  is  seen  in  Figure 
3  to  vary  from  about  1  meter,  the  maximum  resolu- 

tion (by  comparison  with  the  thickness  of  the  167- 
meter  height  marker),  to  about  30  meters.  But  the 
30-meter  thickness  of  the  upper  layer  at  0955  PST 
is  due  to  a  combination  of  blooming  of  the  display 
and  rapid  oscillations  in  layer  height  which  are  ap- 

parent under  close  scrutiny  at  about  0944  PST.  A 
10  to  15  meter  thickness  is  more  representative  of 
both  layers. 

Figure  4  illustrates  the  combined  amplitude-inten- 
sity (A-I)  display  recorded  on  its  typically  expanded 

time  basis.  Each  vertical  trace  on  the  record  is  a 

running  average  of  the  signals  on  the  previous  32 
frequency    sweeps    with    an    exponential    weighting 
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function  and  a  time  constant  of  3.2  sec.  However, 

only  every  sixteenth  trace  is  displayed  so  that  the 
record  shows  37.5  sweeps  per  minute.  It  is  only  in 
this  way  that  the  signal  amplitudes  can  be  read 
quantitatively  without  excessive  overlap  of  adjacent 
traces.  By  using  the  signals  themselves  to  provide 
simultaneous  intensity  modulation,  the  record  is 
shaded  so  that  the  brightest  echoes  are  also  the 
strongest.  The  signal  intensities  can  be  scaled  oflf 
quantitatively  from  the  calibration  curve  on  the  right. 
Because  both  the  fine  structure  of  the  layers  and 

their  intensity  can  be  obtained  from  the  A-I  display, 
it  is  especially  valuable  for  this  kind  of  work. 

Although  no  radiosonde  record  is  shown  to  corre- 
spond with  Figure  4,  the  two  predominant  layers 

were  found  close  to  the  base  and  the  top  of  the 

major  lapse  of  refractivity.  Close  examination  of  the 

record  shows  that  the  bottom  layer  thickens  pro- 
gressively with  time  from  about  5  meters  at  the  start 

to  a  maximum  of  about  35  meters  at  about  1213 

PST.  In  fact,  the  apparent  broadening  of  the  stratum 
just  after  1212  PST  appears  to  be  due  to  a  jump  in 
the  layer  height.  Careful  scrutiny  shows  that  the 

lower  layer  has  two  well-defined  intensity  peaks  at 
about  1209  PST  that  are  separated  by  about  5  to  10 

meters.  Thus,  the  lower  layer  may  actually  be  com- 
prised of  two  undulating  bands  also,  each  having  a 

thickness  of  10  to  25  meters  and  occasionally  blend- 
ing to  form  one  apparent,  thick  layer. 

It  will  be  seen  that  the  signal  intensity  of  the  lower 

layer  increases  to  a  maximum  of  about  —102  dbm 
just  after  1212  PST.  At  the  corresponding  range  of 

430  meters,  this  signal  corresponds  to  a  volume  re- 

flectivity of  about  5  X  10"  cm-\  Although  the  ac- 
curacy is  no  better  than  about  ±  5  decibels  at  this 

stage,  the  indicated  reflectivity  is  more  than  1000 
times  the  maximum  reported  by  Atlas  and  Hardy 

[1966]  and  Hardy  and  Katz  [1969]  at  a  10-cm 
wavelength.  If  we  can  assume  that  the  scattering  is 
from  refractive  inhomogeneities,  this  suggests  that 

the  inhomogeneities  observed  with  our  high  resolu- 
tion are  indeed  much  stronger  than  previously  ob- 

served either  by  radar  or  by  refractometers.  In  fact, 

this  would  have  to  be  the  case;  if  the  Wallops  10-cm 

radar  reports  a  reflectivity  of  10""  cm~'  when  only 
1  %  of  their  scatter  volume  is  filled,  then  the  actual 

reflectivity  would  be  100  times  as  great.  Therefore, 
the  reality  of  such  high  localized  reflectivities  can 
hardly  be  questioned. 

Figure  5  shows  an  even  more  interesting  case  that 
is  typical  of  many,  if  not  most  of  our  observations. 
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The  upper  record  is  the  compressed  intensity-modu- 
lated trace;  the  lower  one  is  the  time-expanded  A-I 

scope  trace  for  the  period  indicated.  Again,  there 
are  two  major  undulating  echo  layers:  one  centered 
close  to  310  meters,  the  other  close  to  390  meters. 

Both  layers  correspond  identically  to  strata  of  sharp- 
est A^  lapse,  the  lower  is  at  the  base  of  the  major 

temperature  inversion  and  the  upper  at  a  second, 
more  stable  interface  within  the  inversion.  Note  also 

that  these  surfaces  are  marked  by  wind  shear. 

However,  the  dominant  feature  of  these  observa- 
tions is  the  wavelike  nature  of  both  echo  layers,  with 

the  lower  one  showing  clear-cut  evidence  of  breaking 
so  that  the  peak  of  one  wave  seems  to  have  over- 

taken the  trough  of  the  next.  The  periods  of  these 

waves  are  about  2  to  3.5  min.  Their  spatial  wave- 
length is  unknown.  Their  amplitudes,  however,  are 

only  10  to  14  meters  peak-to-peak. 

These  'breaking'  waves  are  almost  identical  to 
those  reported  by  Hicks  and  Angell  [1968]  and 
Hicks  [1968].  They  are  also  very  similar  to  those 
reported  by  Woods  [1968]  at  the  thermocline  in  the 
Mediterranean  Sea  and  by  Thorpe  [1968]  in  labora- 

tory fluid  experiments.  Woods  and  Thorpe  attribute 
the  formation  of  these  waves  to  Kelvin-Helmholtz 
instabilities  that  occur  when  the  interfacial  Richard- 

son number  becomes  less  than  a  critical  value  of  Va  . 
Calculation  of  the  Richardson  numbers  (/?«)  in  the 

layers  in  question  shows  /?«  =  9  between  310  and 
330  meters  (the  lower  echo  layer)  and  0.9  between 
370  and  395  meters  (the  upper  echo  layer).  Both 

values  are  larger  than  critical,  but  they  are  undoubt- 
edly overestimated  because  of  the  inadequacy  of  the 

balloon-measured  winds  when  used  for  shear  cal- 
culations in  such  thin  strata.  Thus,  we  can  only  use 

the  winds  to  indicate  that  the  layer  of  K-H  (Kelvin- 
Helmholtz)  waves  is  marked  by  both  large  thermal 

stability  and  large  shear.  The  presence  of  the  break- 
ing K-H  waves  themselves  is  probably  evidence  of 

the  existence  of  the  critical  i?(,  although  we  would 

like  to  determine  this  directly.  Our  observations  sug- 

gest, however,  that  associated  meteorological  meas- 
urements would  have  to  be  made  with  exceedingly 

high  vertical  resolution  in  order  to  evaluate  the 
vertical  gradients  and  /?<  at  the  heights  of  the  thin 
echo  layers. 

CONCLUSIONS 

Although  this  is  but  a  preliminary  report,  it  is 
clear  that  the  FM-CW  radar  described  has  an  ex- 

cellent capability  for  detecting  the  fine-scale  refrac- 

tivity  inhomogeneities  that  occur  at  atmospheric  in- 
terfaces showing  either  sharp  refractivity  gradients 

or  changes  in  gradient.  The  high  resolution  of  the 
radar  has  been  demonstrated;  the  scatter  layers  often 
have  a  thickness  of  only  1  meter  or  less,  although 
they  may  extend  to  20  to  30  meters  in  thickness. 
The  echo  layers  also  frequently  come  in  pairs  spaced 
in  height  by  some  tens  of  meters.  Previous  radar 
observations  made  with  much  coarser-resolution 
equipment  have  not  been  capable  of  displaying  the 
occurrence  of  multiple  line  layers.  Moreover,  the 

echo  layers  are  commonly  marked  by  K-H  waves  of 
2-  to  4-min  periods,  and  peak-to-peak  amplitudes  of 
but  10  to  15  meters.  The  layer  reflectivities  meas- 

ured with  a  1 -meter  resolution  may  also  be  higher 
than  previously  observed  by  a  factor  of  10  to  100. 
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Chapter  21    PASSIVE  SENSING  OF  NATURAL  ACOUSTIC-GRAVITY 
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A  tutorial  account  is  given  of  efforts  to  observe  and  interpret  natural  acoustic-gravity  waves  in 
the  atmosphere.  Emphasis  is  on  how  the  waves  are  passively  detected  and  analyzed,  the  kinds 
of  wave  phenomena  that  are  actually  observed,  and  what  is  now  known  (and  what  remains 
unknown)  about  the  origins  of  the  waves.  Present  and  proposed  joint  observational  programs 
with  other  sensing  techniques  promise  new  insight  into  the  role  of  waves  in  atmospheric 
dynamics. 

21.0  Introduction 

Man's  needs  for  ever-increasing  quantities  of  environmental  information  have  driven  him  to  extend 

his  senses  across  both  the  electromagnetic  and  acoustic  spectrums,  devising  active  as  well  as  passive  "remote 

sensing"  abilities,  the  most  recent  of  which  are  the  subject  of  this  lecture  series.  This  lecture  deals  with 
efforts  to  extend  our  passive  acoustic-sensing  capabilities  to  frequencies  far  below  the  threshold  of  natural 
hearing,  where  wave  periods  are  often  measured  in  seconds,  minutes,  and  even  hours. 

The  kind  and  amount  of  environmental  information  to  be  extracted  by  "listening"  to  these  waves 
depends  on  our  understanding  (1)  which  atmospheric  or  other  processes  generate  the  waves,  (2)  the  nature 
of  the  waves  and  how  they  propagate  through  and  interact  with  the  atmosphere  and  (3)  the  relationship 
between  the  waves  themselves  and  what  our  sensors  measure. 

In  this  lecture,  we  will  concentrate  on: 

1 .  how  natural  acoustic -gravity  waves  are  detected  with  ground-based  sensors; 
2.  the  kinds  of  wave  motion  that  are  actually  observed; 
3.  what  is  known  (and  what  remains  unknown)  about  wave  origins;  and 
4.  what  useful  things  such  observations  can  tell  us  about  atmospheric  dynamics  and  other  geophysical 

processes. 
In  assessing  the  current  state  of  knowledge,  we  also  identify  some  outstanding  problems  where 

future  research  should  concentrate. 

The  basic  properties  of  the  waves  themselves,  particularly  in  the  atmospheric  boundary  layer,  have 
been  discussed  in  the  lectures  of  Hines  and  Hooke  and  will  not  be  dwelt  upon  here,  except  to  illustrate, 
with  some  specific  examples,  the  effects  of  the  real  atmosphere  on  the  propagation  of  waves  from 
particular  kinds  of  sources. 

Those  wishing  to  study  the  acoustic -gravity  wave  literature  may  find  the  identification  of  a  few 
starting  points  helpful:  Many  of  the  theoretical  and  observational  advances  in  the  last  decade  have  been 
motivated  by  Defense  Department  interests  in  the  atmospheric  waves  launched  by  nuclear  explosions.  A 
recent  unclassified  review  of  this  work  is  given  by  Donn  and  Shaw  (1967).  Lucid  treatments  of  basic 

acoustic-gravity  wave  theory  are  given  by  Hines  (1960)  and  Tolstoy  (1963).  The  proceedings  of  a  recent 
symposium  on  acoustic-gravity  waves  in  the  atmosphere  (Georges,  1968c),  contains  40  papers  and  ample 
references  to  previous  work.  The  most  comprehensive  bibliographies  of  acoustic -gravity-wave  generation  and 
propagation  seem  to  be  those  of  Pierce  and  Posey  (1970)  and  Thomas  et  al.,(1972). 

21.1  Some  Definitions 

A  few  words  about  nomenclature  for  various  portions  of  the  atmospheric-wave  spectrum  seem 
warranted  here;  a  consistent  system  has  not  yet  become  widely  accepted,  and  some  ambiguity  exists  in  the 

atmospheric-wave  literature. 
The  various  sub-species  of  atmospheric  waves  are  most  consistently  defined  and  classified  according 

to  the  degree  of  simplification  of  the  mathematical  model  describing  them,  i.e.,  according  to  the  particular 
terms  that  are  retained  in  the  equations  of  motion.  Such  a  scheme  applies  whether  one  is  concerned  with 

simple  plane-wave  solutions  or  the  solutions  of  complex  boundary-value  problems. 

Here,  the  term  "atmospheric  wave"  refers  to  any  and  all  wave  motions  permitted  by  the  complete 
hydrodynamic  equations  applied  to  planetary  atmospheres;  for  example,  planetary  or  Rossby  waves  and 
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atmospheric  tides,  as  well  as  ordinary  sound  waves. 

Acoustic  or  sound  waves  may  be  defined  as  those  waves  satisfying  the  equations  of  motion  in  which 

air  inertia  is  balanced  only  by  pressure-gradient  forces.  Acoustic -gravity  waves  may  be  defined  as  the  waves 
that  satisfy  the  same  equations  as  acoustic  waves  with  only  the  force  of  gravity  (and  the  resulting 

atmospheric  density  stratification)  added.  The  name  "atmospheric  gravity  waves"  may  be  given  to  the  wave 
solutions  of  the  equations  for  incompressible  motion  which  include  gravity  (or  more  correctly,  solutions  in 
which  compressibility  is  retained  only  in  the  terms  containing  the  gravitational  force,  thus  permitting 

buoyancy  forces,  i.e.,  the  "Boussinesq  approximation"). 
Thus,  atmospheric  gravity  waves  and  acoustic  waves  may  be  regarded  as  sub-classes  of  acoustic- 

gravity  waves,  which,  in  turn,  are  a  sub-class  of  atmospheric  waves. 

Other  means  of  wave  classification  are  used:  Hines  (1960),  for  example,  identifies  "acoustic"  and 
"internal  gravity"  waves  as  the  two  wave  solutions  of  the  linearized  equations  of  motion  in  an  isothermal 
atmosphere  including  gravity  and  compressibility.  The  two  solutions  represent  distinct  spectral  sequences, 

separated  by  a  spectral  gap  in  which  only  evanescent  waves  exist.  The  word  "internal"  is  used  to 
distinguish  waves  with  real  vertical  wave  numbers  from  those  having  imaginary  vertical  wave  numbers,  e.g., 

surface  or  evanescent  waves.  The  name  "acoustic -gravity  waves"  has  sometimes  been  used  to  refer  only  to 
waves  with  frequencies  higher  than  the  Brunt  frequency  (the  frequency  of  buoyancy  oscillations),  but  only 

up  to  frequencies  where  gravity  becomes  "negligible."  Acoustic-gravity  waves  have  also  been  defined  as 
waves  in  which  neither  the  force  of  gravity  nor  compressibility  is  negligible.  This  definition  is  based  on  the 
properties  of  real  waves,  not  a  model,  but  is  too  vague  to  be  useful  in  any  quantitative  sense. 

Still  other  schemes  are  based  on  various  observed  wave  properties;  audible  sound  waves  are 

sometimes  called  "acoustic,"  while  those  with  higher  frequencies  are  called  "ultrasonic"  and  those  with 
lower  frequencies  are  called  "infrasonic"  or  "infrasound."  Some  observers  have  called  atmospheric  waves 

that  travel  at  speeds  slower  than  the  classical  speed  of  sound,  "subsonic"  waves  (cf.  Bowman,  1968).  A 
more  specific  classification  of  the  various  species  of  observed  acoustic -gravity  waves,  according  to  their 
measurable  parameters,  is  attempted  in  (21.4). 

Clearly,  all  such  models  and  distinctions  are  only  artifices  constructed  for  our  own  convenience; 

nature,  of  course,  never  "neglects"  any  forces  and  constructs  no  boundaries  between  wave  types.  The 
particular  model  (and  hence  the  wave  name)  that  one  chooses  to  represent  a  given  physical  situation  is 
usually  the  simplest  one  that  he  thinks  contains  the  essential  features  of  reality.  But  when  we  give  observed 
physical  phenomena  the  same  names  as  our  simphfied  models  of  them,  we  often  forget  that,  in  a  sense,  we 
are  forcing  nature  to  fit  our  conceptual  molds. 

The  wave  nomenclature  in  this  lecture  is  based  on  particular  forms  of  the  hydrodynamic  equations; 

thus,  "acoustic-gravity  waves"  represents  wave  solutions  of  the  equations  of  motion  including  gravity  and 
compressibility.  The  real  atmospheric  waves  of  concern  here  are  those  whose  properties  are  adequately 

modeled  by  these  solutions.  In  practice,  this  restriction  limits  our  scope  to  atmospheric  waves  with  periods 
shorter  than  2  or  3  hours. 

21.2      Sensing  Techniques 

Acoustic-gravity  wave  sensors  have  historically  been  of  the  microbarograph  type.  Most  modern 

microbarographs  record  changes  in  atmospheric  pressure  (p)  relative  to  the  pressure  in  a  "reference 
volume,"  a  stable  pressure  chamber  which  is  normally  vented  to  the  atmosphere  through  a  "slow  leak." 
This  leak  provides  a  high-pass  filtering  action,  which  causes  the  instrument  output  to  represent  dp/dt  at 

frequencies  below  a  "roUoff  frequency,"  determined  by  the  leak's  time  constant,  and  p  above  tliat 
frequency.  Instruments  presently  used  by  NOAA  and  a  number  of  cooperating  groups  (Matheson,  1964; 
Cook,  1962;  Chrzanowski,  et  al.,  1961)  are  adjusted  for  a  time  constant  of  about  7.5  sec,  giving  a  3  dB 

response  point  at  50-sec  period.  Another  result  of  high-pass  filtering  is  to  "pre-whiten,"  or  compensate  the 
background  atmospheric  pressure  fiuctuations,  which,  as  we  will  see,  increase  in  intensity  at  longer  periods. 
In  many  operational  systems,  it  is  desired  to  record  p(t)  ratlier  than  dp/dt,  so  tliat  the  microphone  output 
is  filtered  in  such  a  way  that  the  entire  system  response  is  relatively  fiat  over  some  desired  band. 

Microbarographs  are  usually  connected  to  "noise-reducing  pipes,"  typically  about  300  m  long  with 
small  openings  every  5  feet  or  so  which  serve  to  average  the  sensor's  response  over  a  specified  spatial  area, 
and  thus  filter  out  smaller-scale  pressure  fiuctuations,  which  are  presently  regarded  as  "noise."  Such  filters 
also  reduce  the  sensor  response  (above  about  1  Hz)  to  ordinary  acoustic  noises.  (To  be  sure,  the  definitions 
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21-3 of  "signal"  and  "noise"  are  arbitrary  and  depend  on  where  one  focuses  his  attention  at  any  given  time; 
thus,  one  designs  spatial  and  temporal  filters  to  pass  certain  fluctuations  and  to  reject  those  not  of 

immediate  interest,  regarding  them  as  "noise.")  A  simplified  schematic  diagram  of  a  modern  micro- 
barograph  system  is  shown  in  (F21.1).  Instrumentation  details  may  be  found  in  the  technical  report  by 
Matheson  (1964)  and  the  paper  by  Cook  and  Bedard  (1972). 
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Figure  21.1.  A  system  for  recording  micro  barometric  pressure  fluctuations. 
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One  might  legitimately  ask  why  pressure  is  the  quantity  most  wave  sensors  have  been  designed  to 
sense,  when  fluctuations  in  temperature,  air  density  and  air  velocity  also  accompany  the  passage  of 
atmospheric  waves.  The  reason  seems  to  be  partly  historical  and  basically  a  question  of  instrument 
sensitivity.  Pressure  sensors  have  now  been  developed  that  can  measure  pressure  changes  of  about  1  part  in 

10*,  or  0.01  ̂ lh  at  standard  pressure.  An  acoustic  wave  with  pressure  fluctuations  of  1  part  in  10®  is 
accompanied  by  temperature  and  density  fluctuations  of  the  same  order  of  magnitude.  To  match 
microbarograph  sensitivity  in  terms  of  detectable  sound  waves,  a  temperature  sensor  would  have  to  measure 

changes  of  the  order  of  8  x  10'''  °K;  a  density-measuring  sensor  .would  have  to  measure  fluctuations  of 
about  1  part  in  10*;  and  a  wind  sensor  would  have  to  measure  speeds  of  about  2x  10"*  m/s,  all  well 
beyond  the  range  of  today's  field  instruments.  Microbarographs  thus  appear  to  be  the  most  sensitive 
instruments  presently  available  for  passive  sensing  of  the  higher-frequency  portion  of  the  acoustic-gravity 
wave  spectrum  (wave  periods  between  about  1  second  and  a  few  minutes). 

At  high  (acoustic)  frequencies,  Hines'  "polarization  relations"  (Chapter  5,  5:17-5:20)  show  that  the 
ratios  of  wave-associated  fluctuations  in  pressure,  temperature,  density  and  velocity  remain  constant.  The 

general  wave  "impedance  relation"  shows,  for  example,  that 

where  cj/k  is  the  wave  phase  speed,  and  C  is  the  speed  of  sound.  This  fact  allowed  us  to  make  the  above 

estimates  of  wave-associated  density,  temperature  and  velocity  fluctuations  without  specifying  the  wave 

frequency  or  wave  vector  magnitude  or  direction.  At  longer  wave  periods,  however,  gravitational  anisotropy 

strongly  influences  wave  propagation,  so  that  cj/k,  the  phase  velocity,  no  longer  equals  C,  but  depends  in  a 
complicated  way  on  wave  frequency  and  wave  vector  magnitude  and  direction.  (See  Chapter  5  for  the 

dispersion  relation  for  acoustic-gravity  waves  in  an  isothermal  atmosphere.)  Therefore,  the  wave-variable 
ratios  exhibit  the  same  complicated  behavior.  In  general,  gravity  wave  phase  speeds  are  smaller  than 

acoustic  wave  speeds,  and  so  are  the  wave-associated  pressure  fluctuations  relative  to  velocity  fluctuations. 

In  a  particular  asymptotic  limit  corresponding  to  long-period  gravity  waves  whose  vertical  wavelengths  are 

much  less  than  an  atmospheric  scale  height,  cj  s   ̂ ^^gk^/k^,  so  that 

4  =  ̂2^  X,  (21:2) 
Ux        27r 

where  cOg  is  the  Brunt-Vaisala  frequency.  This  shows  that  pressure  fluctuations  (relative  to  velocity 
fluctuations)  decrease  as  vertical  wavelength  becomes  smaller.  For  a  given  horizontal  wavelength  (or 

horizontal  phase  speed),  decreasing  A^  corresponds  to  lengthening  wave  periods. 
Therefore,  for  some  internal  gravity  waves,  it  would  seem  profitable  to  explore  the  capabilities  of 

temperature,  density  or  air-speed  sensors  in  the  observation  of  natural  atmospheric  waves.  Air-velocity 
sensors  of  sufficient  sensitivity  and  frequency  selectivity  could  provide  information  on  wave  travel  direction 
as  well.  It  should  be  realized,  of  course,  that  the  frequency  range  in  which  auxiliary  sensors  miglit  provide 

increased  wave-observation  capabilities  is  determined  not  only  by  instrument  sensitivity  but  also  by  the 

levels  of  extraneous  fluctuations  in  the  quantities  being  measured.  These  "noise  levels"  are  determined 
experimentally. 

Earlier  in  this  section,  we  said  that  microbarographs  measure  changes  in  "atmospheric  pressure."  A 
firm  concept  of  what  "atmospheric  pressure"  means  comes  to  mind  only  for  the  case  of  a  static 
atmosphere,  where  it  is  normally  defined  as  the  weight  of  a  vertical  column  of  air  on  a  unit  horizontal 
surface: 

Po  =  /  Pogdz    .  (21:3) 
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where  Pq(z)  is  the  atmospheric  density  and  g  is  the  acceleration  due  to  gravity.  When  vertical  accelerations 

are  present,  i.e.,  in  the  nonstatic  case,  a  term  -p^Cdu^/dt)  must  be  added  to  the  integrand,  where  u^Cz)  is 
the  vertical  air  velocity.  Thus  a  pressure  sensor  can  be  regarded  as  having  the  ability  to  sense  (remotely,  if 

you  will)  wave-associated  air  motions  (with  a  phase  shift  of  7r/2  and  weighted  by  Pq(z)  )  throughout  the 
atmosphere  above  it.  This  is  not  to  say  that,  in  the  case  of  atmospheric  waves,  for  example,  a  true  pressure 

sensor  responds  to  anything  except  the  local  wave-associated  perturbation  pressure.  An  inspection  of  the 
development  of  the  theory  of  plane  waves  in  an  isothermal  atmosphere  will  show  that  integrated  wave 
density  fluctuations  are  completely  accounted  for  in  the  formula  for  wave  pressure.  In  the  case  of  the 

other  types  of  atmospheric  motions,  however,  (such  as  convective  or  "turbulent"  motions)  it  must  be 
remembered  that  pressure  sensors  respond  not  only  to  local  air  motions,  but  integrate  density  and  velocity 
fluctuations  throughout  the  columns  above  them.  Thus  the  sensors  are  not  constrained  to  respond  only  to 

scales  of  motion  that  exist  at  the  earth's  surface. 

The  problem  of  signal  detection  in  a  background  of  pressure  fluctuations,  or  "wind  noise,"  caused 
by  turbulent  wind  fluctuations  near  the  sensor  has  been  considered  by  Morse  and  Ingard  (1968,  1.11). 
They  discuss  the  theory  of  acoustic  transducer  response  as  it  depends  on  orientation  with  respect  to  the 
mean  fluid  flow.  For  example,  if  the  sensor  moves  with  the  mean  flow,  or  if  its  aperture  plane  is 
approximately  parallel  to  the  mean  flow,  then  the  turbulent  velocity  fluctuations  uJ  cause  pressure 

fluctuations  ("noise")  of  order  Vip^uJ^ .  If,  on  the  other  hand,  the  sensor  aperture  is  located  normal  to  the 
mean  flow,  i.e.,  at  a  stagnation  point,  the  pressure  fluctuations  due  to  uJ  are  enhanced  by  a  factor  of 

order  2\]Ju^,  where  U^  is  the  velocity  of  the  mean  flow.  Pressure  sensors  are  thus  least  influenced  by 
turbulence  when  their  aperture  planes  are  oriented  parallel  to  the  mean  flow.  These  considerations  strongly 
influence  the  actual  design  of  microbarographs  and  their  spatial  filtering  arrays. 

Because  microbarographs  are  usually  located  at  the  earth's  surface,  one  has  also  to  understand 
possible  boundary-layer  and  other  surface  effects  on  pressure-sensor  response.  It  is  clear,  for  example,  that 
no  vertical  air  motions  can  exist  at  the  surface.  This  fact  alone  requires  that  plane-wave-associated  pressure 
perturbations  (due  to  an  incident  and  a  reflected  wave)  double,  compared  to  the  magnitude  of  an  incident 

plane  wave  alone.  But,  near  the  surface,  eddy  viscosity  plays  a  complicated  role  in  determining  the 

wave-associated  horizontal  air  motions  (and  possibly  the  existence  of  boundary  waves),  and  hence  the 
pressure  fluctuations  there.  The  details  of  this  role,  especially  as  it  depends  on  surface  roughness,  are  not 

yet  as  well  understood  as  they  should  be  if  we  are  to  understand  exactly  what  surface-pressure  sensors 
measure. 

As  Hooke  mentioned  in  his  lecture  (Chapter  7),  one  expects  the  boundary  layer  to  select  certain 
wave  modes  that  propagate  readily  in  its  temperature  and  wind  structure,  and  these  modes  should  be 
preferentially  observed. 

21.3      Identifying  Atmospheric  Wave  Motions 

Since  we  are  interested  in  observing  atmospheric  waves,  we  first  have  to  know  how  to  identify 

"waves"  in  the  presence  of  "non-waves,"  i.e.,  pressure  fluctuations  caused  by  non-propagating  atmospheric 
motions,  for  example,  advected  "turbulence."  Clearly,  such  distinctions  must  rely  on  spatial  as  well  as 
temporal  pressure  sampling,  and  criteria  for  assessing  the  degree  of  confidence  one  places  on  wave 
identification  must  be  established. 

In  systems  designed  to  measure  pressure-wave  properties,  microbarographs  are  usually  positioned  on 
the  ground  to  form  a  two-dimensional  spatial  array,  in  which  individual  sensors  may  be  located  from 
hundreds  of  meters  to  tens  of  kilometers  apart,  depending  on  the  wavelengths  and  spatial  coherence  of  the 

waves  to  be  detected.  (Although  pressure  sensors  located  above  the  earth's  surface,  to  form  a  three- 
dimensional  array,  would  provide  valuable  additional  wave  information,  the  requirement  of  very  high 

supporting  structures  and  mechanical  problems  associated  with  wind-noise  reduction  have  retarded  their 
development.)  The  relative  times  of  arrival  of  an  identifiable  pressure  event  at  multiple  sensors  can  then  be 
used  to  determine  the  speed  and  direction  of  travel  of  that  event  past  the  array,  tlirough  the  use  of  visual 
superposition  or  more  sophisticated  correlation  techniques. 

Correlation  of  pressure  signatures  from  spaced  sensors  does  not,  of  course,  automatically  distinguisli 

"wave"  from  "turbulence"  or  "noise."  If  relative  arrival  times  of  an  event  indicate  a  travel  speed  greater 
than  the  local  sound  speed,  it  is  unlikely  that  the  event  could  be  anything  but  an  acoustic  wave,  and  such 

events  are  usually  interpreted  in  terms  of  the  "trace"  of  an  acoustic  wave  arriving  obliquely  at  the  earth's 
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surface.  But,  in  the  case  of  more  slowly  moving  events,  the  distinction  between  "wave"  and  "noise"  is 
readily  made  only  when  spatial  coherence  is  so  high  and  the  waveform  so  periodic  as  to  make  identification 
at  successive  sensors  unmistakable.  As  spatial  coherence  deteriorates,  however,  one  is  soon  faced 

with  conceptual  and  semantic  problems  related  to  the  definitions  of  "wave"  and  "turbulence,"  and ultimately,  with  the  task  of  imposing  arbitrary  criteria  for  distinguishing  the  two.  Analytical  tools  that 

permit  the  choice  of  numerical  criteria  are  provided  by  cross-correlation  techniques,  including  cross-power 
spectral  analysis. 

Cross-correlation  analysis  (Briggs,  et  al.,  1950)  is  perhaps  the  most  commonly  used  technique  for 
studying  motion  fields  sampled  at  spaced  sensors.  The  cross-correlation  (sometimes  called  the  cross- 
covariance)  function  for  two  time  series  x(t)  and  y(t)  is 

M^)  =  T^™«  2T   ^-T  '^Wy^*^")^^  (21:4) 

Here  the  two  functions  are  multiplied  and  averaged  over  a  sample  length  2T,  while  the  time  shift  r  is 
varied.  The  higher  the  degree  of  correspondence  of  the  two  functions,  the  larger  their  averaged  product  <j> 

will  be.  If  x(t)  and  y(t)  are  data  from  spaced  sensors,  the  value  of  t  for  which  <Ayv(^)  maximizes  is  taken  as 
the  time  displacement,  or  the  signal  travel  time  between  the  two  sensors.  The  value  of  t  for  each  pair  of 
sensors  in  a  network  can  be  interpreted  in  terms  of  a  trace  velocity  of  a  signal  along  the  line  joining  the 
pair.  To  the  degree  that,  when  each  trace  velocity  is  plotted  as  a  vector  from  a  common  origin,  the  tips  of 

all  the  vectors  align,  the  analysis  is  said  to  yield  a  single-plane-wave  solution  with  a  high  degree  of 
confidence  (see  F21.2). 

However,  Gossard  (1967)  has  shown  that  cross-correlation  analysis  alone  can  yield  grossly  misleading 
information  about  the  patterns  of  movement  when  records  contain  several  frequency  components  of 
differing  velocities.  The  various  frequency  components  may  be  separated  by  taking  the  Fourier  transform 

of  the  cross-correlation  function,  which  is  complex  if  the  cross-correlation  function  is  asymmetrical  about  r 

=  0.  This  new  function  is  called  the  cross-power  spectral  density,  or  simply  the  cross  spectrum: 

0xy(co)  =  C^y(co)  +  iQxy(cj)  =  ̂  f  0xyW  exp(icor)  dr,  (21:5) 

where  C  (co)  and  Q  (co)  represent,  respectively,  the  in-phase  (co-spectrum)  and  quadrature  components 

of  the  complex  spectrum  of  <P^y(T).  A  quantity  called  "coherence"  is  simply  the  normalized  magnitude  of 
the  squared  cross-spectrum: 

coh(co)  ̂   ̂l  ̂ J^'  (21:6) 

Ex^y 

where  E^  and  E  are  the  power  spectra  of  the  x  and  y  functions  above.  The  phase  angle  of  tlie 
cross-spectrum  yields  the  time  lag  t    between  the  two  records,  as  a  function  of  cj: 

coT„  =  Tan"'    ̂ ^  ,  (21:7) 

C^y(-) 
permitting  the  computation  of  velocity  and  angle  of  arrival  as  a  function  of  frequency. 

Put  as  simply  as  possible,  the  squared  magnitude  of  the  cross-spectrum  (the  coherence)  describes  the 
accuracy  with  which  a  given  set  of  multisensor  data  can  be  represented  by  the  superposition  of  a  number 

of  pure  plane  waves;  the  phase  angle  of  the  cross-spectrum  permits  the  computation  of  velocity  and  angle 
of  arrival  of  each  spectral  component. 
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Figure  21.2.  Construction  of  the  wave  phase  velocity  vector  from  trace-velocity  vectors  measured  across 
sensor  pairs.  The  degree  to  which  the  tips  of  the  trace-velocity  vectors  align  indicates  the  degree  of 
confidence  one  places  on  a  plane-wave  fit  to  the  data. 

Analyzing  the  cross  spectra  from  sensor  pairs  can,  in  principle,  help  distinguish  fluctuations  caused 

by  superimposed  wave  motions  from  those  due  to  drifting  or  wind-carried  eddies  (Gossard,  1967).  If  the 
fluctuations  are  due  entirely  to  wave  motions,  one  would  expect  to  observe  different  frequency 

components  in  the  records  moving  with  different  speeds  and  in  different  directions;  if  eddies  are  "frozen 
in"  the  mean  flow,  on  the  other  hand,  one  expects  all  spectral  components  to  have  the  same  velocity,  i.e., 
that  of  the  mean  flow.  In  the  case  of  atmospheric  gravity  waves,  however,  wind  speeds  may  often  approach 
(or  even  exceed)  wave  propagation  speeds,  so  that  observed  wave  propagation  speeds  and  directions  may  be 
closely  related  to  local  wind  conditions,  and  therefore,  may  be  interpreted  as  advected  turbulence.  It  is  not 
certain  whether  such  waves  can  be  (or  even  should  be)  distinguished  from  other  fluctuations;  it  may  be 

possible  to  utilize  the  theoretically  predicted  phase  relationships  among  pressure,  density,  temperature  and 

wave-associated  air  velocity  to  identify  them. 
Criteria  for  judging  the  significance  levels  of  coherence  in  terms  of  sampling  parameters  are  beyond 

the  scope  of  this  introductory  discussion  but  are  covered  by  Gossard  and  Noonkester  (1967).  Gossard 
(1969)  and  Gossard  and  Sailors  (1970)  also  show  that  the  behavior  of  coherence  as  sensor  spacing  varies 
can  be  used  to  deduce  (a)  temporal  variability  of  the  dispersive  properties  of  the  source  or  the  propagation 
medium,  in  the  case  of  stations  separated  in  the  direction  of  propagation,  and  (b)  effective  beamwidths  or 

angular  dispersion  of  arriving  waves,  in  the  case  of  stations  separated  perpendicular  to  the  direction  of  wave 
travel. 

The  coherence  properties  of  spaced-sensor  data  are  readily  determined  by  digital  techniques  that  are 

presumably  familiar,  and  such  techniques  are  commonly  employed  in  the  analysis  of  atmospheric-wave 
data.  However,  several  geoacoustic  observatories  have  for  some  years  employed  an  ingenious  analog- 
correlating  device,  developed  by  the  NOAA  Geoacoustics  Group,  which  automatically  performs  cross- 
correlation  operations  on  data  in  analog  form,  and  displays  cross-correlation  coefficients  as  a  function  of 
azimuth  and  speed  of  travel  (Brown,  1963).  The  device  records  a  short  time  interval  of  multisensor  data  in 
analog  form  on  a  multitrack  magnetic  tape  loop,  then  systematically  varies  the  relative  leads  and  lags  of 

movable  tape  heads  in  a  pattern  programmable  for  any  sensor  configuration.  Tape-head  outputs  are 
combined  to  represent  a  generalized  correlation  coefficient  of  the  form  (Brown,  1963): 

n-1 n 
1, 

I         R.. i=l 

j=i+l      'J 

K   =      ,        ,,         2.     I.   .   R;;  (21:8) 6        n(n  -  1) 
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where  Rj:  is  a  normalized  form  of  the  cross-covariance  given  by  (21:4)  and  n  is  the  number 
form  of  the  output  of  this  correlator  is  shown  in  (F21.3)  for  waves  called  "mountain  ass 

of  sensors.  One 

output  of  this  correlator  is  shown  in  (F21.3)  for  waves  called  "mountain  associated."  Wave 
motions  are  identified  by  the  distinctive  appearance  of  the  correlator  output  (top  of  the  figure)  when  it 
responds  to  a  traveling  wave,  compared  to  the  response  to  incoherent  fluctuations  (bottom),  which  are  thus 

regarded  as  "noise." 
When  pressure  vs.  time  records  of  traveling  waves  are  displayed  (as  they  are  later  in  this  paper),  the 

multisensor  outputs  are  normally  superimposed  with  time  delays  of  maximum  correlation.  It  is  this 

correlation,  not  any  distinctive  "signature"  on  an  individual  pressure  record,  that  permits  identification  of  a 
traveling  wave. 

An  alternative  to  the  spaced-sensor-correlation-analysis  method  for  determining  wave  progerties  is 
currently  being  explored.  It  involves  modifying  present  pressure  sensors  to  measure  spatial  pressure 
gradients,  as  well  as  dp/dt.  Point  measurements  of  both  spatial  and  temporal  pressure  gradients  could,  in 

principle,  provide  a  direct  indication  of  the  direction  of  the  three-dimensional  wave  vector  and  wave  phase 
velocity.  Such  an  instrument  should  be  compact  enough  to  permit  installation  on  towers,  to  measure 
vertical  wavenumber. 

ANALOG     CORRELATOR     OUTPUT 

10  MINUTE    TIME    SAMPLE 

Figure  21.3.  Examples  of  the  output  of  an  analog  correlator  for  a  wave  classified  as  "mountain-associated" 
(top),  and  for  uncorrelated  "noise"  (bottom).  Azimuth  scans  are  nested  within  the  velocity  scan,  which 
samples  a  moving  10-min.  time  window. 
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When  the  output  of  a  single  microbarograph  is  examined,  one  finds  that,  under  a  wide  variety  of 

conditions,  the  power  spectral  density  decreases  approximately  as  the  inverse  square  of  the  frequency,  over 

the  frequency  range  10"'*  to  10^  Hz  (cf.  Kimball  and  Lemon,  1970,  and  references  therein).  Since  time 
differentiation  is  equivalent  to  multiplication  by  frequency,  an  f^  dependence  of  the  power  spectrum  (p^) 
implies  a  flat  or  uniform  spectrum  (per  unit  bandwidth)  of  dp/dt.  This  is  just  the  quantity  that 
microbarographs  measure  for  wave  frequencies  below  the  rolloff  frequency  determined  by  the  capillary 

leak.  This  is  in  rough  agreement  with  an  f^  '^.  dependence  for  pressure  fluctuations  predicted  (Lumley  and 
Panofsky,  1964)  for  an  "inertial  subrange"  in  which  there  is  a  transfer  or  "cascade"  of  energy  to  smaller 
and  smaller  eddies,  but  no  production  or  dissipation  in  that  portion  of  the  spectrum.  In  many  experimental 

spectra  it  is  not  possible  to  distinguish  between  f ̂   and  f'  '^  behavior. 
Because  of  the  apparent  constancy  of  dp/dt  across  the  spectrum  of  interest,  we  can  characterize  the 

atmospheric  background  pressure  fluctuations  by  values  of  dp/dt  (per  1  Hz  band)  representing  upper 

("noisy")  and  lower  ("quiet")  bounds,  without  specifying  frequency.  Interpreting  the  measurements  cited 
earlier,  these  numbers  would  be  approximately  0.1  to  10  jubar/ sec/Hz;  a  level  of  1  ̂ bar/sec/Hz  thus  serves 

as  a  "rule-of-thumb"  average  background  level.  (A  microbar  is  10"^  atmospheres  and  equals  1  dyne/cm^.) 
At  the  present  time,  it  is  not  known  what  fraction  of  these  fluctuations  are  caused  by  "local" 

atmospheric  motions,  i.e.,  "turbulence,"  and  what  fraction  represents  the  composite  of  many  atmospheric 
waves  from  distant  sources.  Indeed,  a  meaningful  distinction  between  the  results  of  the  two  processes  may 
not  be  possible;  i.e.,  both  may  be  viewed  as  random  processes.  Whenever  the  number  of  superimposed 
waves  is  small,  or  only  a  few  dominate,  the  analysis  techniques  described  in  the  previous  section  can  be 
expected  to  reveal  their  presence. 

A  few  wavelike  events  have  sufficiently  distinctive  properties  to  permit  them  to  be  identified  as  a 
particular  class  of  wave  without  reference  to  other  simultaneous  geophysical  data.  Such  events  naturally 

receive  the  most  attention,  and  are  most  readily  associated  with  other  geophysical  events.  The  reviews  by 
Cook  (1962),  and  Cook  and  Young  (1962)  show  microbarograph  records  representing  many  different  but 
distinctive  wave  signatures. 

For  example,  "microbaroms"  are  nearly  monochromatic  fluctuations,  usually  of  about  0.5  /ibar 
amplitude.  Wave  period  is  in  the  5-sec  range,  and  they  often  last  for  several  hours.  Spatial  coherence  is 
poor;  correlation  transverse  to  the  direction  of  Travel  usually  falls  to  zero  in  about  two  wavelengths,  and 
propagation  speeds  are  nearly  sonic.  Figure  (21.4)  illustrates  composite  pressure  traces  of  a  microbarom 
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Figure  21.4.  Examples  of  pressure  waves  known  as  "microbaroms".  Good  frequency  coherence  and  low 
spatial  coherence  characterize  these  waves.  The  upper  record  shows  the  superimposed  pressure  traces 
from  three  microphones  spaced  about  1  km  apart,  while  in  the  bottom  record,  a  fourth  trace  from 
another  microphone  about  3.5  km  away  is  added. 
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event.  Past  research  (Benioff  and  Gutenberg,  1939;  Saxer,  1945,  1953)  has  established  a  close  relationship 

between  microbarom  activity  and  sea-wave  height;  but  although  generation  processes  related  to  sea-wave 
motion  have  been  suggested,  none  is  yet  generally  accepted. 

Another  distinctive  signature  of  a  natural  event  is  shown  in  rF21.5).  The  waves  are  sound  waves 
radiated  locally  by  seismic  waves  passing  the  microbarograph  sites;  in  the  case  illustrated,  the  epicenter 

was  in  Montana  and  the  microbarographs  were  located  near  Washington,  D.  C.  (Cook  and  Young,  1962). 
The  distinctive  feature  of  the  waves  is  a  large  horizontal  trace  speed  ranging  from  6.0  to  3.8  km/sec  for  the 
several  wave  groups.  Acoustic  waves  traveling  nearly  vertically  correspond  to  those  launched  most 

efficiently  by  the  shear  and  Rayleigh  waves  traveling  along  the  earth's  crust. 

'-^-^^^^W^N^I^^ 

Figure  21.5.  Pressure  traces  from  four  microphones  separated  by  about  7  km  at  Washington,  D.C., 
following  an  earthquake  in  Montana.  The  arrival  of  several  wave  groups  with  varying  trace  velocities 
characterizes  these  waves  and  is  illustrated  by  superposed  sections  at  the  bottom.  These  waves  are 
generated  in  the  vicinity  of  the  microphones  by  coupling  with  seismic  waves. 

A  third  wave  type  can  often  be  identified  without  reference  to  other  information;  it  comes  from 
the  azimuth  quadrant  centered  on  north,  to  the  east  of  north  before  midnight  and  to  the  west  of  north 
after  midnight.  They  usually  travel  at  trace  speeds  greater  than  400  m/s,  but  not  as  great  as  the 

earthquake-associated  waves.  It  has  long  been  known  that  these  waves  tend  to  occur  when  magnetic  activity 
indices  are  high  (Chrzano.wski,  et  al.,  1961);  more  recently,  a  theory  has  been  advanced  relating  the  waves 
to  the  bow  shocks  of  auroral  forms  in  supersonic  equatorward  motion  (Wilson,  1969).  Figure  (21.6)  shows 

microbarograph  traces  of  an  auroral  "event"  observed  at  Washington,  D.C.  Midlatitude  observations  of  these 
events  tend  to  be  greatly  "smoothed"  by  propagation  effects,  whereas  the  signatures  of  the  same  events 
observed  near  the  source  tend  to  be  more  impulsive  in  appearance. 

Characteristic  pressure  fluctuations  from  volcanic  explosions  (Goerke,  et  al.,  1965)  and  meteorite 
impacts  (Jordan,  1967)  have  been  recorded  on  microbarographs  thousands  of  miles  from  the  source.  At 
least  five  instances  have  been  recorded  of  pressure  pulses  being  received  following  the  sighting  of  prominent 
(and  sometimes  explosive)  meteor  trails  at  night. 

Other  types  of  clearly  wavelike  events  are  commonly  observed,  but  their  characteristics  are  either 
not  sufficiently  consistent  or  not  sufficiently  distinctive  to  permit  unambiguous  association  with  certain 
geophysical  phenomena  without  the  aid  of  supplementary  information.  However,  considerable  evidence 

exists,  on  the  basis  of  supplementary  observation  during  specific  wave  events,  that  acoustic-gravity  waves 
radiate  from  severe  convective  storms,  tliat  others  are  apparently  related  to  the  proximity  of  the  jet  stream 
(Goerke  and  Woodward,  1966;  Herron  and  Tolstoy,  1969)  or  the  passage  of  weather  fronts  (Donn,  et  al., 
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1954).  Still  others  appear  to  emanate  from  certain  relatively  constant  and  localized  geographic  locations; 
Goerke  (personal  communication)  and  Larson  (1971)  have  suggested  an  association  with  topographical 

features,  for  example,  mountain  ranges,  and  have  called  such  waves  "mountain-associated"  although  some 
of  the  events  arrive  from  directions  where  no  mountain  ranges  can  be  found.  These  waves  have  periods 
from  10  to  100  sec  (Larson,  1971)  and  maintain  a  relatively  constant  bearing  from  hours  to  days.  Most 
common  trace  velocities  are  between  300  and  400  m/s,  and  the  direction  of  the  apparent  source  often 
veers  toward  the  east.  Observations  in  North  America  report  that  the  most  common  apparent  origin  of 
these  waves  is  the  coastal  region  of  British  Columbia,  Canada,  with  a  seasonal  occurrence  peak  in  the 
winter. 

Table  (21.1)  is  an  attempt  to  characterize  wave  properties  according  to  the  several  wave  types  that 
are  presently  distinguished.  The  name  identifying  each  wave  type  corresponds  to  current  usage,  even  though 

(particularly  in  the  case  of  the  "mountain-associated"  waves)  the  association  with  the  indicated  mechanism 
may  be  quite  tenuous.  These  names  should,  therefore,  be  regarded  as  tentative.  The  order  of  the  wave  type 
in  the  table  (from  left  to  right)  is  intended  to  indicate  our  assessment  of  the  degree  of  certainty  of  the 
association  and  the  degree  of  development  of  an  adequate  generation  model. 

As  space  does  not  permit  detailed  discussions  of  the  phenomenology  of  each  of  the  many  species  in 

the  atmospheric-wave  "zoo"  that  have  so  far  been  classified,  our  attention  will  focus  on  one  particular  class 
of  waves  now  being  studied,  but  by  no  means  well  understood,  in  an  attempt  to  illustrate  how  such  an 
analysis  proceeds  toward  the  formulation  of  a  plausible  physical  model. 

21.5      Acoustic-Gravity  Waves  From  Convective  Storms:  A  Case  Study 

Substantial  evidence  now  exists,  though  mostly  in  unpublished  form,  that  some  severe  convective 
storms  radiate  atmospheric  waves  that  are  often  detectable  thousands  of  kilometers  away.  The  wave 

signatures  themselves  do  not  appear  to  be  sufficiently  distinctive  or  unique  to  permit  unambiguous 
identification  without  supplementary  storm  information;  in  some  cases,  resemblance  to  other  classes  of 

waves  is  strong  and  identification  is  more  difficult. 

16  MAR  60 

N5  S^ 

Figure  21.6.  Waves  observed  by  a  7  km  array  of  4  microphones  at  Washington,  D.C.,  and  believed  to 
originate  in  the  aurora  borealis  during  magnetic  disturbances.  The  upper  trace  represents  a  passband  with 

half-power  points  at  periods  of  I  and  22  sec.  while  the  bottom  trace  displays  the  same  signal  through  a 
10-60  sec.  passband. 
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Figure  (21.7)  illustrates  the  spectral  variety  of  waves  believed  to  arise  from  severe  storms.  This 

figure  also  illustrates,  through  the  superimposed  traces,  the  degree  of  coherence  among  signals  received  at 

sensors  spaced  about  7  km  apart. ' 

■~WCC  (55     JDl     5B~ 

Figure  21.7.   Three  groups  of  waves  observed  by  a  7  km  array  of  4  microphones  at  Washington,  D.C.,  and 
believed  to  arise  in  severe  convective  storms  within  100  km  of  the  microphones. 

Observed  properties  of  wavelike  events  that  appear  to  be  severe-storm  related  may  be  summarized  as follows: 

1.  Duration  is  typically  several  hours,  i.e.,  much  longer  than  the  lifetime  of  a  single  convection  cell. 
Occasionally  very  short-duration  events  are  recorded,  but  their  apparent  brevity  may  result  from  masking 
by  background  noise. 

2.  The  amphtude  distribution  of  several  hundred  events  recorded  at  Boulder  has  a  median  at  0.6 

Mbar  and  10-  and  90-percentile  values  of  1.25  and  0.3  /ubar  (Goerke,  private  communication). 
3.  Spatial  coherence  is  usually  sufficient  to  permit  azimuth-of-arrival  determinations  to  withm  about 

three  degrees.  The  signals  are  apparently  generated  in  regions  whose  dimensions  are  much  smaller  than 
those  of  storm  groupings  indicated  on  weather  radars.  Such  groupings  typically  subtend  20  degrees  or  more at  the  sensors. 

4.  Azimuth  of  arrival  often  shifts  abrupdy  during  an  event,  indicating  that  the  instruments  may  be 
dominated  successively  by  different  emitting  centers  within  a  storm  complex  (Goerke  and  Woodward 1966). 

5.  During  observations  of  waves  attributed  to  nearby  storms  (within  about  IQO  km),  horizontal 

trace  speeds  appear  to  increase  with  storm's  approach  (suggesting  an  increase  in  vertical  arrival  angle). 
6.  Some  storms  over  1000  km  from  the  sensors  have  been  identified  as  sources  by  trianguiation  and 

tracking  from  several  observatories. 

7.  A  few  instances  have  been  recorded  of  simultaneous  observation  of  surface  pressure  fluctuations 
and  ionospheric  electron  density  fluctuations  (Georges,  1968a,  1968b;  Davies  and  Jones,  1971;  Baker  and 
Davies,  1969)  attributable  to  the  same  storm  system.  The  characteristics  of  the  waves  observed  by  the  two 
methods  usually  bear  little  resemblance  to  each  other  in  spectral  content,  however. 

8.  Observed  wave  periods  range  from  about  6  to  300  seconds  with  12-60  seconds  being  "typical"; 
there  is  some  evidence  linking  longer  period  waves  with  more  severe  and  larger  storms. 
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A  recent  survey  of  observed  properties  of  storm-related  atmospheric  waves  is  given  by  Bowman  and 
Bedard(1972). 

In  practice,  microbarograph  wave  signatures  are  associated  with  convective  storms  by  establishing: 
(a)  coincidence  in  time  (allowing  for  propagation  time)  and  duration  with  those  of  a  known  storm  system; 
(b)  coincidence  in  azimuth  angle  of  arrival  (and  often  in  variation  of  angle  with  time)  with  that  of  a  known 

storm  system;  and,  if  available,  (c)  triangulation  from  several  microbarograph  observatories  coinciding, with 
known  storm  location.  Coincidence  has  been  studied  in  the  details  of  selected  events  during  which  strong 
atmospheric  waves  were  detected  and  good  weather  and  radar  information  were  available.  Figure  (21.8) 

shows  several  examples  of  coincidence  of  the  angle  of  arrival  of  atmospheric  waves  with  radar-indicated 
storm  activity.  A  few  observations  (Goerke,  personal  communication)  suggest  that  the  generation  of 

atmospheric  waves  may  precede,  by  an  hour  or  more,  the  appearance  of  severe-weather  indications  on 
weather  radar. 

Coincidence  can  also  be  established  on  a  statistical  basis  by  comparing  independent  searches  of  both 
microbarograph  and  weather  (principally  radar)  data  during  a  specified  sample  period,  perhaps  several 
months  long.  A  thorough  statistical  study,  indicating  the  frequency  of  coincidence  of  severe  weather 
indicators  with  wave  observations  and  the  frequency  of  severe  storms  without  signals  has  not  yet  been 

completed,  but  an  indication  of  the  statistical  connection  between  the  two  can  be  seen  in  the  azimuth-time 
plot  of  (F21.9),  for  a  single  24-hour  period. 

The  strong  experimental  evidence  connecting  severe  storms  with  acoustic  radiation  has  stimulated 

some  theoretical  speculation  on  possible  acoustic -gravity  wave  generation  mechanisms.  Speculation  has 
centered  on  three  basic  processes:  (a)  sound  generation  in  convection  cells  by  turbulence  according  to  the 
theory  formulated  by  Lighthill  (1952,  1954),  refmed  by  Stein  (1967)  and  Lighthill  (1967)  and  discussed 
by  Meecham  (1971);  (b)  buoyancy  oscillations  and  perturbations  of  the  mean  flow  associated  with 

"penetrative  convection"  of  a  cell  above  the  tropopause  (Pierce  and  Coroniti,  1966;  Townsend,  1966, 
1968);  and  (c)  acoustic  radiation  (thunder)  from  Hghtning  discharges.  Although  none  of  these  speculations 
has  yet  given  rise  to  a  complete  model  of  storm  radiation,  some  preliminary  tests  of  the  speculations  thus 
far  advanced  suggest  themselves:  A  test  of  the  theory  that  the  emissions  are  associated  directly  with 

electrical  activity  seems  immediately  possible,  using  radio-direction-sensing  equipment  to  locate  the  sources 

of  "atmospherics"  emitted  by  hghtning  strokes.  Direct  comparisons  between  the  time,  azimuth  and 
duration  of  individual  electromagnetic  and  acoustic  emissions  should  then  be  possible.  If  buoyancy 
oscillations  play  an  important  role  in  atmospheric  wave  generation,  it  should  be  possible  to  observe  the 
oscillations  in  the  heights  of  cloud  tops,  particularly  those  penetrating  the  tropopause.  Photographic 

(time-lapse)  and  radar  techniques  should  be  useful  here.  Clear-air  radars  should  search  for  evidence  of 

wavelike  perturbations  of  the  mean  flow  in  the  lee  of  cumulus  tops,  as  possible  sources  of  gravity-wave 
radiation. 

Rough  energy  comparisons  can  be  made  to  see  if  proposed  source  mechanisms  provide  sufficient 

energy  to  explain  observed  wave  intensities.  A  1  n  bar  wave  pressure  amplitude  corresponds  to  a  plane-wave 

energy  density  of  p'^/p^C^  =  7.2x10"*  joules/m^,  or  a  wave  energy  flux  of  p'^/p^C  =  2.4x10"^ 
watts/m^  for  values  of  atmospheric  density  p  and  sound  speed  C  at  the  earth's  surface.  This  can  be 
regarded  as  the  energy  flux  of  a  "typical"  storm-associated  wave  event  from  a  storm  that  may  be  some 
1000  km  distant.  If  the  energy  spreads  cylindrically  inside  a  duct  effectively  200  km  high,  energy  is 

emitted  by  the  source  at  an  average  rate  of  3  x  10'  watts. 
First,  let  us  see  how  much  kinetic  energy  is  contained  in  a  simple  model  of  a  cumulus  updraft,  and 

how  the  required  acoustic  energy  flux  compares  with  it.  The  kinetic  energy  of  a  cylindrical  updraft  10  km 

in  diameter  and  10  km  high  with  an  average  draft  of  10  m/s  (Newton,  1967)  is  1/2PqU^V  (where  p^  is 
taken  at  a  height  of  5  km  and  V  is  the  cylinder  volume)  ■  2.8  x  10'  ̂   joules.  Taking  a  cell  lifetime  of  1000 
sec  (the  time  for  the  kinetic  energy  to  be  converted  into  other  forms)  gives  an  energy -conversion  rate  of 

2.8x10'°  watts.  Our  3x10'  watts  of  acoustic  energy  is  only  0.1%  of  this  total  energy.  Such  an 
efficiency  is  compatible  with  estimates  of  the  acoustic  efficiency  of  explosive  sources. 

Next  let  us  see  how  much  energy  is  available  from  lightning  flashes,  and  estimate  the  flash  rate 

required  to  produce  the  observed  acoustic  energy  flux.  A  typical  hghtning  "flash"  (i.e.,  usually  several 

strokes)  is  said  to  contain  about  2  to  5  x  10"*  joules,  of  which  4x10''  joules  is  converted  to  thunder 
(Remillard,  1960).  Such  flashes  would  have  to  occur  about  once  every  1.3  seconds  to  generate  acoustic 

energy  at  an  average  rate  of  3  x  10'  watts.  Cloud-to-ground  strokes  are  reported  from  severe  storms  as  often 
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Figure  21.8.  A  sequence  of  tracings  from  19  June  1968  weather  radar  charts  upon  which  are  superimposed 
dashed  lines  that  indicate  the  bearings  of  pressure  wave  arrivals  at  various  geoacoustic  observatories.  The 
fluffy  outlines  indicate  areas  of  diffuse  radar  returns,  while  the  dots  indicate  strong  single-cell  echoes 
that  reach  altitudes  indicated  (in  hundreds  of  feet)  by  the  adjoining  numbers.  (Figure  courtesy  of  V.  H. 
Goerke.  j 
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Figure  21.9.  An  azimuth-time  plot  combining  observations  of  weather  radars  and  pressure-wave  arrivals. 
Single-cell  radar  echoes  40,000  ft.  or  higher  and  within  1500  km  of  the  microphones  are  plotted  as 

numbers  that  indicate  echo  (and  presumably  cloud)  height.  Wave  arrivals  are  indicated  by  x's  or  dots 
and  the  general  portion  of  the  plane  occupied  by  waves  has  been  shaded. 

as  every  6  to  10  seconds,  not  an  unreasonable  disagreement,  considering  that  some  of  our  numbers  may  be 
in  doubt  by  an  order  of  magnitude  or  more.  Conflicting  estimates  of  the  acoustic  spectrum  of  thunder  are 
reviewed  by  Uman  (1969);  the  most  reliable  estimates  indicate  little  energy  radiated  in  the  infrasonic 
portion  of  the  spectrum.  If  so,  the  acoustic  energy  radiated  to  long  distances  may  be  considerably 
diminished;  however,  the  relevance  of  most  acoustic  measurements  of  thunder,  usually  made  within  a  few 

kilometers  of  the  source,  to  long-distance  propagation  and  the  spectral  content  of  the  source  can  and 
should  be  questioned.  Furthermore,  nonlinear  effects  in  the  upper  atmosphere  may  account  for  the 
required  spectral  shift  in  wave  energy. 

Theoretical  bases  exist  in  the  works  of  Ligh thill  and  Stein,  for  example,  for  calculating  the  acoustic 
energy  emitted  by  turbulence  associated  with  convective  cells.  Formulas  for  radiated  acoustic  power  usually 
take  the  form 

K-^^^    VM'     ergs/sec (21:9) 

where  K  is  a  "constant"  that  varies  from  unity  to  10^,  depending  on  the  author,  p^  is  the  ambient  air 
density,  u^  is  the  rms  turbulent  velocity  fluctuation,  Cq  is  the  length  scale  of  the  turbulence,  M  is  the 
turbulence  Mach  number,  Uj/C,  and  V  is  the  volume  extent  of  the  turbulent  source. 
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Clearly,  this  formula  is  extremely  sensitive  to  the  value  of  u^  one  selects  (the  eighth  power!),  and 
accurate  experimental  data  on  what  values  represent  severe  storm  conditions  are  lacidng.  Values  between  1 
and  10  m/s  are  suggested  by  Doppler  radar  observations  and  will  be  used  in  a  sample  calculation.  A  value 

of  100  is  chosen  for  K,  Sq  will  be  taken  as  10  m,  and  p^  and  C  appropriate  to  an  altitude  of  5  km  will  be 

used.  The  volume  extent  of  the  turbulence  is  assumed  to  be  5  x  5  x  5  km.  The  1  m/s  value  of  u^  yields  an 

acoustic  power  output  of  0.27  watts,  while  the  10  m/s  value  yields  2.7  x  10^  watts,  very  near  our  estimate 
of  3  X  10'  watts,  based  on  acoustic  observations. 

The  distinguishing  characteristic  of  sound  generated  by  turbulence  would  thus  be  a  strong 

"threshold  effect,"  with  sound  seemingly  emitted  by  only  the  strongest  convection  cells. 
Present  observations  suggest  that  the  frequency  spectra  of  waves  from  convective  storms  are  not 

clearly  related  to  cell  size,  distance,  or  other  storm  parameters.  However,  filtering  of  the  source  wave 
spectra  by  propagation  effects  has  not  been  studied  in  detail.  For  example,  it  is  known  that  prevailing 

winds  in  the  upper  atmosphere  prevent  long-distance  detection  at  the  surface  of  some  frequencies  when 
they  blow  predominantly  against  the  direction  of  wave  travel,  but  the  exact  filtering  function  of  the  winds 

is  not  known.  This  point  illustrates  the  importance  of  understanding  how  acoustic-gravity  waves  propagate 
through  the  atmosphere;  i.e.,  when  performing  tests  of  various  source  mechanisms  one  must  know  how  the 
emissions  are  altered  by  the  propagation  medium.  For  example,  if  sound  is  generated  by  turbulence,  a 

broad  spectrum  of  radiation  would  be  expected,  unless  the  atmosphere  severely  band-limits  the  waves  that 
can  reach  significant  distances.  Similarly,  waves  from  an  impulse  source  are  dispersed,  or  spread  out  in 

time,  by  the  frequency-dispersion  characteristics  of  the  atmosphere. 
Acoustic-gravity-wave  propagation  can  be  studied  by  modeling  the  atmospheric  wind  and  tempera- 

ture fields  and  solving  the  appropriate  wave  equation  with  suitable  boundary  conditions.  Unfortunately, 
wave  solutions  in  closed  form  have  been  found  for  only  the  simplest  of  atmospheric  structures,  e.g.,  an 
isothermal  atmosphere  with  constant  wind  (Mines,  1960)  and  for  linear  and  exponential  temperature 

profiles  (Pitteway  and  Hines,  1965).  Numerical  schemes  have  been  devised  for  seeking  "modal"  solutions  of 
coupled  wave  equations  in  multilayered  atmospheres,  but  these  so  far  appear  to  be  limited  to  horizontally 
stratified  temperature  and  wind  fields  with  no  cross  winds  (Pfeffer  and  Zarichny,  1962;  Press  and 
Harkrider,  1962).  These,  and  many  more  recent  analyses,  show  marked  atmospheric  dispersion  of  the 

various  frequencies  present  in,  say,  an  impulsive  source,  and  the  resultant  time  spreading  of  signals  traveling 
long  distances. 

Under  conditions  in  which  the  "geometric-acoustics"  approximation  is  justified  (small  changes  in 
refractive  index  within  a  wavelength)  various  "ray-tracing"  procedures  reveal  the  paths  that  wave  energy 
follows  through  model  atmospheres  that  can  have  quite  compUcated  three-dimensional  wind  and  tempera- 

ture fields.  Ray  approaches  tend  to  be  the  most  appropriate  way  to  describe  propagation  to  short  distances 
and  at  high  frequencies,  while  modal  descriptions  more  readily  describe  propagation  to  long  distances  and 
at  low  frequencies. 

The  significance  of  acoustic-gravity  wave  "rayplots"  is  readily  grasped  intuitively  because  of  the 
close  analogy  with  geometric  optics.  A  sample  ray  plot  is  shown  in  (F21.10)  for  a  wave  source  at  a  height 
of  5  km,  representing  the  mean  height  of  a  thunderstorm  cell.  The  atmospheric  model  is  a  temperature 

profile  resembling  the  1962  U.S.  Standard  Atmosphere  with  a  logarithmic  increase  of  eastward  wind  with' 
height. 

This  figure  immediately  tells  us  two  things:  (a)  significant  acoustic  energy  reaches  ionospheric 
heiglits  (above  200  km)  only  witliin  about  200  km  (ground  range)  of  the  source,  and  (b)  virtually  no 

acoustic  energy  reaches  the  ground  within  a  "shadow  zone"  extending  from  about  50  to  300  km  from  the 
source,  except  when  winds  are  present.  The  ground  is  directly  illuminated  only  out  to  about  25  km  from 
the  source,  a  number  often  given  as  the  zone  of  audibility  of  thunder.  We  also  see  how  winds  prevent  long 

distance  detection  "upstream"  by  surface  sensors. 
Upper  atmosphere  winds  also  cause  frequency  and  angular  dispersion;  for  example,  when  cross 

winds  vary  along  the  propagation  path,  or  when  horizontal  wind  shears  are  present,  azimuthal  refraction 
occurs  and  complicated  relationships  between  wavefront  and  group  packet  (energy)  propagation  direction 
must  be  reckoned  with.  Atmospheric  wave  raypaths  can  now  be  calculated  numerically  in  atmospheres  with 

three-dimensional  wind  and  temperature  structure  as  well  as  the  anisotropy  introduced  by  gravity  (Georges, 
1971).  Such  programs  greatly  enhance  our  ability  to  simulate  and  understand  atmospheric -wave  propagation 
in  realistic  atmospheres. 
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ACOUSTIC   WAVES    IN    1962    U.S.  STANDARD   ATMOSPHERE 

f=300Hz;      Logarithmic    Wind   Profile:    u  =  IOm/s  at  1km 

Elevation  Angle  Vanes  from  -20°  to  200°   in   10°  Steps 

Figure  21.10.  A  computer-generated  plot  of  acoustic  ray  paths  in  a  model  atmosphere  with  a  temperature 
profile  resembling  USSA  1962  and  a  logarithmic  wind  profile. 

Another  type  of  wavelike  pressure  fluctuation  has  been  linked  with  severe-weather  outbreaks,  but 
should  be  distinguished  from  those  just  discussed  because  they  travel  across  the  sensor  arrays  with  speeds 

much  less  than  acoustic.  They  are  thus  sometimes  called  "subsonic"  pressure  fluctuations  (Bowman,  1968; 
Bowman  and  Bedard,  1972)  and  are  most  often  associated  with  the  passage  of  convection  cells  or  frontal 
systems.  Donn,  et  al.  (1954)  reviewed  in  detail  the  essential  features  of  these  waves;  not  much  more  is 

known  about  them  today.  The  largest  fluctuations  are  probably  the  same  as  "pressure  jumps"  often 
observed  on  ordinary  recording  barometers. 

Refined  pressure-measurement  capabilities  are  now  indicated  for  closer  study  of  severe-weather- 
related  waves:  specifically,  a  pair  of  microbarograph  observatories  about  100  km  apart  are  being 
implemented  near  Boulder,  Colorado,  for  the  purpose  of  triangulating  and  tracking  severe  weather  in  the 

midwest.  Data  from  these  stations  will  be  augmented  with  passive  electromagnetic  direction-sensing  stafions 
and  with  data  from  the  NOAA  operational  weather  radar  network.  Elevated  pressure  sensors  are  being 

designed  to  permit  direct  measurement  of  k^  as  well  as  the  height  dependence  of  p  in  the  atmospheric 
boundary  layer. 

Joint  efforts  with  meteorological  Doppler  radars  could  help  test  models  of  turbulent  wave 

generation,  by  establishing  the  velocity  fields  within  cells  emitting  detectable  acoustic-gravity  waves. 

21.6      Manmade  and  Controlled  Sources 

Although  we  are  concerned  here  principally  with  atmospheric  waves  of  natural  origin,  the 
characteristics  of  some  signals  thought  to  be  of  manmade  origin  should  be  mentioned  briefly.  In  some 

cases,  (e.g.,  nuclear  and  non-nuclear  explosions)  they  provide  (roughly)  known  sources  by  which 
atmospheric  propagation  can  be  studied  (Donn  and  Shaw,  1967);  in  others  (e.g.,  supersonic  aircraft  shocks) 
they  merely  leave  signatures  that  need  be  recognized  only  to  eliminate  tliem  from  analysis. 

Donn  and  Shaw  (1967)  show  several  microbarograph  signatures  of  large  nuclear  explosions 
detonated  many  thousands  of  kilometers  from  the  sensor  arrays. 
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Figure  (21.11)  shows  signatures  believed  to  be  caused  by  "sonic  booms,"  the  shock  wave  generated 
by  supersonic  aircraft.  Although  most  of  the  sonic -boom  signatures  are  caused  by  aircraft  too  remote  to 
produce  audible  effects,  the  identity  of  the  source  mechanisms  for  this  characteristic  signature  has  been 
fairly  well  established  by  association  with  audible  booms. 

BOULDER,  COLORADO 

26   September    1968 

Figure  21.11.  A  series  of  pressure  signatures  believed  to  be  caused  by  the  sonic  boom  of  a  supersonic 
aircraft.  Multiple  arrivals  characterize  propagation  over  distances  greater  than  about  100  km  and 
probably  represent  propagation  paths  via  the  upper  atmosphere.  Note  pulse  lengthening  of  later  arrivals. 

(Figure  courtesy  of  V.  H.  Goerke.  J 

Explosive  sources  provide  broadband  energy  that,  in  principle,  can  yield  a  kind  of  atmospheric 

"impulse  response,"  which  in  turn  can  be  transformed  into  an  atmospheric  transfer  function  in  the 
frequency  domain.  Unfortunately,  atmospheric  time  variability  appears  to  exert  an  important  effect  on 

wave  propagation  that  cannot  be  diagnosed  with  impulse-testing  methods.  This  has  been  demonstrated  in 
several  instances  where  sequential  explosions  produce  markedly  different  signatures  on  distant  micro- 
barographs.  Consequently,  some  interest  has  been  expressed  in  the  development  of  artificial  monochromatic 

sources  of  acoustic-gravity  waves  to  study  propagation  in  the  time  domain.  Because  the  wavelengths  of 
interest  are  exceptionally  long  (a  wave  with  a  period  of  10  seconds  is  3.4  km  long  under  standard 
conditions),  generators  that  could  be  constructed  are  quite  inefficient.  Several  generating  schemes  have  been 
proposed,  but  none,  as  far  as  we  know,  has  yet  been  implemented. 

21.7      The  Role  of  Passive  Acoustic-Gravity  Wave  Observations  in  Studies  of  Atmospheric  Dynamics 

Apart  from  whatever  interest  acoustic -gravity  waves  attract  in  themselves  or  as  remote  indicators  of 
the  other  important  geophysical  phenomena,  increasing  attention  is  being  given  the  possibility  that 
atmospheric  waves  are  efficient  transporters  of  energy  and  momentum  over  long  distances  in  tlie 
atmosphere,  and  thus  may  play  an  important  role  in  atmospheric  dynamics.  The  key  to  understanding  tliis 
role  is  developing  an  ability  to  measure  and  model  how  much  energy  and  momentum  are  transported  by 
waves  from  one  part  of  the  atmosphere  to  another  and  how  wave  energy  and  momentum  are  converted 
into  other  forms  of  atmospheric  motions. 

If  pressure  fluctuations,  p',  the  vertical  velocity  fluctuations,  u^',  and  the  horizontal  velocity 
fluctuations,  u^^'  can  be  measured  directly  at  some  point  in  the  atmosphere,  one  can  estimate  energy  and 
momentum  fluxes  through,  say,  a  unit  vertical  or  horizontal  surface  in  the  vicinity  of  the  measurement 

point.  Instantaneous  vertical  energy  flux,  for  example,  is  proportional  to  tlie  product  p'u  ';  vertical  flux  of 

horizontal  momentum  is  proportional  to  u^^'u^'-  These  relations  do  not  depend  on  the  measured  quantities 
being  wave-associated. 

Suppose  one  is  interested  in  the  wave  fluxes  that  enter  and  leave  a  cubical  volume  of  atmosphere, 
and  also  in  the  origins  of  waves  tliat  enter  the  volume  from  outside  or  that  are  generated  witliin  the 
volume.  One  could  consider  placing  pressure  and  velocity  sensors  over  the  faces  of  the  volume,  witli 
sufficient  sensor  density  to  record  fluctuations  down  to  some  small  scale  determined  by  his  interests. 

Usually,  however,  the  atmosphere  is  physically  and  economically  inaccessible  to  anytliing  like  the  required 
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sensor  density.  If  distinct  spectral  components  can  be  identified  (i.e.,  wave  vectors  K  and  frequencies  fi 
with  respect  to  the  background  air,  determined)  one  can  assume  the  presence  of  superimposed  plane  waves 

and  use  the  theoretical  wave-polarization  relations  (see  Chapter  5)  to  provide  the  ratios  among  p',  u^',  u  '. 
One  then  needs  to  measure  only  one  indicator  of  wave  amplitude  at  each  point  in  the  atmosphere  where  a 
flux  is  desired.  Furthermore,  if  the  presence  of  plane  waves  is  assumed,  one  can  replace  the  need  for 

•    densely  spaced  sensors  with  inferences  about  the  spatial  properties  of  the  wave-associated  motions. 
Usually,  one  is  interested  in  average  fluxes  over  temporal  and  spatial  intervals.  In  the  case  of  wave 

motions,  one  usually  averages  over  at  least  the  wave  period  of  the  wave  with  the  longest  period  of  interest. 
The  relevant  spatial  averaging  surface  is  determined  by  the  coherence  distance  of  the  wave,  i.e.,  the  distance 
over  which  the  wave  maintains  its  identity. 

In  principle,  then,  one  can  measure  vertical  fluxes  for  each  spectral  component  of  interest,  by 
measuring  one  indicator  of  wave  amplitude  at  each  height  of  interest,  along  with  each  wave  vector  and 

wave  period.  Caution  is  obviously  called  for  in  assuming  that  plane-wave  relations  adequately  describe  a 
given  observed  wavelike  motion;  if  a  plane  wave  model  is  not  warranted,  then  direct  measurements  of  both 
wave  quantities  required  for  the  flux  calculation  are  necessary. 

Atmospheric  waves  deposit  (dissipate)  their  energy  in  at  least  two  ways.  One  is  by  viscous  (or 
thermal)  dissipation,  in  which  wave  energy  is  converted  into  random  motions,  direcdy  on  a  molecular  scale 
(heat)  where  molecular  viscosity  dominates  as  in  the  upper  atmosphere.  They  may  also  dissipate  via  an 

eddy  scale  where  eddy  viscosity  dominates,  as  in  the  lower  atmosphere.  The  other  wave-dissipation  process 

is  the  interchange  of  momentum  between  wave  and  the  mean  flow  at  "critical  layers,"  i.e.,  where  wave 
phase  velocity  closely  matches  the  mean  air  velocity.  The  longer-period  acoustic-gravity  waves,  in  particular 
internal-gravity  waves,  couple  most  effectively  with  the  atmospheric  mean  flow  because  their  phase 
velocities  can  be  arbitrarily  small  with  respect  to  mean  flow.  Models  of  atmospheric  dynamics  (e.g.,  global 
circulation)  are  able  to  account  for  viscous  dissipation  of  waves  by  just  adding  terms  in  the  equations  of 

motion  and  parameterizing  the  appropriate  atmospheric  quantities.  Critical-layer  phenomena,  on  the  other 
hand,  are  not  so  readily  parameterized,  and  indeed  are  not  yet  fully  understood.  It  is  thus  of  interest  to 
measure  wave  fluxes  in  the  vicinity  of  critical  layers  in  the  atmosphere. 

21.8  Conclusion 

Various  lectures  in  this  series  have  shown  how  active  and  passive  sensors  can  be  used  to  measure 
meteorological  variables  remotely  in  the  atmosphere.  Several  of  these  new  sensors,  most  notably 

acoustic-echo  sounding  and  FM/CW  electromagnetic  sounding,  are  beginning  to  reveal  the  importance— 
perhaps  even  dominance— of  atmospheric-wave  motions  in  tropospheric  dynamics.  This  lecture  has  been 
about  techniques  for  passively  observing  these  waves  with  relatively  inexpensive  sensors  that  can  be 

deployed  in  spatial  arrays.  Such  a  spatial-resolution  capability  seems  to  be  the  ideal  companion  to  more 
expensive  tools  that  yield  height-time  details  of  atmospheric  motions  from  a  single  ground  location.  Hooke 
(Chapter  7),  for  example,  has  shown  how  spaced  microbarographs  can  supplement  active  sounding 

techniques  and  provide  wave-velocity  information  not  obtainable  with  a  single  sounder. 
Passive  atmospheric-wave  sensors  also  reveal  signatures  of  distant  atmospheric  events,  many  of  which 

remain  unidentified.  Some  of  these  signatures  seem  useful  as  remote  indicators  of  important  atmospheric 
events,  either  natural  or  manmade,  even  though  the  waves  themselves  may  not  play  important  roles  in 
atmospheric  dynamics.  Others  may  indicate  important  vertical  energy  and  momentum  transfer  processes,  as 

seems  likely  in  the  case  of  jet-stream  associated  waves. 
This  review  has  attempted  not  only  to  provide  a  cross  section  of  current  research  and  an  indication 

of  the  present  state  of  knowledge  in  the  field,  but  also  to  reveal  the  state  of  our  ignorance  about  the 
sources,  propagation  and  dissipation  of  the  atmospheric  waves  whose  importance  in  atmospheric  dynamics 
is  just  beginning  to  be  appreciated.  This  review  will  have  served  its  purpose  if  it  stimulates  the  interest  of 
both  theorist  and  experimentalist  in  the  imposing  array  of  unsolved  theoretical  and  observational  problems 
that  remain. 
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22.0     Introduction 

Progress  in  remote  sensing  of  the  oceans  has  been  slow  since  the  satellite  era  began  more  than  a 

decade  ago.  The  reasons  for  this  are  numerous.  However,  I  believe  the  over-riding  reason  is  that,  although 
satellite  experiments  were  designed  to  study  both  meteorological  and  ocean  variables,  the  atmospheric 
variables  (such  as  cloudiness)  were  clearly  distinguishable  and  had  great  utility  for  meteorologists.  For  the 
oceanographer,  the  satellite  provided  useful  sea  surface  temperature  measurement  only  over  a  small  fraction 

of  the  world's  oceans  where  upwelling  and  western  boundary  currents  cause  horizontal  temperature 
gradients  which  were  large  enough  to  be  detectable  above  atmospheric  and  measurement  noise.  It  is  little 
wonder  the  oceanographic  community  has  been  slow  to  respond  to  the  potential  offered  by  satellite 

platforms. 
In  spite  of  the  difficulty  in  interpreting  sea  surface  temperature  over  broad  oceanic  areas, 

considerable  progress  has  been  made  in  the  past  five  years.  That  progress  is  discussed  in  the  first  section  of 
this  chapter. 

Studies  of  the  possibility  of  global  measurement  of  other  oceanic  variables  have  continued,  mainly 

supported  by  NASA.  These  studies  have  led  to  a  great  deal  of  optimism  about  the  possibility  of  remote 
sensing  of  salinity,  temperature,  surface  roughness,  foam,  sea  spray,  sea  ice  coverage,  and  phytoplankton  in 
the  surface  mixed  layer  of  the  ocean.  Passive  microwave  and  ocean  color  measurements  may  make  these 
global  measurements  possible.  They  are  discussed  in  the  second  and  third  sections  of  this  chapter.  A 
shortcoming  of  this  chapter  is  that  it  does  not  include  a  discussion  of  the  potential  of  active  microwave 
sensing,  or  remote  sensing  of  heat  flux  from  the  ocean  surface  as  exemplified  by  the  work  of  McAlister  and 
his  colleagues  of  Scripps,  University  of  California,  San  Diego. 

Because  of  the  rapid  development  in  these  three  areas,  there  is  no  single  document  which  gives 
students  a  statement  of  present  knowledge.  To  attempt  to  fill  this  need,  this  chapter  gives  the  reader  the 
parametric  relationship  between  oceanic  variables  and  the  electromagnetic  energy  either  emitted  or  reflected 
from  the  ocean  surface.  It  also  discusses  what  the  major  uncertainties  are  today. 

The  atmosphere  is  not  transparent  to  all  electromagnetic  energy  and  measurement  systems  for 
remote  sensing  of  the  ocean  must  make  use  of  windows  in  the  absorption  spectra  of  the  active  atmospheric 

gases  (mainly  H2O,  CO2,  O3,  O2)  in  order  to  detect  energy  from  the  ocean.  The  principal  atmospheric 
windows  for  visible,  IR  and  microwave  radiation  are  hsted  in  (T22.1).t  The  boundaries  of  the  windows  are 
difficult  to  define  because  the  transmissivity  depends  both  on  concentration  of  the  active  absorbing  gases, 
and  on  path  length  of  the  radiation  through  the  atmosphere. 

22.1      Infrared  Detection— Sea  Surface  Temperature 

22.1.1  Satellite  Experiments 

When  the  first  infrared  (IR)  window  data  were  obtained  from  TIROS  II  in  November,  1960,  the 

interest  of  the  investigators  was  meteorological;  they  examined  the  space  and  time  variation  in  surface 

temperature  over  continental  regions  (e.g.,  Fritz,  1963,  Rao  and  Winston,  1963).  They  also  investigated  the 
remote  detection  of  cloud  top  heights  for  use  in  synoptic  meteorology.  Small  attention  was  given  to 
oceanography  in  the  analysis  of  these  early  TIROS  Medium  Resolution  IR  (MRIR)  data. 

In  1964  the  High  Resolution  Infrared  Radiometer  (HRIR)  on  NIMBUS-I  provided  an  improved 
resolution  of  5  n  mi  at  the  sub-satellite  point.  This  was  a  great  step  forward  for  oceanography  because  it 
gave  better  resolution  of  horizontal  temperature  gradients  along  ocean  current  boundaries  and  upwelling 

regions  than  was  possible  with  TIROS  MRIR  data.  Table  (22.2)  (see  page  22-13)  shows  the  improvement  of 
resolution  in  the  IR  window  sensors  as  the  satellite  program  evolved. 

fThe  radiation  windows  can  also  be  seen  in  the  atmospheric  transmissivity  curve  in  the  top  of  (F22.24). 
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Table  22.1    Principal  Atmospheric  Windows  of  the  Electromagnetic  Spectrum 

Window Wavelength 
Absorbing  Gas 

Frequency  (GHz)      Lower  Upper Boundary  t        Boundaryt 

Visible 

Near  IR 

Near  IR 

Intermediate  IR 
FarlR 
FarlR 
Microwave 
Microwave 
Microwave 

0.3  to  0.9  nm 
1.5  to  1.6  ̂ im 
2.0  to  2.3  Mm 
3.5  to  4.5  /im 

.  8.0  to  9.0  Mm 
10.0  to  12.5  Mm 
0.3  to  0.36  cm 
0.7  to  1.0  cm 

2.0  to  >  30  cm 

- 

O3 

- H2O 
- H2O 

— H2O 

- H2O 
- 

O3 

00  to  80 H2O 

45  to  30 

O2 

H20 H20 

H20 

H20 

03 

C02 

02 

H20 

t  Refers  to  wavelength 

15  to<  1 H2O 

An  analysis  of  surface  temperatures  of  the  Gulf  Stream,  shown  in  (F22.3),  is  another  example  of 
significant  oceanic  temperature  gradients  (Allison,  et  al.,  1967).  These  data  are  also  from  the  NIMBUS  II 
HRIR  experiment.  Studies  of  ocean  current  boundary  detection  and  movement  have  been  done  by 
Warnecke,  et  al.  (1967),  Hansen  and  Maul  (1970),  and  Maul  and  Hansen  (1971). 

These  and  other  data  from  NIMBUS  II  provided  hope  for  the  remote  detection  of  sea-surface 
temperature  on  a  global  scale  to  delineate  major  current  boundaries  and  upwelling  regions.  But  they  also 

introduced  the  difficult  task  of  properly  interpreting  sea-surface  temperature  from  IR  window  measure- 
ments. This  requires  an  understanding  of  how  active  atmospheric  gases,  clouds,  and  aerosols  modify 

radiation  emitted  by  the  sea  surface.  The  major  progress  of  a  number  of  investigators  on  these  problems  is 
reported  in  subsequent  sections  of  this  chapter. 

In  the  period  from  1966  to  1970  there  was  great  improvement  in  displaying,  mapping,  and 

brightness  enhancing  IR  satellite  data.  In  1970  ITOS-I  provided  many  spectacular  views  of  horizontal 
gradients  in  sea  temperature  which  mark  current  bodies.  Figure  (22.4)  shows  the  position  of  the  north  wall 
of  the  Gulf  Stream  on  February  15,  1971.  Relatively  cold  water  outlines  the  Bahama  Banks  and  coastal 
water  in  the  Gulf  of  Mexico. 

In  (F22.5)  cold  air  is  moving  off  the  east  coast  from  New  York  to  Florida  causing  cloudiness  to 
develop  over  the  Gulf  Stream.  The  colder  surface  water  south  of  Cape  Hatteras  appears  to  be  moving 
eastward  into  the  warm  Gulf  Stream  in  two  large  swirls  under  the  influence  of  this  offshore  flow. 

The  scanning  radiometers  (SR)  of  ITOS-I  and  NOAA-I  have  4  n  mi  resolution  at  nadir.f  Future 
NOAA  satellites,  beginning  with  ITOS-D,  are  expected  to  have  improved  resolution  with  the  addition  of  a 
Very  High  Resolution  Radiometer  (VHRR)  which  has  resolution  of  0.5  n  mi  at  nadir  (McClain,  1970). 

Data  from  the  NIMBUS-I  HRIR  experiment  were  used  by  many  investigators  for  oceanographic 

studies.  The  radiometer  contained  a  lead  selenide  photo-conductive  cell  which  was  radiatively  cooled  to  -75 

°C  and  responsive  to  radiation  in  the  3.4-4.2  Mm  region.  The  radiometer  field  of  view  was  0.5  degrees.  A 
scanning  mirror,  rotating  in  front  of  the  detector,  scanned  normal  to  the  orbital  path.  A  sample  of  the 

detector  output  over  two  complete  scans  is  shown  in  (F22.I).  During  each  complete  scan,  the  detector 
viewed  space,  the  satellite  housing,  and  the  earth  scene  below.  Data  from  space  and  the  radiometer  housing 
are  useful  in  earth  locating  and  evaluating  the  data.  A  complete  description  of  the  experiment  is  given  in 
NASA,  (1966). 

NIMBUS  satellites  are  in  a  noon/midnight  local  sun  time  orbit.  This  provides  global  coverage  twice  a 

day.  However,  only  night-time  coverage  is  useful  for  surface  temperature  determination  with  HRIR  data,, 
because  a  sufficient  amount  of  reflected  solar  radiance  is  present  at  3.4-4.2  Mm  during  the  daytime  to 
contaminate  the  IR  measurements. 

In  using  NIMBUS  HRIR  data,  it  was  natural  for  investigators  to  look  for  ocean  temperature  features 

which  have  large  horizontal  temperature  gradients.  One  example  is  that  due  to  upwelling  along  the  Somali 

coast,  as  shown  in  (F22.2)  from  Allison  and  Kennedy  (1967).  Here  the  temperature  varies  by  25  °F  over 
only  a  few  degrees  latitude.  Similar  studies  have  recently  been  reported  by  Warnecke, et  al.  (1971). 

t Nadir:  the  point  of  the  earth's  surface  intersected  by  a  line  between  the  satellite  and  the  earth's  center. 
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Figure  22.1  Portion  of  an  HRIR  analog  record  of  NIMBUS  I.  In  the  example,  the  mirror  made  two 
complete  revolutions,  scanning  the  effective  radiation  temperature  of  space  and  the  radiometer  housing 
as  well  as  the  earth.  The  space  and  radiometer  housing  data  are  useful  in  positioning  the  satellite  and 
calibrating  the  radiometer  (after  LaViolette  and  Chabot,  1968). 

An  example  of  sea  surface  temperature  mapping,  in  (F22.6),  is  from  a  computer  automated 

technique  for  global  monitoring  of  sea  surface  temperature  (Leese,  1971b)  being  developed  at  the 
National  Environmental  Satellite  Service,  NOAA.  The  two  left  polar  projections  show  mean  temperatures 

on  a  grey  scale  from  270-304  °K.  The  two  right  polar  projections  indicate  the  number  of  days  which  have 
elapsed  since  new  satellite  data  have  been  added  to  the  mean  temperature  value  for  each  location.  The  grey 

scale  for  the  two  right  projections  ranges  from  (a)  greater  than  5  days  (light  grey);  (b)  2-5  days  (medium 
grey);  (c)  1  day  (black).  Complete  coverage  from  each  satellite  orbit  is  not  possible  because  the  computer 
program  has  certain  rejection  criteria  when  the  effect  of  clouds  is  present  in  the  data.  A  description  of  the 

experimental  model  for  obtaining  these  temperature  maps  from  ITOS-I  is  given  by  Leese,  et  al.,  (1971a).  In 
(F22.6)  there  are  numerous  grey  areas  which  indicate  no  satellite  coverage  was  possible  for  more  tlian  5 
days  due  to  clouds.  This  difficulty  of  cloud  contamination  of  the  data  should  improve  as  tlie  very  high 
resolution  IR  sensors  are  added  in  the  NOAA  satellite  series  and  0.5  n  mi  radar  resolution  is  obtained  with 
these  sensors. 
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Figure    22.2    NIMBUS  I  determination  of  sea  surface  isotherms  (°F)  along  the  Somali  coast  related  to 
upwelling  of  cold  water  in  that  region  (after  Allison  and  Kennedy,  1967). 

22.1.2  Theory 

The  notation  and  some  of  the  discussion  in  this  section  follows  that  of  Holter  (1970).  The 
fundamental  radiation  equation  of  Plank  (1900)  gives  the  spectral  distribution  of  radiation  from  a 

self-emitting  perfect  radiator,  called  a  blackbody,  with  uniform  temperature.  This  theoretical  law  agrees 

with  experimental  results  and  applies  to  all  regions  of  the  electromagnetic  spectrum.  Plank's  law,  stated  in 
terms  of  spectral  radiant  emittance,  is 

W 

BX Ci  X"'  [exp(C2/XT)-  1]"' 
(22:1) 

and  has  units  of  erg/cm^  sec  /urn.  Ci   and  Cj  are  well  known  radiation  constants;  X  is  wavelength  and  T  is 
tlie  temperature  of  the  emitting  surface. 

Because  most  objects  are  not  perfect  radiators,  a  radiative  efficiency  factor,  e\,  termed  spectral 
emissivity,  is  defined  as 

^X  =  Wx/Wbx  (22:2) 

where  W^  is  the  spectral  radiant  emittance  of  an  imperfect  radiator,  called  a  greybody.  Depending  on  the 
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Figure    22.3    Northern    boundary    of  the  Gulf  Stream  as  observed  by  NIMBUS  II  (after  Allison,   et  a!., 
1967). 

radiative  efficiency  of  a  surface,  the  spectral  emissivity  ranges  from  near  zero  for  poor  radiators  to  unity 
for  perfect  radiators.  Using  (22:1)  and  (22:2)  calculations  can  be  obtained  of  the  spectral  radiant  emittance 
of  any  surface  of  known  temperature  and  spectral  emissivity. 

However,  the  spectral  radiant  emittance  of  a  surface  does  not  describe  completely  the  electro- 
magnetic energy  emanating  from  that  surface.  The  reason  for  this  is  that  greybody  surfaces  reflect  as  well 

as  emit  energy.  This  is  shown  by  a  form  of  Kirchhoffs  law  which  states  that  if  a  surface  is  optically 
opaque,  then  the  spectral  reflectivity,  p\,  and  spectral  emissivity,  e\,  of  that  surface  have  tlie  simple 
relation  of 

^X 

=    1  -e^ 
(22:3) 

Thus,  infrared  radiation  from  a  surface  is  due  both  to  self-emission  of  the  surface  and  reflection  of  a 
portion  of  the  radiation  incident  on  the  surface. 
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Figure  22.4  ITOS-1  scanning  radiometer  IR  picture  over  the  East  coast  of  the  United  States,  February  15, 
1971,  orbit  No.  4853.  The  northern  boundary  of  the  Gulf  Stream  is  clearly  visible.  Temperature 
gradients  over  the  Bahama  Banks  and  in  the  Gulf  of  Mexico  are  also  visible  (after  Watson,  1971). 
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Figure  22.5  ITOS-1  scanning  radiometer  JR  picture  over  the  bast  coast  of  the  United  States,  March  5, 
1971,  orbit  No.  5078.  Cold  water  eddies  appear  to  penetrate  the  northern  boundary  of  the  warm  (dark) 

Gulf  Stream  east  of  North  Carolina,  as  cold  polar  air  moves  off  the  entire  east  coast  of  the  United 
States  (after  Watson,  1971). 
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Figure  22.6  Average  sea-surface  temperature  from  ITOS-1  obtained  by  computer  automated  technique 
developed  at  the  National  Environmental  Satellite  Service,  NOAA  (Leese,  1971b).  Temperature  maps 

(left)  indicate  temperatures  from  270-304°K.  Maps  (right)  indicate  the  frequency  with  which  new 
satellite  data  have  been  used  to  update  the  mean  temperature  (Leese,  1971a). 

If  these  radiation  principles  are  applied  to  an  ocean  surface,  it  follows  from  tlie  previous  statement 

that  infrared  radiation  emanating  from  the  ocean  surface  is  due  both  to  self-emission  of  the  top  few 
micrometers  of  the  ocean  and  to  reflection  by  the  ocean  surface  of  infrared  radiation  from  such  natural 

atmospheric  sources  as  clouds,  water  vapor,  carbon  dioxide,  and  aerosols.  The  sum  of  diese  two  radiation 
components  is  defined  as  the  effective  spectral  radiance  emittance  of  the  sea  surface,  W  >, . 

WeX  =  ̂ X^BX  -^  ̂X^aX (22:4) 

where  the  self-emission  component  is  e^  Wgj^  and  the  surface  reflection  component  is  p-^  ̂  ̂ \- 
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If  a  determination  of  the  effective  spectral  radiant  emittance  of  the  sea  surface  is  to  be  obtained 

from  satellite  measurement,  then  account  must  be  made  of  infrared  absorption  and  emission  by 
atmospheric  water  vapor,  carbon  dioxide,  and  ozone.  At  satellite  height,  the  upward  spectral  radiance  at  a 
given  zenith  angle,  6,  and  wavelength.  A,  is  given  by 

Nj,(^)  =  W^x(Ts)^Xa(^)  +  /W3j,(Ta)d^x(^)  (22:5) 

Where:  Wg^,  the  effective  spectral  radiant  emittance  of  the  sea  surface  at  temperature  T  ;  T^  ,  the  spectral 

transmissivity  through  the  entire  atmosphere;  r-j,,  the  spectral  transmissivity  through  a  layer  which  extends 
from  any  height  in  the  atmosphere  to  the  top  of  the  atmosphere;  W^,  the  spectral  radiant  emittance  of 
the  atmosphere  at  temperature,  T  .  The  first  term  on  the  right  side  of  (22.5)  is  the  radiant  emittance  of 
the  sea  surface  to  space,  and  the  second  term  is  the  emittance  of  a  cloudless  atmosphere  to  space.  The 
integration  is  carried  out  from  the  ocean  surface  to  satellite  height. 

In  the  real  atmosphere,  clouds  and  aerosols  attenuate  the  radiant  emittance  of  the  ocean  surface  and 
emit  radiation  as  well.  Realistic  radiative  transfer  models  of  the  combined  effects  of  clouds,  aerosols  and 

gaseous  absorbers  are  needed,  because  at  present  experimental  results  do  not  agree  with  theoretical  transfer 
calculations  based  on  pure  gaseous  atmospheres  (Kuhn,  1963,  1972)  (Kuhn  and  Stearns,  1971,  1972). 

At  infrared  wavelengths,  molecular  absorption  by  atmospheric  gases  is  important.  The  active 
absorbing  gases  in  the  infrared  are  H2O,  CO2,  N2O,  and  O3  and  other  minor  absorbers.  Where  one  or  more 
of  these  gases  are  strongly  absorbing  in  the  infrared,  the  atmosphere  is  essentially  opaque.  A  region  of  weak 
absorption  by  these  gases  is  called  an  atmospheric  window. 

As  shown  in  (F22.7)  these  regions  are  difficult  to  define  because  the  wings  of  the  absorption  bands 
cause  partial  absorption  in  the  upper  and  lower  wavelength  portion  of  the  window.  Satellite  systems  for 

sensing  sea-surface  temperature  make  use  of  these  atmospheric  windows.  The  wavelength  region  of  the 
window  is  of  primary  consideration  in  selecting  the  wavelength  region  of  satellite  IR  detectors  of 

sea-surface  temperature.  Table  (22.2)  shows  that  the  3.4-4.2,  8-12,  and  10.5-12.5  /jm  regions  have  been 
employed  successfully  in  satellite  IR  sensors.  A  second  consideration  in  selecting  sensor  wavelength  is  the 
amount  of  radiant  energy  in  that  portion  of  the  spectrum.  As  previously  discussed,  the  amount  of  energy 

radiated  by  a  blackbody  surface  is  given  by  Planck's  function  (22:1)  and  is  shown  in  (F22.8).  Clearly,  the 

8-12  nm  window  region  has  the  advantage  of  maximum  emitted  energy  at  temperatures  near  300  °K.  In 
the   3.4-4.2  Mm   window,   roughly   comparable   amounts  of  reflected   sunlight   and  emitted  radiation  are 
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Figure  22.7  Spectral  intensities  of  the  up  going  radiation  from  zenith  at  different  levels  in  the  atmosphere 

at  2000  hr.  Nov.  14,  1963.  Rostov-on-Don.  (1)  at  the  level  1.000  mb  (100  m);  (2)  575  mb  (4.  600  m); 
(3)  275  mb  (10.000  m):  (4)  75  mb  (18.000  m):  (5)  17.5  mb  (28.000  m)  (after  Kondratyev.  1969). 
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Figure  22.8    Spectral  radiance  from  a  blackbody  versus  wavelength,  in  micrometers,  with  temperature  as  a 
parameter  (after  Wolfe,  1965). 

present  in  the  daytime.  This  is  apparent  from  (F22.9)  which  compares  these  two  radiation  sources  for 

various  reflectivity  and  emissivity  values.  Because  of  tliis  reason  the  NIMBUS  HRIR  3.4-4.2  ;um  data  are 

contaminated  with  sunlight  during  the  day-side  of  the  orbit.  ITOS-1  and  NOAA-I  have  side  stepped  this 

problem  of  solar  contamination  by  using  the  10.5-12.5  ̂ m  wavelengths. 

22.1.3  Atmospheric  Correction  Models 

In  order  to  obtain  accurate  sea-surface  temperature  information  from  satellite  IR  window  data,  it  is 
necessary  to  correct  the  measurement  for  the  effect  of  the  atmosphere  on  the  upward  IR  radiance  from  the 

sea  surface.  That  effect  is  to  absorb  and  re-emit  a  portion  of  the  sea  surface  radiance.  To  determine  the 

error  introduced  by  the  atmosphere,  some  investigators  have  made  theoretical  calculations  with  radiative 

transfer  models  of  the  upward  spectral  radiance  in  tlie  atmosphere.  They  have  examined  the  error  under 

various  (a)  assumed  model  atmospheres  with  varying  temperature  and  water  vapor  and  (b)  zenith  angles. 

They  have  incorporated  the  significant  absorbing  gases.  Two  such  studies  have  been  reported  in  the  past 

year;  these  will  be  discussed  here.  To  my  knowledge,  they  are  the  most  useful  attempts  at  solution  of  the 

atmospheric  problem  which  have  been  reported  to  date. 
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Figure  22.9    Comparison  of  reflected  sunlight  and  emitted  radiation  for  various  emissivity,  e,  and  reflectivity, 

p,  values  and  a  surface  temperature  of  300° K  (after  Holter,  19  70). 

22.1.3.1    Single  Band  Model 

Smith,  et  al.  (1970)  have  used  a  radiative  transfer  model  to  calculate  the  upward  radiance  at  3.8  p.m. 
The  model  accounts  for  H2O  and  CO2  absorption  and  emission.  They  have  utilized  three  model 
atmospheres  (polar,  midlatitude,  and  tropical)  with  total  water  vapor  amounts  0.15,  1.2,  and  4.7  cm., 
respectively.  Using  this  model  they  have  calculated  the  temperature  difference  between  the  surface  and  the 

effective  radiative  temperature  at  satellite  height.  The  resulting  temperature  differences  are  shown  in 

(F22.10)  as  a  function  of  zenith  angle  (9)  for  each  model  atmosphere.  It  is  clear  that  the  temperature  error 
increases  with  increasing  zenith  angle.  The  tropical  atmosphere  has  a  greater  error  than  tlie  polar 

atmosphere.  For  these  calculations  the  atmosphere  was  assumed  to  be  cloud-free. 
Smith  et  al.  (1970)  also  obtained  calculations  in  which  the  radiating  surface  was  raised  from  1000 

to  300  mb  for  the  three  model  atmospheres.  His  calculations  simulate  what  may  be  expected  with  clouds 
(ground)  which  have  an  emissivity  of  unity  and  completely  fill  a  radiometer  field  of  view.  The  results  of 
these  calculations  with  clouds  which  vary  in  height  and  latitude  are  shown  in  (F22.il).  Tlie  temperature 
differences  (surface  minus  satellite)  are  plotted  as  a  function  of  satellite  observed  temperature.  It  is 
apparent    that    a    high    correlation    exists    between    the    temperature    difference    and    satellite    observed 
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Figure    22.10    Calculated    departure    of   NIMBUS    HRJR    (3.8   nm)    temperature   from    ground   surface 

temperature  as  a  function  of  local  zenith  angle  for  three  model  atmospheres  (after  Smith,  et  ah,  1970). 

temperature,  when  the  height  of  the  emitting  clouds  is  varied  from  1000  to  300  mb  and  the  latitude  is  varied 

by  the  use  of  these  3  model  atmospheres.  Smith,  et  al.,  (1970),  indicate  "this  is  due  to  the  fact  that  water 
vapor  and  carbon  dioxide  attenuation  is  naturally  correlated  with  the  surface  radiating  temperatures  since  it 

decreases  with  increasing  cloud  height  and  increasing  latitude."  They  point  out  that  this  characteristic  of 
the  atmosphere  makes  it  possible  to  predict  the  surface  to  satellite  temperature  difference  from  only  two 
parameters:  the  satellite  observed  temperature;  and  the  zenith  angle  of  the  measurement.  They  have 

presented  this  relationship  for  satellite  observed  temperatures  from  210  to  300  °K  and  for  zenith  angles  of 
less  than  60°  as 

AT  =   [ao+a,(0/6O°)^2  InClOO/SOO-T^o) 
(22:6) 

where:  a^  =  1.13,  aj  =  0.82,  a.2  ■  2.48,  6  is  the  local  zenith  angle  of  measurement,  and  T  ̂   is  the  satellite 

observed  temperature  in  °K. 
Athough  it  would  have  been  possible  to  estimate  probably  accuracy  of  this  single  band  model  using 

dependent  data,  the  authors  have  not  given  an  error  figure.  A  summary  of  the  important  features  of  the 
single  band  model  is  given  in  (T22.3). 

22.1.3.2    Double  Band  Model 

The  other  recent  wori<  with  an  atmospheric  correction  model  is  that  of  Anding  and  Kauth  (1970). 

They  have  used  a  radiative  transfer  model,  described  by  Anding  and  Kauth  (1969),  capable  of  including 
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Table  22.2    U.S.  Satellites  with  IR  Window  Sensor  Experiments 

22-13 

TIROS  II,   NIMBUS     NIMBUS     NIMBUS      ITOS-1         NIMBUS     NOAAl 

Satellite  III,IV,VII  I  II  III  (TIROS-M)         IV         (ITOS-A)      ITOS-D 

Launch 1960-63       8/28/64       5/15/66       4/14/69       1/23/70       4/8/70         12/11/70 

Orbit  Inclina-  48-58° tion  and  350 
Altitude 
(n.  mi.) 

IR  Window 
Sensors 

400 

MRIR^        HEUR' 

600 

HRIR' 

MRIR^ 

600 

HRIR* 

MRIR^ 

790 

SR^ 

600 

THIR^ 

790 

SR''
 

Planned 

7/72 
Sun  Syn.     Sun  Syn.     Sun  Syn.     Sun  Syn.    Sun  Syn.     Sun  Syn.      Sun  Syn. 790 

SR" 

VHR
R= 

Resolution 
(n.  mi.) 

Sensor 

Spectral 
Response 
O^m) 

20 

8-12 

5 

3.4-4.2 

5 
30 

3.4-4.2 
10-11 

5 
30 

3.4-4.2 
10-11 

4 
4  4  4  0.5 

10.5-12.5     10.5-12.5     10.5-12.5     10.5-12.5 

1  -  High  Resolution  Infrared  Radiometer 
2  -  Medium  Resolution  Infrared  Radiometer 

3  -  Temperature-Humidity  Infrared  Radiometer 
4  -  Scanning  Radiometer 
5  -  Very  High  Resolution  Radiometer 

Table  22.3    Summary  of  Atmospheric  Correction  Models 

Theoretical  Radiative 
Model 

Transfer Model Atmosphere 

Water 
Range  of 

Accounts Zenith 
Temperature Vapor Qoud Model Band Assumes 

for 

Angle(°) 

Profile Profile Height Error 

Single  band Surface H2O Polar 0.15  cm Surface 
(Smith  et  al., 3.8  Aim Emissivity 

CO2 

0-60 
Midlatitude 1.2    cm to  300 

Not 1970) of  Unity 
Tropical 

4.7    cm mb. 

given 

Two  band 9.1 
H2O 0 Summer 

Wet 
Clouds 

±0.1 5°C 

(Anding  and and Cloudless 

CO2 

60 
Winter 

Dry 

not 

(on  depen- 
Kauth, 1970) 11.0/im 

O3 

NOj 

75 
Mean  30°N 

Mean  30° 

N 

included 
dent  data) 
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water  vapor,  carbon  dioxide,  ozone,  methane,  nitrous  oxide,  and  haze.  In  the  computations,  atmospheric 
gas  concentrations  were  held  constant  and  only  water  vapor  and  temperature  were  varied  through  the  use 
of  five  model  atmospheres,  indicated  in  (T22.4).  The  temperature  and  water  vapor  profiles  for  these  model 
atmospheres  are  shown  in  (F22.12)  and  (F22.13). 

Calculations  were  carried  out  for  all  combinations  of  (a)  five  model  atmospheres,  (b)  three  zenith 

angles  (0,  60,  and  75°),  and  (c)  five  ocean  surface  temperatures  (280,  285,  290,  295,  and  300  °K).  A  total 
of  75  spectra  were  calculated.  An  example  of  the  spectral  radiance  calculation  for  the  summer  wet  model 

atmosphere  and  zenith  angle  of  60°  is  shown  in  (F22. 14).  Each  spectral  radiance  curve  in  (F22.14)  is  that 
of  a  greybody  water  surface,  at  the  temperature  indicated,  modified  by  the  summer  wet  model  atmosphere. 

Emissivities  were  based  on  Buettner  and  Kern  (1965).  The  0  °K  surface  temperature  was  included  by 
Anding  and  Kauth  (1970)  to  show  the  emission  of  the  atmosphere  alone.  In  the  intense  absorbing  regions,  the 

spectra  are  the  same  regardless  of  the  surface  emission  because  the  atmosphere  is  opaque  in  these  regions. 
Atmospheric  attenuation  affects  the  radiance  in  both  the  9.1  and  11.0  jum  channels,  although  the 

effect  on  the  radiance  at  9.1  ;Ltm  is  greater.  Since  a  high  correlation  exists  between  the  two  spectral 
radiance  values,  Anding  and  Kauth  (1970)  have  plotted  the  9.1  tim  radiance  versus  the  1 1.0  fim  radiance  for 
various  ocean  surface  temperatures  (F22.15).  The  results  show  that  given  the  radiance  in  these  two  spectral 

bands,  the  surface  temperature  can  be  predicted  with  high  accuracy,  providing  the  viewing  angle,  sea 
temperature,  and  atmospheric  conditions  are  similar  to  one  of  the  75  combinations  tested.  The  surface 
temperature  is  simply  interpolated  between  the  isothermal  lines  in  (F22.1 5). 

An  estimate  of  error  in  ocean  temperature  determination  has  been  obtained  using  the  75  radiance 
pairs  (which  are  dependent  data,  i.e.,  correlated)  to  predict  the  surface  temperature.  The  rms  error  quoted 

by  Anding  and  Kauth  (1970)  is  ±0.15  °C,  which  is  very  encouraging  for  oceanography.!  It  should  be 
remembered,  however,  that  this  two  channel  model  does  not  include  the  effect  of  clouds.  Anding  and 
Kauth  (1970)  have  indicated  they  are  working  on  the  addition  of  clouds  in  their  model;  this  will  require 
the  addition  of  one  or  more  spectral  bands.  They  have  indicated  also  the  method  of  regression  coefficients 
is  unworkable  if  the  cloudiness  exceeds  25  percent. 

Table  22.4    Summary  of  Model  Atmospheres 

(after 

Anding 
and  Kauth,  1970) 

No. 
Model  Atmosphere 

Name 
Temperature 

Profile 

Water  Vapor 

Profile 

1. Summer  Wet Summer Summer  Wet 

2. Summer  Dry Summer 
Summer  Dry 

3. Winter  Wet Winter Winter  Wet 
4. Winter  Dry Winter 

Winter  Dry 

5. 

Mean,  30°  N. 
Mean Mean 

22.1.4  Satellite  Experimental  Methods 

In  attempting  to  remove  the  effects  of  clouds  and  the  atmosphere  in  obtaining  satisfactory  data  on 
sea  surface  temperatures,  investigators  have  employed  several  simple  statistical  techniques  on  the  data.  In 
some  cases  the  investigators  have  not  evaluated  the  error  of  the  technique,  perhaps  because  of  lack  of 
suitable  ground  truth  data.  In  these  cases,  the  results  are  presented  here  to  show  the  history  of  tliese 
attempts  at  obtaining  useful  data. 

fAn  error  of  0.1 5°C  is  reasonable  only  if  the  absorption  coefficients  for  water  vapor  are  known  accurately.  A  realistic 
error  is  undoubtedly  higher  than  this  figure. 
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Figure  22.11  Departure  of  NIMBUS  HRIR  brightness  temperature  from  ground  and  cloud  radiating 

temperature  as  a  function  of  "observed"  brightness  temperature.  The  crosses,  dots,  and  open  circles 
pertain  to  thl  polar,  midlatitude,  and  tropical  model  atmospheres,  respectively  (after  Smith  et  ai,  1970). 
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Figure    22.12    Temperature    profiles    for    model    atmospheres    used    for    double    band    model    radiance 
calculations  (after  Anding  and  Kauth,  1970). 
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Figure    22.13    Water    vapor    profiles    for    model    atmospheres    used    for    double    band    model    radiance 

calculations  (after  Anding  and  Kauth,  1970). 
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Figure  22.14     Upward  spectral  radiance  at  100  Km  with  sea  temperature  as  a  parameter  (after  Anding  and 

Kauth,  1970). 
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Figure  22.15    Spectral  radiance  at  9.1  ̂ m  for  various  ocean  <:^:rface  temperatures  (after  Anding  and  Kauth 1970). 

22.1.4.1    Data  Averaging  Techniques 

Some  of  the  early  experimental  data  have  shown  much  detailed  structure  in  the  temperature 
pattern;  this  was  believed  to  result  from  sensor  noise.f  Some  examples  of  this  fine  scale  structure  are 

shown  in  (F22.3)  and  (F22.16).  In  an  attempt  to  remove  this  noise,  Curtis  and  Rao  (1969)  have  averaged 

NIMBUS  II  HRIR  data  over  one-half  degree  latitude/longitude  rectangles.  Beginning  with  the  data  shown  in 
(F22.16),  Curtis  and  Rao  (1969)  have  applied  an  averaging  technique  and  arrived  at  the  smoothed  temperature 
field  shown  in  (F22.17).  The  Gulf  Stream  boundary  is  preserved  in  the  smoothed  analysis  as  is  the  strong 

gradient  between  the  cold,  cloudy  region  and  the  warm  Gulf  Stream.  The  influence  of  clouds  is  not 

removed  by  simple  data  averaging,  although  sensor  noise  is  suppressed.  Others  have  also  used  simple 
averaging  techniques. 

fE.  J.  Williamson  (unpublished  manuscript,   1968)  has  shown  from  NIMBUS  II  HRIR  housing  scan  data  that  the  noise- 
equivalent  temperature  is  about  2°K  (at  280-300°  K)  (cited  by  Curtis  and  Rao,  1969). 
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Figure  22.16    The  Gulf  Stream  from  the  analyses  of  digitized  HRIR  data  from  NIMBUS  2,  orbit  504,  June 
22,  1966,  0430  UT  (after  Curtis  and  Rao,  1969). 

-22.1.4.2    Highest  Daily  Value  Technique 

Because  ciuuds  tend  to  reduce  satellite-observed  sea  temperatures,  a  technique  has  been  used  by  a 
number  of  investigators  to  select  only  the  highest  temperature  in  a  given  area  as  representative  of  the 
surface  temperature.  Curtis  and  Rao  (1969)  have  used  this  method  on  the  data  set  in  (F2216);  the  results 

are  illustrated  in  (F22.18).  Temperatures  are  2-4  °K  higher  than  with  the  averaging  technique  (F22.17)  and 
probably  indicate  a  sensor  noise  of  this  magnitude.  In  the  boundary  of  the  cloudy  region  of  (F22.17),  the 

temperature  has  increased  as  much  as  13  °K  by  using  the  highest  value  technique.  Apparently  most 
measurements  representing  clouds  are  eliminated  by  this  method,  depending  on  the  degree  of  cloudiness.  A 
part  of  the  cloudy  area  in  (F22.17)  still  remains  in(F22.18). 

Selecting  the  highest  reading  in  a  region  practically  guarantees  that  detector  noise  will  make  the 

reading  higher  than  the  true  temperature.  In  addition,  if  the  detector  noise  is  2-4  °K,  the  sea  surface 
temperatures  are  of  little  value  other  than  for  climatological  studies. 

LaViolette  and  Chabot  (1969)t,  used  a  similar  highest  daily  value  technique.  HRIR  scan  spot  data 
witliin  the  range  of  climatological  sea  surface  temperature  were  averaged  over  2,205  square  mile  aieas.  Data 
outside  the  temperature  range  were  excluded  from  the  average.  For  each  day  this  included  about  10  scan 

spots  per  area.  A  five-day  composite  was  obtained  by  selecting  the  highest  daily  average  for  each  area.  The 
result  is  shown  in  (F22.19).  The  basic  idea  of  tliis  technique  is  that  clouds  are  transient  and  sea 
temperature  is  horizontally  homogeneous  and  relatively  constant  with  time.  Thus,  tlie  likeliliood  is  small 
that  clouds  would  cover  the  same  area  for  many  days.  Tliis  region,  Baja  California,  is  one  of  the  most 

cloud-free  regions  on  earth— so  one  would  expect  optimum  results  there. 
tCited  by  LaViolette  and  Scim  (1969). 



Infrared  Detection 
71 

3S  N 

37       - 

36 

Figure  22.17  Sea-surface  temperature  analysis  made  by  using  the  average  values  in  each  half-degree 
latitude /longitude  box  from  NIMBUS  2  HRIR  data,  orbit  504,  June  22,  1966,  0430  UT  (after  Curtis 
and  Rao,  1969). 

69  W 

38  N 

37       = 

36 

Figure  22.18  Sea-surface  temperature  analysis  made  by  using  only  the  highest  value  in  each  half-degree 
latitude/longitude  box  from  NIMBUS  2  HRIR  data  orbit  504,  June  22,  1966.  0430  UT  (after  Curtis  and 
Rao,  1969). 
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Figure  22.19    Highest  temperatures  of  a  5-day  period  of  sea-surface  temperatures  derived  from  NIMBUS  II 
HRIR  data.  Nov.  11-15,  1966  (after  LaViollette  and  Chabot,  1969). 
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Smithjet  al.  (1970)  have  used  a  similar  maximum  temperature  technique  on  NIMBUS  III  HRIR  data 
over  the  BOMEX  area  near  Barbados.  In  that  study  the  highest  satellite  observed  temperature  was  selected 
in  each  one  degree  latitude/longitude  square.  Results  are  shown  in  (F  22.20).  Ship  ground  truth  sea  surface 

temperature  data  are  given  by  an  asterisk.  The  investigators  have  commented  that  "the  highest  temperatures 
are  extremely  spatially  unstable  due  to  cloud  and  instrument  noise.  As  a  result,  they  do  not  provide  any 

useful  information  on  the  true  sea-surface  temperature  distribution." 
22. 1.4. 3    Histogram  Technique 

The  basis  of  the  histogram  technique  lies  in  the  fact  that  a  HRIR  sensor  has  random  noise  which 
will  given  an  otherwise  constant  signal  a  Gaussian  distribution  on  a  frequency  of  occurrence  diagram.  An 

example  of  the  use  of  this  technique  is  given  in  (F22.2])  by  Smith,  et  al.  (1970)  based  on  NIMBUS  HRIR 
data.  These  diagrams  show  the  frequency  of  occurrence  of  satellite  observed  temperature  for  two  areas, 

each  with  dimensions  of  2.5  x  2.5°  latitude/longitude.  The  warmest  side  of  the  distribution  curve  is  least 
affected  by  clouds  and  is  somewhat  Gaussian  in  shape  because  of  the  random  sensor  noise.  The 

investigators  have  indicated  that  at  one  standard  deviation  the  standard  error  is  1.5  °K  for  the  NIMBUS 
HRIR  sensor  at  these  temperatures.  The  most  probable  sea-surface  temperature  for  both  histograms 

(F22.21)  is  302.5-1.5=  301.0  °K.  When  this  technique  is  applied  to  the  previously  mentioned  NIMBUS 
data  for  the  BOMEX  area,  the  set  of  temperatures  in  (F22.22)  is  produced.  As  can  be  seen  by  comparing 
the  5  BOMEX  ship  observations  with  the  satellite  derived  surface  temperatures,  these  data  are  in  much 
closer  agreement  than  resulted  from  the  high  temperature  technique  illustrated  in  (F22.20). 
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Figure    22.20    Highest   brightness   temperatures   in   each    latitude/longitude  box  from  NIMBUS  3.  HRIR. 
nighttime,  orbit  681,  on  June  4,  1969  (after  Smith  et  al.,  1970). 
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Figure  22.21    Sample  histograms  of  corrected  NIMBUS  HRIR   data  showing  their  relation  to  sea-surface 
temperature  (after  Smith  et  al.,  1970). 

To  test  the  histogram  technique  on  additional  data,  Smith,  et  al.  (1970)  have  derived  sea 
temperature  data  for  the  North  Pacific  from  HRIR  data  and  compared  them  with  ship  reported 

temperatures.  The  rms  difference  of  97  observations  was  1.71  °K.  The  scatter  diagram  of  the  comparison  is 

shown  in  (F22.23).  The  relative  discrepancy  between  satellite  and  ship  data  is  less  than  1  °K. 

22.1.5  Cloud  Problem 

Although  the  data  averaging  technique  does  not  remove  the  influence  of  clouds  on  the  upwelling 

spectral  radiance,  both  the  high  temperature  technique  and  the  histogram  technique  remove  the  influence 
of  clouds  to  some  extent,  depending  on  the  nature  of  the  cloudiness. 

In  addition,  it  was  mentioned  in  the  discussion  on  the  two-band  model  22.1.3.2  for  correcting 
atmospheric  effects  that  there  is  a  possibility  of  correcting  for  certain  cloudiness  with  the  addition  of  one 

or  more  spectral  bands,  perhaps  in  the  visible  portion  of  the  spectrum.  This  is  probably  the  best  hope  for 

removing  the  influence  of  clouds  to  the  extent  that  absolute  sea  temperature  can  be  obtained  to  ±0.5  °K. 
This  section  was  written  while  at  sea  in  the  sub-tropics  on  a  cruise  of  three  weeks.  During  that  time 

I  made  a  special  effort  to  observe  the  horizontal  spacing  of  trade  cumulus,  and  smaller  fragments  of  these 

clouds,  relative  to  the  scan  spot  size  of  IR  sensors.  It  is  my  personal  feeling  that  the  concept  of  "looking 
between  the  clouds"  with  a  4  n  mi  resolution  satellite  radiometer  is  close  to  pure  fiction  for  many  areas  of 
the  tropics;  even  with  a  0.5  n  mi  resolution  sensor  the  occurrence  of  truely  cloud-free  data  will  be 

extremely  rare.  Perhaps  there  are  regions  over  the  earth's  oceans  which  are  systematically  cloud  free,  but  it 
is  my  impression  that  over  most  of  the  tropical  and  sub-tropical  oceans  trade  cumulus  and  small  cloud 
fragments  exist  a  high  percentage  of  the  time.  With  present  techniques  it  is  not  possible  to  remove  the 
effect  of  these  clouds  which  are  much  smaller  than  the  field  of  view  of  the  satellite  sensor.  Their  effect 
must  be  evaluated. 

Many  of  the  initial  problems  of  remote  sensing  of  sea  surface  temperature  have  been  solved  by  the 
investigators  whose  work  has  been  summarized  here.  The  cloud  problem  has  been  partially  solved  but  is 
still  a  serious  limitation  on  achieving  the  accuracies  needed  for  oceanography.  There  is  a  continuing  need 
for  theoretical  studies  of  radiative  transfer  in  realistic  atmospheres  including  both  clouds  and  aerosols,  and 
for  experimental  studies  to  evaluate  the  influence  of  clouds,  particularly  those  smaller  than  the  radiometer 
field  of  view,  on  the  spectral  radiant  emittance  of  the  earth  and  atmosphere. 
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Figure  22.22  Surface  temperatures,  °K,  derived  from  NIMBUS  3  HRIR  nighttime  data  orbit  681  on  June 
4,  1969.  Centered  values  in  each  box  were  derived  from  1°  latitude/longitude  histograms,  underlined 
values  from  3°  histograms.  Asterisks  are  BOMEX  ship  observations  and  C  denotes  indeterminate 
temperatures  due  to  excessive  cloudiness  (after  Smith  et  ai,  1970). 

22.2     Passive  Microwave  Detection 

Passive  microwave  detection  is  clearly  distinguished  from  active  microwave  detection.  An  active 
microwave  system,  such  as  a  radar,  emits  microwave  frequency  energy  which  is  reflected  from  natural 
surfaces;  the  characteristics  of  this  reflected  energy  can  be  used  to  identify  the  properties  of  the  surfaces 
from  which  it  was  reflected  or  backscattered.  Passive  microwave  detectors  measure  the  intensity  of 
microwave  energy  emitted  by  natural  surfaces. 

Present  microwave  technology  evolved  with  the  science  of  radio  astronomy.  The  first  successful 

measurement  of  radio  frequency  thermal  radiation  from  an  extra-terrestrial  source  (the  Milky  Way  Galaxy) 
was  obtained  in  1931  using  a  radio  receiver  at  20.5  MHZ  and  30  MHZ.  Radar  research  during  and  after 
World  War  11  has  provided  many  studies  of  the  propagation  of  radio  waves,  microwave  absorption  and 
scattering  in  the  atmosphere,  emission  of  the  sea  surface,  and  improved  technology  of  microwave 
radiometers.  An  excellent  summary  of  the  historical  development  of  microwave  ladiometry  is  given  by  Paris 
(1969). 
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Figure  22.23    Scatter  diagram  of  surface  temperatures  obtained  from  ships  and  inferred  from  NIMBUS  II 
HRIR  data  (after  Smith  et  al,  1970). 

The  basic  problem  in  passive  microwave  remote  sensing  is  to  measure  the  microwave  radiance  of  the 

ocean  and  atmosphere  (N)  and  to  infer  from  it  the  physical  state  of  these  media.  In  addition  to  temporal 
variation,  there  are  three  useful  detection  parameters  which  provide  data  for  interpretation.  These  are 
microwave  frequency,  v,  both  horizontal  and  vertical  polarizations,  P,  and  nadir  angle,  *. 

A  number  of  oceanic  and  atmospheric  variables  control  the  upward  microwave  radiance,  N  {v,  P, 

^);  they  are  sea-surface  temperature,  T^,  salinity,  S^,  roughness,  R^,  and  foam,  F^.  When  present,  sea  ice 
provides  a  different  microwave  emittance  than  that  of  the  sea  surface.  Atmospheric  water  vapor,  WV  , 
liquid  water,  LW^,  and  molecular  oxygen,  MO^,  also  modulate  the  upwelling  microwave  emission  from  the 
sea  and  atmosphere.  In  parametric  form  this  may  be  written  as, 

N(..  P,  *)  =  fd,.  S,,  R3,  F3,  LW,,  WV3,  MO3) 
(22:7) 
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Figure  22.24  shows  how  the  oceanic  and  atmospheric  variables  depend  on  frequency,  v,  alone. 
Since  P  and  ̂   have  not  been  specified  in  this  figure,  the  curves  are  qualitative  and  are  intended  only  to 

give  the  reader  an  indication  of  the  microwave  frequencies  at  which  oceanic  variables  have  the  greatest 
effect  on  microwave  emission.  The  temperature  sensitivity  curve,  for  example,  is  defined  as  the  ratio  of  the 

change  in  microwave  brightness  temperature  to  tlie  change  in  molecular  temperature  of  the  ocean  surface, 
ATd/AT  .  Because  of  the  emissive  properties  of  water,  maximum  temperature  sensitivity  occurs  at  a 

frequency  of  5-6  GHz.f 

In  the  case  of  salinity  sensitivity,  (F22.24),  maximum  sensitivity  occurs  at  a  frequency  of  about  1 
GHz.  At  higher  frequencies  the  microwave  brightness  temperature  is  practically  insensitive  to  salinity 
variations. 

Wind  increases  both  the  roughness  and  extent  of  foam  coverage  on  the  ocean  surface,  and  both  of 
these  variables  have  an  effect  on  the  emitted  microwave  brightness  temperature.  (F22.24)  shows  that  the 
greatest  combined  effect  of  roughness  and  foam  occurs  at  the  higher  frequencies  indicated,  about  10  GHz 
and  above,  and  that  roughness  and  foam  have  a  smaller  effect  at  frequencies  near  1  GHz.  The  effect  of 
roughness  and  foam  is  one  of  the  most  difficult  areas  to  interpret;  some  of  the  compUcations  are  discussed 
in  22.2.4. 

Microwave  emittance  of  water  is  much  less  than  of  thick  ice,  and  the  difference  is  only  slightly 
dependent  on  frequency  (F22.24).  Studies  of  sea  ice  have  shown  that  two  characteristic  types  of  sea  ice  have 

different  emittances  (Wilheit,  et  al.,  1971).  One  type  of  relatively  smooth,  thin  ice  termed  "first  year  ice"  has 
ice"  has  a  lower  emittance  than  the  second  type  described  as  "multi-year,  heavily  hummocked  ice."  This 
may  lead  to  some  ambiguity  in  determining  the  percentage  of  ice  cover  by  passive  microwave  detection, 
unless  polarization  measurements  are  obtained. 
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Figure   22.24    Quantitative  atmospheric   transmission  curve,  adapted  from  Huston,  (1971),  and  qualitative 
relationships  between  microwave  brightness  temperature  and  various  oceanic  variables. 

tGHz  =  10'  cycles  per  second  (one  giga  Hertz). 
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Figure   22.25    Natural   microwave   radiation   emanating  from   a  smooth   ocean  surface  (left)  and  a  foam 
covered  ocean  surface  (right)  (adapted  from  Hotter,  1970). 

The  atmospheric  transmission  curve,  (F22.24),  shows  the  effects  of  water  vapor  and  molecular 

oxygen  on  microwave  transmission.  An  atmospheric  window  is  located  at  80-100  GHz  and  a  strong 
molecular  oxygen  absorption  band  at  60  GHz.  The  highest  frequency  wdndow  in  which  satellite  microwave 

measurements  can  be  obtained  presently  is  3045  GHz,  because  at  80-100  GHz  flyable  low-noise 
radiometers  are  not  yet  available  (Huston,  1971).  The  window  at  30-45  GHz  is  somewhat  affected  by  the 
water  vapor  absorption  band  centered  at  22.235  GHz.  The  effect  of  this  band  must  be  considered  to 
frequencies  as  low  as  10  GHz,  below  which  water  vapor  is  relatively  transparent. 

Water  droplets  in  the  atmosphere,  in  clouds  and  rain,  also  have  an  effect  on  microwave  propagation. 
Both  absorption  and  emission  due  to  cloud  water  droplets  increase  as  the  square  of  the  microwave 
frequency.  The  result  is  that  the  presence  of  water  droplets  increases  atmospheric  absorption  and  emission 
in  the  35  to  90  GHz  windows,  but  has  a  much  less  significant  effect  at  frequencies  in  the  window  below 
10  GHz. 

The  curves  presented  in  (F22.24)  are  intended  to  give  the  reader  a  simple  interpretation  of  the 
frequency  dependence  of  changes  in  temperature,  salinity,  and  other  variables  of  the  ocean.  Subsequent 
sections  will  provide  further  discussion  on  these  variables  and  will  show  that  in  addition  to  being  frequency 

dependent,  they  are  dependent  on  polarization,  P,  and  viewing  angle,  ̂ .  So  the  reader  should  be  aware 
that  the  magnitude  of  the  sensitivity  functions  in  (F22.24)  will  change  for  other  combination  of  P  and  *. 

22.2.1  Theory 

As  in  22.1.2,  the  notation  and  some  of  the  discussion  in  this  section  follows  that  of  Holter  (1970) 
and  Simon  (1966). 

Planck's  fundamental  radiation  equation,  presented  in  (22:1)  gives  the  spectral  distribution  of 
radiation  from  a  perfect  radiator,  called  a  blackbody,  with  uniform  temperature.  An  approximation  valid 
for  long  wavelengths  is  obtained  from  (22:1)  by  expanding  the  exponential  function  and  retaining  only  the 
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Figure  22.26  The  polarized  emissive  temperature  of  a  flat  sea  surface  versus  the  thermometric  temperature 
of  the  sea  surface  for  frequencies  of  1,  5.4,  9.2,  15.8,  19.35,  22.235,  and  34  GHz  and  for  a  salinity  of 
35  7oo  (after  Paris,  1969). 

Figure  22.27  Radiometric  temperature  sensitivity  to  changes  in  molecular  temperature,  for  calm  sea, 

vertical  polarization,  270<T^<  303  °K  (after  Huston,  1971). 

first-order  term: 

W 

BX 

-  Ci 

X^
 

(22:8) 

This  is  the  Rayleigh-Jeans  Lawf  which  is  a  good  approximation  when  the  product  XTj  is  greater  than  10^ 
micron  degrees,  and  is  valid  for  microwave  emission  from  the  earth's  surface  which  is  the  order  of  10^ 
micron  degrees.  The  importance  of  this  approximation  in  microwave  work  is  tliat  the  spectral  radiant 

emittance  of  a  surface,  W^^,  is  proportional  to  the  first  power  of  the  absolute  temperature.  This  simplifies 
the  notation  and  many  calculations. 

22.2.1.1    Brightness  Temperature 

A  commonly  used  term  in  microwave  work  is  brightness  temperature,  T This  is  often  termed 

effective  target  temperature  by  investigators  to  refer  to  the  case  where  a  target  does  not  completely  fill  the 
field  of  view  of  the  sensor.  The  definition  of  brightness  temperature  evolves  from  basic  radiation  principles, 

discussed  in  22.1.2,  that  radiation  emanating  from  a  surface  is  made  up  of  three  parts:  a  self-emitted 
component,   a  reflected  component,  and  a   transmitted  component.  These   are   shown  schematically   in 

fXhis  approximation  and  Planck's  law  are  given  in  most  basic  textbooks  on  modern  physics. 
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(F22.25).  By  (22:8)  the  self-emitted  microwave  component  is  proportional  to  the  molecular  temperature, 
Tq.  Thus,  an  effective  temperature  of  a  surface  can  be  defined  as 

Te  =  ̂ }Jo  (22:9) 

Similarly,  effective  temperature  contribution,  T     and  T  ,  due  to  the  surface  spectral  reflectance,  p\ ,  and 

transmittance,  t-^,  can  be  written  as. 

Tp  =  PxTi  (22:10) 

Tr  -  •^aV  (22:11) 

where  Tj  and  Tj'  are  terms  proportional  to  the  radiation  incident  on  the  surface  from  above  and  below, 
respectively.  The  brightness  temperature,  is  thus  the  sum  of  these  three  terms,  i.e., 

Tb  =  'X^o  +  PxTi  +  ̂ xTi'  (22:12) 

This  is  the  surface  temperature  which  would  be  measured  with  a  remote  microwave  sensor  having  an  ideal 
antenna,  assuming  no  atmospheric  attenuation.  It  would  agree  with  the  molecular  temperature  only  if  the 

surface  was  a  blackbody,  in  which  case  /0^  =  r^  =  0  and  e^  =  1. 
Applying  these  principles  to  the  ocean  surface,  one  can  visualize  from  (F22.25)  that  if  the  ocean 

has  a  smooth  surface,  without  foam,  and  if  the  molecular  temperature  is  constant  in  the  near  surface 

(active)  layer,  then  the  brightness  temperature  has  only  two  components:  the  self-emitted  and  reflected 
components.  In  this  special  case,  t-\=  0.  However  with  foam,  all  three  components  are  present:  the 
self-emitted  component  is  radiation  from  the  foam;  the  reflected  component  is  microwave  radiation  from 
the  atmosphere  and  cosmic  sources  reflected  by  the  foam;  and  the  transmitted  component  is  radiation  from 

the  near-surface  active  layer  of  the  ocean  transmitted  by  the  foam.  Second  order  terms  are  present  but  are 
not  shown  here  for  simplicity. 

Theoretical  radiative  transfer  models  have  been  developed  by  a  number  of  investigators  in  order  to 
calculate  the  three  components  of  brightness  temperature.  Particularly  valuable  work  has  been  done  by 

Paris  (1969,  and  1971),  Hidy,  et  al.,  (1971),  Stogryn  (1967),  Lewis,  et  al.,  (1954),  and  McMahon  (1950), 
among  others. 

22.2.1.2    Polarization 

Because  the  emitted  microwave  radiation  is  polarized,  it  is  convenient  to  divide  the  radiance  field 

into  two  components- the  vertical  and  horizontal  polarized  radiance.  Then  the  total  spectral  radiance  is  the 
sum  of  the  two  polarized  spectral  radiance  components,  i.e., 

where  Nj^  has  units  of  ergs/cm^  sec  sr  jum.  In  general,  N-^  and  N^^^  are  not  equal. 
For  purposes  of  notation  the  subscript  P  will  be  used  whenever  either  horizontal  or  vertical 

polarization  is  applicable.  For  example,  the  effective  temperature,  Tg  can  be  expressed  as  the  polarized 
effective  temperature,  T^p,  if  it  represents  either  of  the  two  polarized  components.  Similarly,  the  brightness 
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temperature,  Tp,  can  be   termed  polarized  brightness   temperature  Tpp  if  it  expresses  either  polarized 
component. 

22.2.2  Ocean  Temperature 

Some  investigators  have  developed  radiative  transfer  models  in  order  to  study  how  the  microwave 
radiant  emittance  of  an  active  surface  layer  varies  with  temperature  and  dielectric  properties  of  the  layer. 
With  such  models,  these  investigators  are  able  to  determine  how  the  microwave  component  varies  with  the 
detection  parameters  of  frequency,  v,  polarization,  P,  and  nadir  angle,  ̂ .  Such  models  are  particularly 
useful  because  they  allow  one  to  simulate  a  wider  range  of  conditions  that  occurs  in  nature  or  to  examine 
problems  which  cannot  be  investigated  easily  in  nature. 

A  simple  model  used  by  Paris  (1969)  and  others  is  that  of  a  smooth  sea-air  interface  and  an  active 
surface  layer  which  reflects,  absorbs,  and  emits  microwave  energy  and  is  homogeneous  in  both  temperature 

and  dielectric  properties.  This  active  layer  has  a  thickness  of  only  a  few  wavelengths.  For  the  case  of  a 

smooth  interface,  one  may  use  Fresnel's  Law  to  predict  the  polarized  components  of  reflectance  and 
emmitance,  which  leads  directly  to  a  calculation  of  the  polarized  effective  temperature,  Tgp.  Calculations 

with  this  model  have  been  carried  out  by  Paris  (1969)  for  molecular  temperatures  ranging  from  0  to  30  °C 
and  for  various  microwave  frequencies.  The  results,  shown  in  (F22.26),  indicate  that  at  some  frequencies 
the  sea  surface  temperature  does  not  uniquely  determine  the  polarized  effective  temperature.  At  15.8, 
19.35,  and  22.235  GHz,  for  example,  two  sea  surface  temperatures  yield  the  same  polarized  effective 
temperature  value.  Another  interesting  feature  of  (F22.26)  is  that  at  5.4  GHz  the  polarized  effective 
temperature  increases  with  surface  temperature,  but  at  1.0  GHz  it  decreases  with  surface  temperature. 
Obviously,  the  emissivity  of  a  flat  sea  surface  is  dependent  on  both  microwave  frequency  and  molecular 
temperature.  These  computations  also  show  that  maximum  sensitivity  to  surface  temperature  change  occurs 
near  5  GHz.  This  is  shown  more  cleariy  in  (F22.27)  which  indicates  a  sharp  maximum  in  the  ratio  of  the 

change  of  polarized  effective  temperature  to  that  of  molecular  temperature.  The  maximum  is  located  at  5-6 
GHz.  However,  above  20  and  below  2  GHz  the  ratio  becomes  negative,  indicating  that  warmer  water 

appears  to  be  colder  and  vice-versa. 
Additional  measurement  information  can  be  obtained  by  utilizing  the  detection  parameters  of 

polarization  and  nadir  angle.  (F22.28),  which  is  derived  from  the  calculations  of  Lewis,  et  al.  (1954)  shows 
that  the  spectral  emittance  of  a  smooth  ocean  surface  depends  on  both  these  detection  parameters.  For 

these  calculations  T^  =  293  °K  and  i'  =  23  GHz.  Maximum  emittance  is  obtained  with  a  nadir  angle  of 
about  80  degrees  with  vertical  polarization. 

The  calculations  in  this  section  assume  a  perfectly  smooth  surface,  however  the  reader  should  keep 
in  mind  that  surface  roughness  will  affect  the  polarized  microwave  emission  from  sea  water.  This  is 
described  in  detail  in  22.2.4. 

22.2.3  Salinity 

Salinity  is  an  important  oceanic  parameter  which  is  studied  on  a  global  scale  and  affects  microwave 

emission  at  certain  frequencies.  To  illustrate  this  frequency  dependence  of  brightness  temperature  on 

salinity,  Paris  (1969)  has  made  calculations  of  polarized  brightness  temperature  assuming:  (1)  T  =  10  °C; 
(2)  a  smooth  sea  surface;  (3)  4^  =  0;  (4)  a  standard,  cloudless  atmosphere;  and  (5)  a  measurement  height  of 
1  Km.  His  results  are  shown  in  (F22.29).  It  is  apparent  that  salinity  variation  affects  the  polarized 
brightness  temperature  for  a  frequency  of  1  GHz,  but  the  affect  is  insignificant  at  higher  frequencies.  This 
suggests  that  multifrequency  techniques  may  be  employed  for  measurement  of  sea  surface  molecular 
temperature  and  other  parameters,  with  one  channel  near  1  GHz  in  order  to  asses  the  salinity  of  the  active 
layer. 

Other  studies  have  shown  that  the  maximum  effect  of  salinity  on  polarized  brightness  temperature 

occurs  when  ̂   =  0  (Sirounian,  1968),  and  that  this  effect  increases  with  sea  surface  temperature  (Paris. 
1969). 

Some  investigators  have  proposed  using  the  S-band  frequency  of  2.69  GHz  to  determine  molecular 
temperature  of  the  ocean  surface.  They  must  therefore  consider  the  possible  uncertainty  due  to  salinity.  A 

set  of  such  uncertainty  curves  has  been  derived  by  Hidy  et  al.  (1971)  and  is  presented  in  (F22.30).  This 
shows  the  uncertainty  in  measured  molecular  temperature  due  to  variation  in  salinity  for  certain  water 
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Figure  22.28     Calculated  emittance  of  a  water  surface,  T   =  293  °K  and  v  =  23  GHz  (after  Lewis  et  al, 1 954). 

temperatures  and  a  frequency  of  2.65  GHz.  They  have  also  indicated  that  the  uncertainty  is  inversely 

proportional  to  frequency,  so  by  doubling  the  frequency,  the  uncertainty  is  reduced  by  approximately  a 
factor  of  2. 

There  is  geographical  variation  in  salinity  as  shown  in  F22.31.  The  change  in  salinity  from  equator 
to  pole  is  about  10  percent  which  would  cause  an  orbiting  microwave  2.65  GHz  radiometer  to  observe  a 

molecular  temperature  change  of  3  °K.  If  this  is  compared  to  the  actual  sea  surface  temperature  change  of 

35  °K  between  the  equator  and  pole,  it  is  apparent  that  first  order  corrections  for  the  geographical 
variation  of  salinity  must  be  appUed. 

Hidy,  et  al.,  (1971)  have  also  studied  the  temporal  variations  of  salinity  and  find  them  large  enough 

to  be  significant.  Daily  variations  of  0.5  percent  in  mid-oceans  surface  salinity  lead  to  an  uncertainty  in 

molecular  temperature  of  0.1-0.2  °K.  Seasonal  and  year-to-year  variations  produce  an  uncertainty  in  surface 
temperature  of  0.5  °K. 

Thus,  geographical  and  temporal  salinity  variation  in  the  world's  oceans  represents  a  small  but 
significant  uncertainty  in  interpreting  S-Band  2.65  GHz  radiometer  observations  for  sea  surface  tempera- 

ture. However,  these  variations  are  correctable  to  first  order  with  known  geographical  and  temporal 
variation  (Hidy,  et  al.,  1971). 

22.2.4  Sea  State- Roughness  and  Foam 

If  either  sea  surface  temperature  or  wind  speed  is  to  be  inferred  from  microwave  brightness 
temperature,  it  is  essential  that  the  effect  of  sea  state  on  microwave  emission  be  adequately  understood  for 

the  range  of  environmental  conditions  of  the  world's  oceans.  At  present  only  first  order  theoretical 
calculations  have  been  carried  out  on  the  effect  of  surface  roughness,  i.e.,  wave  slope,  and  there  is  no 

physical  theory  that  is  adequate  to  describe  the  effective  dielectric  constant  of  an  ocean  surface  covered 
with  foam.  Theoretical  and  experimental  data  which  are  available  suggest  that  the  brightness  temperature 
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Figure  22.29  The  polarized  brightness  temperature  of  sea  water  versus  salinity  for  a  water  temperature  of 
283  K,  for  an  incidence  angle  of  0° ,  for  frequencies  of  1,  5.4,  9.2,  15.8,  19.35,  and  34  GHz  and  for  an altitude  of  1  km  {after  Paris,  1969). 

increases  with  increasing  wind  speed,  although  this  relationship  is  critically  dependent  on  polarization  and 
viewing  angle.  At  lower  wind  speeds,  without  foam,  the  brightness  temperature  depends  on  the  RMS  wave 
slope,  whereas  when  foam  is  present  the  brightness  temperature  increases  appear  to  be  influenced  primarily 

by  foam. 

22.2.4.1    Roughness 

Investigators,  such  as  Stogryn  (1967)  and  Hidy,  et  al.  (1971),  have  developed  geometric  optics 
models  which  include  the  effect  on  microwave  emission  of  roughening  of  the  sea  surface  by  wind.  The 

procedure  is  to  assume  Fresnel's  Law  of  reflection  is  valid  at  a  particular  point  on  the  surface,  and  to 
compute  mean  polarized  emissivities  by  integration  of  the  wave  slope  distribution,  as  described  by  Buettner 
et  al.  (1968).  The  wave  slope  distribution  given  by  Cox  and  Munk  (1954a,  1954b)  is  used  for  expressing 
the  wave  slope  as  a  function  of  wind  speed. 

The  potential  use  of  detection  parameters,  P  and  Af,  in  determining  the  distribution  of  wave  slopes 
was  demonstrated  first  by  Stogryn  (1967).  He  calculated  the  brightness  temperature  versus  incidence  angle 
for  both  polarizations  at  19  GHz,  and  for  the  following  conditions: 

1.  An  active  ocean  layer  with  homogeneous  temperature  and  salinity  of  17  °C    and  36° /oo  (which 
are   representative  of  midlatitude  conditions). 

2.  An  ARDC  standard  atmosphere, 
3.  A  sensor  height  of  1  km,  and, 

4.  Surface  wind  speeds  of  0,  4,  8,  and  14  ms"' . 
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Figure    22.30     Uncertainty    in    molecular   temperature    T      measured   by   a  2.65  GHz  radiometer,   due   to 

changes  in  salinity  of  the  world's  oceans  (after  Hidy  et  ah,  1971). 

Stogryn's  calculations,  illustrated  in  (F22.32),  show  a  number  of  significant  features.  Brightness  tempera- 
ture strongly  depends  on  polarization,  as  previously  shown  for  the  smooth  ocean  case  in  (F22.28)  (Lewis  et 

al.,  1954).  For  vertical  polarization,  roughness  of  the  ocean  tends  to  increase  the  brightness  temperature  at 

^<55°,  but  decreases  it  at  ̂ >55°.  The  fact  that  vertically  polarized  brightness  temperature  is 
independent  of  wind  speed  at  ̂ '  =  55°  may  be  used  to  advantage  in  multi-frequency  scanning  from 
satellites.  For  horizontal  polarization,  ocean  roughness  produces  insignificant  changes  in  brightness 

temperature  at  ̂   =  0  and  has  maximum  change  at  ̂   values  near  60°.  The  principle  cause  of  this 
phenomenon,  appearing  in  both  vertically  and  horizontally  polarized  brightness  temperature,  is  the  change 
in  the  source  of  reflected  sky  radiation  which  results  from  wind  roughening  of  the  surface. 

The  theoretical  calculations  of  Stogryn  have  been  partially  substantiated  in  experimental  studies  by 
HoUinger  (1970).  Using  an  8.36  and  19.34  GHz  radiometer  from  an  ocean  tower  near  Bermuda,  Hollinger 

obtained  polarized  brightness  temperatures  for  nadir  angles  from  0-75°  and  for  wind  speeds  of  1.6  and  7.4 

ms'' .  His  results,  in  (T22.33),  show  no  significant  difference  between  the  measurements  at  these  two 
frequencies.  They  verify  the  reversal  in  wind  effect  on  vertically  polarized  brightness  temperatures  at  ̂   = 

55°  as  calculated  by  Stogryn.  They  are  in  excellent  quantitative  agreement  with  the  same  effect  on 
horizontally  polarized  brightness  temperature  at  ̂   =  55°,  as  is  evident  by  comparison  of  the  appropriate 
ATg. /Av  values  in  (F22.5).  The  only  significant  difference  is  the  wind  effect  on  horizontally  polarized 

temperatures  at  small  values  of  ̂ .  Stogryn's  theoretical  calculations  showed  minimal  wind  effect  as  4' 

approached  0°;  whereas  Hollinger's  experimental  data  show  a  diminishing  but  yet  significant  wind  effect  at 
15°<^<55°.  The  data  at  4'<  15°  may  be  anomalous  due  to  the  presence  of  the  tower  in  Hollinger's 
data  (Hollinger,  1970). 

The  tlieoretical  calculations  also  predict  very  little  dependence  of  tlie  wind  effect  on  microwave 
frequency.  However,  other  experimental  work  by  Hollinger  (1971)  shows  that  the  wind  effect  at  1.41  GHz 

is  only  about  1/3  of  that  at  19.34  GHz,  based  on  wind  speeds  in  the  range  0.5-13.5  m/sec.  The  appropriate 
numerical  values  are  given  in  (T22.5).  Thus,  there  is  an  important  discrepancy  between  theory  and  experiment 
on  the  degree  to  which  ocean  roughness  effects  are  frequency  dependent. 
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PACIFIC  OCEAN 

Figure  22.31    Average  distribution  of  sea-surface  salinity  for  the  Pacific  Ocean  in  parts  per  thousand  (after 
Muromtsev,  1963). 

22.2.4.2    Foam 

The  emissivity  of  foam  is  much  higher  than  that  of  the  sea  surface.  This  was  first  suggested  by 

Williams  (1969)  based  on  experimental  data,  and  was  supported  theoretically  on  the  basis  of  a  physical 
model  for  foam  by  Droppleman  (1970).  Recent  experimental  data,  reported  by  Ross  et  al.  (1970)  and 
Nordberg  et  al.  (1971),  indicate  that  over  typical  oceanic  whitecaps  the  brightness  temperature  may  by 

100  °K  higher  than  over  adjacent  foam-free  ocean  areas.  Such  a  temperature  anomaly  indicates  that  foam 
may  act  as  both  an  error  source  for  molecular  temperature  measurement  and  a  possible  useful  indicator  of 
wind  speed. 

Both  theoretical  and  experimental  studies  show  there  is  a  significant  increase  in  whitecap  coverage 

and  spray  density,  beginning  at  6-7  ms"'  (Monahan  1969,  and  Cardone,  1969).  Similarly,  the  aircraft 
microwave  radiometer  data  by  Nordberg,  et  al.  (1971)  suggest  a  significant  increase  in  microwave  brightness 

temperature  begins  at  about  6-7  ms~' .  They  used  a  horizontally  polarized  19.34  GHz  radiometer  and  from 
a  time  series  of  measurements  were  able  to  show  an  increase  in  brightness  temperature  as  a  function  of 

wind  speed  for  speeds  of  <5  to  25  ms"'  with  the  sensor  looking  directly  at  tlie  nadir.  Their  results  in 

(F22.34)  suggest  that  at  wind  speeds  >7  ms''  the  increase  in  brightness  temperature  is  due  to  an  increase 
in  foam  coverage.  It  is  apparent  from  their  study  that  a  determination  of  foam  coverage  is  critical  because 

only  a  few  percent  foam  coverage  can  cause  brightness  temperature  anomalies  of  about  2  °K. 
The  natural  variation  in  foam  coverage  on  a  global  scale  has  been  investigated  by  Blanchard  (1963) 

and  is  shown  in  (F22.35).  In  the  tropics  and  mid-latitudes  one  would  expect  2  percent  or  more  foam 
coverage  in  botli  summer  and  winter,  but  as  much  as  8-9  percent  at  higlier  latitudes.  A  first  order 
correction  in  brightness  temperature  will  be  necessary  at  certain  angles  and  polarization  in  order  to  correct 
for  foam. 
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Table  22.5    Summary  of  Brightness  Temperature  Sensitivity  to  Wind  Speed 
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Figure  22.32  The  polarized  brightness  temperatures  of  sea  water  versus  incidence  angle  for  horizontal  and 
vertical  polarization,  for  fully  developed  sea  driven  by  surface  winds  of  0,  4,  and  14  m/sec,  an  altitude 
of  1  km,  and  a  frequency  of  19.4  GHz  (after  Stogryn,  1967). 
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Figure  22.33  The  vertical  and  horizontal  components  of  brightness  temperature  of  the  sea  and  the 
percentage  of  polarization  (defined  as  the  ratio  of  the  difference  of  these  two  components  of  their  sum) 
at  8.36  and  19.34  GHz  are  plotted  as  a  function  of  incidence  angle  for  two  groups  of  measurements 
comprising  the  lowest  and  highest  sea  conditions  encountered.  The  solid  circles  represent  average  sea 
conditions  of  2.6  ml  sec  winds  with  1.6  meter  waves:  the  open  circles,  7.4  mjsec  winds  with  1.9  meter 
waves.  The  solid  line  has  been  calculated  for  a  specular  surface  (after  Hollinger,  1970). 
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Figure    22.34    Brightness  temperature  differences  between   observations  made  at  wind  speeds  <5  m  sec 
and  higher  wind  speeds  as  a  function  of  wind  speed  (after  Nordberg  et  al.,  1971). 

22.2.5  Ice 

There  have  been  many  excellent  studies,  such  as  that  of  Pascalar  and  Sakamoto  (1965),  which  show 
that  the  brightness  temperature  contrast  between  ice  and  water  is  quite  large  because  the  emissivity  of 

optically  thick  ice  is  in  the  range  0.8-1.0,  whereas  that  of  water  is  only  about  0.4-0.5.  This  natural 
difference  in  their  emissivities  might  possibly  be  employed  in  remote  sensing  to  determine  the  extent  of 
open  water  in  the  arctic  ice  pack. 

Studies  by  Badgley  (1966)  of  polar  ocean  areas  have  suggested  that  the  heat  flux  from  the  ocean  to 
the  atmosphere  is  at  least  two  orders  of  magnitude  greater  in  open  water  areas  of  the  ice  pack  than 
through  the  ice  pack  itself.  Other  studies  have  indicated  that  at  any  time  of  the  year  as  much  as  10  percent 

of  the  Arctic  Ocean  may  be  open  water,  resulting  from  polynyas  (large  cracks)  and  leads  (small  cracks)  in 
the  ice  pack  (Wittman  and  Schule,  1966).t  Hence  the  ocean  to  air  heat  flux  in  ice  covered  ocean  regions  may 
be  monitored  through  microwave  sensing  by  measurement  of  the  relative  amount  of  open  water. 

Because  the  open  water  leads  may  be  relatively  narrow,  antenna  beamwadths  must  be  small  enough 
to  resolve  therh.  With  the  restrictions  imposed  by  space  craft  on  antenna  sizes,  this  requires  high 
frequencies.  However  the  attenuation  due  to  water  vapor  and  oxygen  limit  the  choices.  The  window  centered 
near  37  GHz  is  the  highest  frequency  range  which  can  be  used  successfully  because  of  the  attenuating  and 
emitting  effects  at  higher  frequencies  of  molecular  oxygen  and  water  droplets  in  the  atmosphere. 

Recently  in  experimental  studies,  Wilheit,  et  al.,  (1971)  discovered  that  year-old,  smooth  ice  has  a 
lower  emissivity  than  older,  more  heavily  hummocked  ice.  This  would  lead  to  an  ambiguity  in  determining 
the  relative  amount  of  open  water  by  observation  of  emissivity  contrast.  Fortunately,  the  difference  in 
emissivity  between  the  two  ice  types  is  relatively  independent  of  polarization  and  is  proportional  to 
frequency  (up  to  37  GHz),  whereas  the  emissivity  contrast  between  water  and  ice  is  strongly  dependent  on 
polarization.  Thus,  with  a  measurement  of  both  polarizations,  the  environmental  variables  can  be  resolved. 

The  large  emissivity  contrast  between  ice  and  water  has  been  used  by  the  U.  S.  Coast  Guard  to 
locate  and  track  icebergs  in  the  North  Atlantic  Ocean  (Roeder,  1967).  Such  an  iceberg  target  must  be 
sufficiendy  large  within  the  field  of  view  to  give  a  detectable  emissivity  contrast  from  tlie  ocean 
background. 

fcited  by  Wilheit  et  al.,  (1971). 



Passive  Microwave  Detection 22-37 

60  50  *0  30  20  10 

NORTH  LATITUDE 

10  20  30  40  50 

SOW^H  LATITUDE 

60 

Figure  22.35  The  latitudinal  variation  of  the  world  ocean  whitecap  distribution.  The  upper  set  of  curves 
give  the  percentage  coverage  during  the  winter  and  summer  seasons.  The  lower  set  gives  the  area  of  the 
sea  surface  that  is  covered  with  whitecaps.  The  bump  in  the  June-August  curves  near  the  equator  reflects 
the  monsoons  in  the  Indian  Ocean  (after  Blanchard,  1963). 

22.2.6  Atmospheric  Extinction  and  Emission 

Microwave  emission  by  the  atmosphere  affects  remote  sensing  of  oceanographic  variables  in  two 

ways.  One  is  that  the  atmosphere  itself  is  a  source  of  microwave  illumination  for  tlie  ocean  surface,  and 

because  of  the  relatively  high  reflectivity  of  the  surface,  a  remote  detector  would  receive  the  combined 

microwave  emission  of  die  ocean  and  atmosphere.  Clearly  the  atmospheric  portion  must  be  evaluated  in 

order  to  interpret  the  emission  from  the  ocean  alone.  Secondly,  tlie  atmosphere  attenuates  microwave 

radiation  from  the  ocean  surface,  tending  to  limit  the  information  available  for  detecting  oceanographic 
variables.  Only  a  limited  discussion  of  these  atmospheric  effects  will  be  presented  here  because  they  are 
discussed  in  other  chapters  of  tliis  volume. 

The  reader  will  recall  from  (F22.24)  there  are  two  relatively  broad  atmospheric  windows  on  either 

side  of  the  60  GHz  oxygen  absorption  band;  these  windows  are  shown  in  greater  detail  in  (F22.36). 

Although  the  80-90  GHz  window  has  a  higli  transmissivity,  it  has  only  limited  usefulness  because  of  tlie 

relatively   large   Influence   of  liquid   water  drops  at   those   frequencies.   Thus,  the  window  on  the  lower 
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Figure  22.36    Transmission  for  1  Km  path.  Attenuation  due  to  atmospheric  oxygen  and  water  vapor.  Solid 

curve:  p  =  760  mm  Hg.;  T  =  20  °C;  water  vapor  =  7.5  gm/M^  (adapted  from  Meyer,  1966). 

frequency  side  of  the  60  GHz  absorption  band  is  most  promising  for  passive  microwave  sensing.  Here 

transmissivities  are  relatively  high  at  frequencies  below  40  GHz.  However,  a  water  vapor  absorption  Une  is 

centered  at  22.235  GHz,  as  shown  in  (F22.37),  and  it  has  a  significant  influence  on  atmospheric  absorption 

at  frequencies  as  low  as  5-10  GHz,  depending  on  the  amount  of  water  vapor. 

Galactic  and  cosmic  background  radiation  becomes  relatively  large  at  frequencies  below  1  GHz  and 

can  usually  be  ignored  at  frequencies  above  2  GHz  (Hidy,  et  al.,  1971). 

As  long  as  liquid  water  droplets  in  clouds  are  much  smaller  than  microwave  wavelengths,  scattering 

is  assumed  negligible  and  the  absorption  of  cloud  water  is  (1)  approximately  proportional  to  the  square  of 

the  frequency,  (2)  directly  proportional  to  hquid  water  content  in  the  path,  and  (3)  independent  of  the 

drop  size  distribution  (Huston,  1971).  Calculations  by  Gunn  and  East  (1954)  indicate  the  absorption  of  ice 

in  clouds  is  roughly  an  order  of  magnitude  less  than  that  for  liquid  water. 

It  is  considerably  more  difficult  to  evaluate  the  influence  of  hydrometeors  in  microwave  attenuation 

than  to  evaluate  the  influence  of  cloud  droplets  because  hydrometeors  are  large  enough  to  approach 

microwave  wavelengths.  Thus,  both  scattering  and  absorption  must  be  considered.  Gunn  and  East  (1954) 

obtained  calculations  of  radiation  attenuation  with  precipitation  and  found  that  (1)  attenuation  was 

roughly  proportional  to  precipitation  rate,  and  (2)  snow  fall  effects  are  at  least  two  orders  of  magni
tude 

less  than  liquid  water. 

22.3     Ocean  Color  Detection-Chlorophyll 

A  discussion  of  ocean  color  introduces  a  new  aspect  to  remote  sensing  beyond  the  physics  of  light 

alone- that  is,  use  of  color  stimulation  of  the  human  eye  for  discrimination  of  differences  in  scene 

illumination.  Probably  the  first  remote  sensing  of  the  sea  was  by  early  saUors  who  used  color  to 

discriminate  ocean  depth.  This  technique  is  still  used  today. 
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Figure  22.37  The  absorption  coefficient  of  molecular  oxygen  and  water  vapor  at  sea  level  versus  frequency 
for  a  temperature  of  293  K  and  for  water  vapor  densities  of  0,  3.  7.5,  and  17  grams  per  cubic  meter 
(after  Paris,  1969). 
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Figure  22.38    Color  of  the  sea  as  indicated  in  percent  of  yellow  according  to  the  Forel  scale  (according  to 
Schott  (1942)  from  Sverdrup.  et  ai.  (1942)  ). 
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Figure  22.39    Chromaticity  Diagram  (after  Ewing,  1969). 

Solar  radiation  tliat  penetrates  tlie  sea  makes  possible  photosynthesis  in  green  plants  which  are 
primarily  phytoplankton.  Because  the  production  of  all  marine  creatures  depends  on  the  growth  of 
phytoplankton,  it  is  important  to  assess  the  possibility  of  measuring  the  concentration  of  phytoplankton  in 

the  world's  oceans  by  remote  sensing  techniques. 
Altliough  direct  measurement  cannot  be  made,  it  is  known  tliat  light  which  penetrates  tlie  sea  is 

absorbed  and  scattered  by  the  particulates  and  dissolved  materials,  of  which  chlorophyll  is  an  active 
absorber.  Because  high  concentrations  of  chlorophyll  are  known  to  contain  large  populations  of 
phytoplankton,  color  of  liglit  emerging  from  die  ocean  may  be  used  to  discriminate  concentration  of 

phytoplankton,  and  hence  regions  of  high  productivity  (Clarke,  et  al.,  1969). 

22.3.1  Color  Perception  Metliods 

Oceanographers,  over  the  past  decades,  have  obtained  measurements  of  ocean  color  and  clarity  for 
use  in  ocean  watermass  analysis.  These  color  determinations  have  been  obtained  by  lowering  a  Secchi  disc 
one   meter  below  the  surface  and  comparing  the  apparent  color  of  the  disc  with  each  of  eleven  tubes 
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Figure  22.40     Absorption  and  Scattering  of  Distilled  Water  (after  Hulbert.  1945). 
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containing  colored  water  samples  ranging  from  blue  to  green.  The  advantage  of  such  a  technique  is  that  it 
is  affected  to  only  a  minor  degree  by  the  atmosphere.  However,  it  is  deficient  because  it  is  based  on  a 
subjective  judgment,  has  a  color  resolution  of  only  one  part  in  eleven,  presents  serious  global  sampling 
problems,  and  varies  as  a  function  of  cloud  cover. 

The  Forel  Scalef  color  determinations  were  begun  in  the  late  1800's  and  were  improved  by  Kalle 
(1938)  with  the  development  of  a  comparitor  which  allowed  the  observer  to  produce  a  color  with  red, 

green,  and  blue  filters  matching  that  observed  in  the  sea.  The  three  colors  represent  the  primary  colors  of 
the  color  triangle  of  the  Young-Helmholtz  theory  of  color  vision  (Neumann  and  Pierson,  1966  and  Jeriov, 
1968). 

In  spite  of  the  areal  sampling  problem  with  ocean  color  measurements,  Schott  (1942)  has  shown 
that  the  distribution  of  color  over  the  Atlantic  Ocean  ranges  from  deep  blue,  Forel  Scale  0,  in  the  Sargasso 

Sea  to  greenish  or  yellow-green  colors  in  equatorial  regions,  near  shore,  and  at  high  latitudes.  Schott's  map 
is  shown  in  (F22.38).  Neumann  and  Pierson  (1966)  point  out  that  this  map  reveals  a  close  relationship 
with  a  map  (not  shown  here)  of  the  vertical  extinction  coefficient  of  surface  water  in  the  Atlantic  Ocean 

obtained  by  Joseph  and  Wattenberg  (1944).  This  provides  evidence  of  an  apparent  large-scale  relationship 
between  oceanic  particulates  and  ocean  color,  and  also  provides  some  hope  for  satellite  remote  detection 
on  this  spatial  scale. 

22.3.1.1    Chromatid ty  Coordinates 

A  completely  objective  method  of  determining  color  is  by  color  analysis  in  CLE.  chromaticity 
coordinates  (Anonymous,  1957).  This  numerical  defmition  of  color  is  based  on  tristimulus  values  of  the 

spectrum  colors,  red,  green,  and  blue.  Each  color  has  standardly  defmed  spectral  response  values.  The  green 
values  are  identical  with  the  standard  luminosity  curve  for  photoptic  vision  of  the  human  eye  (Committee 
on  Colorimetry,  1966).  A  plot  of  pure  color  in  chromaticity  coordinates  is  called  the  spectrum  locus  and 

defines  a  horseshoe-shaped  boundary  of  the  color  space  (see  F22.39).  The  chromaticity  coordinates  are 
taken  nominally  as  the  red  and  green  trichromatic  coefficients.  By  definition  white  light  is  located  only  at 
the  central  coordinate  point  (.333,  .333). 

Ewing  (1969)  has  presented  on  a  chromaticity  diagram  an  example  of  the  color  variation  of 
backscattered  light  from  the  ocean  and  from  the  land  at  Cape  Cod,  Mass.,  obtained  by  aircraft 

measurements  at  500  ft.  altitude.  The  diagram  is  shown  in  (F22.39).  Clearly  there  is  a  distinct  color 

separation  between  the  measurements  over  and  adjacent  to  Cape  Cod,  2-5,  as  compared  to  those  over  clear 
ocean  water,  1  and  6.  The  dominant  wavelength  is  another  term  associated  with  the  chromaticity  diagram 

and  is  defined  by  extending  a  line  from  the  central  (white  light)  point,  through  the  point  in  question  to 
the  spectrum  locus.  In  (F22.39)  the  clear  ocean  points,  1  and  6,  have  a  dominant  wavelength  of  .478  nm.  This 
is  slightly  higher  than  the  wavelength  of  maximum  transmission  for  the  clearest  oceans,  about  .470  ̂ tm  (Jeriov, 
1968). 

The  chromaticity  coordinate  technique  appears  to  be  a  useful  but  laborious  method  for  discrimina- 
ting color  information  from  either  properly  obtained  photographic  data  or  spectral  radiance  data. 

22.3.2  Spectral  Radiance 

Apart  from  human  color  perception,  it  is  possible  to  specify  color  objectively  as  the  spectral 
radiance  of  a  particular  scene.  In  this  defmition,  color  need  not  be  restricted  to  the  visible  portion  of  the 
spectrum  and  could  include,  for  example,  spectral  radiance  in  the  near  IR  as  well.  This  section  will  discuss 
the  use  of  spectral  radiance  in  remote  detection  of  ocean  chlorophyll  and  productivity.  The  established 
convention  of  relating  color  to  wavelength  is  given  in  (T22.6). 

It  is  of  interest  to  consider  the  path  of  solar  radiation  before  it  reaches  a  remote  sensor.  Of  the 

solar  illumination  impinging  on  the  upper  atmosphere,  about  75  percent  of  this  broad-band  radiation 
reaches  and  is  transmitted  downward  through  the  ocean  surface.  Once  in  the  ocean  photic  zonett  the 

fForel  (1895  and  1901). 

ffPhotic  zone  is  defined  as  the  oceanic  layer  with  upper  limit  at  the  surface  and  lower  limit  at  a  level  where  the  irradiance 
is  reduced  to  1  percent  of  the  surface  value. 
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Figure  22.41     Percent  Transmission  of  Clear  Waters  (according  to  Clarke  and  James  (1939)  and  Smith  and 
Tyler  (1967).  after  Ramsey,  1968). 
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radiaton  is  scattered  and  absorbed  by  particles,  solutes,  and  the  water  itself  in  a  complex  way.  A  large 

portion  of  the  radiation  is  scattered  forward;  a  small  but  spectrally  significant  portion  is  back-scattered  to 
the  surface.  The  color  of  this  backscattered  Hght  is  critically  dependent  on  the  concentration  of  particles 
and  solutes  in  the  water.  Pure  water  backscatters  predominantly  blue  light  with  a  dominant  wavelength 

near  .470  jum;  however,  particulates  including  chlorophyO,  and  solutes  including  yellow  substance,  in  some 
ocean  waters,  tend  to  shift  the  dominant  wavelength  toward  higher  values  causing  the  ocean  to  appear  green, 

yellow-green,  or  brown.  This  relatively  small  back-scattered  light  which  emerged  from  the  sea  surface 
traverses  the  atmosphere  with  some  attenuation,  finally  reaching  the  remote  aircraft  or  satellite  detector. 
Also  reaching  the  detector  is  light  from  two  other  sources;  (1)  that  reflected  by  the  sea  surface,  and 
(2)  that  scattered  upward  by  atmospheric  molecules  and  aerosols.  Thus,  remote  sensing  of  oceanic 
chlorophyll  requires  the  interpretation  of  upwelling  spectral  radiance  which  is  the  sum  of  three 
components,  one  of  which  varies,  in  part,  because  of  variations  in  chlorophyll. 

Only  the  backscattered  spectral  radiance  of  the  photic  zone  will  be  discussed  in  the  following 
sections.  For  a  discussion  of  the  sea  surface  and  atmospheric  radiation  components,  the  reader  is  referred 

to  an  excellent  review  of  the  subject  by  Ramsey  (1968). 

22.3.2.1  Absorption  and  Scattering  of  Pure  Ocean  Water 

Progress  in  the  investigation  of  the  attenuation  of  pure  water  was  relatively  slow,  because  the 

measurements  were  handicapped  by  the  difficulty  of  preparing  pure  water.  However,  it  is  generally  thought 
that  Clarke  and  James  (1939)  have  been  successful  in  preparing  pure  water,  and  their  values  of  attenuance 
(beam  attenuation)  for  the  visible  region  are  representative  (Jerlov,  1968). 

A  comparison  of  the  attenuance  data  by  Clarke  and  James  and  the  scattering  data  for  pure  water  by 

LeGrand  (1939)  indicates  that  the  attenuation  is  primarily  due  to  absorption  rather  than  scattering.  This  is 
also  verified  by  the  data  of  Hulbert  (1945)  shown  in  (F22.40).  Pure  water  has  highly  selective  absorption 
prpperties  and  acts  essentially  as  a  monochromator  for  blue  light  near  .470  jum,  as  shovm  in  the 
transmittance  curve,  (F22.41),  for  distilled  water  from  Clarke  and  James  (1939). 

The  question  arises  whether  the  addition  of  sea  salts  changes  the  attenuance  of  pure  water.  To 
answer  this,  Clarke  and  James  filtered  clear  ocean  water  from  the  Sargasso  Sea  and  compared  its 
transmittance  with  that  of  pure  water.  They  found, (F22.41),  no  significant  difference  between  the  pure 
water  and  filtered  Sargasso  Sea  water.  Their  finding  was  verified  by  Sullivan  (1963).  The  conclusion  is  that 
sea  salts  exert  little  or  no  influence  on  visible  light  attenuation.  Slight  effects  have  been  studied  by  Morel 

(1966). 

22.3.2.2  Absorption  by  Yellow  Substance  and  Chlorophyll 

Natural  ocean  water  contains  both  solutes  and  particles  which  alter  significantly  the  radiative 
properties  of  pure  water.  This  became  apparent  from  the  work  of  Clarke  and  James  who  obtain 
transmittance  spectra  on  filtered  water  samples  from  turbid,  coastal  areas  as  well  as  from  Sargasso  Sea 
water.  They  found  (F22.42)  that  even  after  careful  filtration  and  removal  of  all  suspended  matter,  the 
extinction  of  light  remained  much  greater  in  filtered  coastal  water  than  for  both  pure  water  and  filtered 
Sargasso  Sea  water.  This  indicates  that  turbid  matter,  remaining  in  the  coastal  water  after  filtering,  is  the 
major  cause  of  selective  extinction  at  short  wavelengths  (blue). 

Evidence  suggests  that  filter-passing  turbidity  matter  is  probably  due  to  dissolved  organic  substances. 
Kalle  (1938)  has  shown  that  sea  water,  especially  in  coastal  areas,  contains  soluble  pigments  of  yellow  color 
which  are  chemically  related  to  humic  acids.  This  yellow  substance  represents  fairly  stable  metabolic 
products,  mainly  carried  into  the  sea  by  rivers  but  probably  also  produced  in  ocean  water  as  a  result  of 

plankton  metabolism  (Neumann  and  Pierson,  1966).  Yellow  substance  plays  an  important  part  in  explaining 
the  transition  of  the  color  of  sea  water  from  blue  to  green.  The  spectral  absorption  data  for  yellow 

substance  (F22.43)  show  a  strong  increase  in  absorption  at  shorter  wavelengths,  which  tends  to  shift  the 
wavelength  of  maximum  transmission  of  light  in  water  from  near  0.470  ̂ im,  blue,  to  the  longer  yellow  or 
green  wavelengths. 

Although  tlie  absorption  spectrum  of  plant  leaves  is  relatively  well  known,  that  for  living 
phytoplankton  has  had  much  less  attention.  Yentsch  (1960,  1962)  has  provided  particularly  useful 
information  in  this  area.  He  has  examined  the  absorption  of  various  living  phytoplankton  groups  and 
compared  them  with  a  natural  population  of  phytoplankton  sampled  from  ocean  water  near  Woods  Hole, 
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Figure  22.42  (a)  Spectral  extinction  of  coastal  water  (1)  before  and  (2)  after  filtering,  in  comparison  with 

double-distilled  water  (3j.  (b)  Spectral  extinction  of  Sargasso  Sea  water  (1)  before  and  (2)  after  filtering, 
in  comparison  with  double-distilled  water  (3).  The  scale  for  curve  3  (double-distilled  water)  is  on  the 
right-hand  side  of  the  figures  and  vertically  displaced  with  respect  to  the  scale  for  curves  1  and  2 
(according  to  Clark  and  James  (1939),  after  Newmann  and  Pierson  (1966)  ). 

Figure  22.43    Absorption  curve  of  yellow  substance  (after  Jerlov,  1948). 

Massachusetts  (Yentsch,  1960).  His  results,  in  (F22.44)  show  that  all  of  the  populations  exhibit  (1)  a 
strong,  broad  absorption  maximum  in  the  blue  related  to  chlorophyll  and  carotenoid  absorption,  (2)  an 
absorption  minimum  in  the  green,  and  (3)  a  minor  absorption  maximum  at  .680  )um  due  to  chlorophyll  a 
(Yentsch,  1960).  This  suggests  that  naturally  occurring  phytoplankton  populations  in  the  oceans  may  have 
sufficiently  uniform  absorption  properties  that  their  concentration  can  be  detected  and  quantified  by 
spectral  signature  or  radiance  integral  inversion  techniques. 

In  order  to  improve  the  computational  utility  of  his  data,  Yentsch(1960)  determined  the  combined 

absorption  coefficient  of  pure  water  and  chlorophyll  in  varying  concentration  from  0.5-200  mg/m^ .  His 
spectral  absorption  curves,  in  (F22.45),  show  clearly  the  strong,  broad  absorption  band  in  the  blue  and  the 
sharp  absorption  peak  at  .680  ixm.  Of  particular  interest  is  the  shift  in  minimum  absorption  from  the 

blue-green  to  the  green-yellow  part  of  the  spectrum.  It  may  be  of  interest  to  the  reader  mentally  to  combine 
the  pure  water  absorption  in  (F22.40)  with  the  phytoplankton  absorption  in  (F22.44)  in  order  to  see  the 

similarity  of  the  result  of  this  combination  with  Yentsch's  combined  absorption  in  (F22.45). 

22.3.2.3    Calculations  of  Backscattered  Light 

Hulbert  (1943)  derived  a  general  expression  for  back-scattered  light  from  the  sea,  including  also  the 

effect  of  surface  refiection.  Ramsey  (1968)  has  used  this  expression  togetlier  with  Yentsch's  absorption 
coefficient  for  pure  water  and  plant  pigments,  (F22.45),  in  order  to  calculate  the  spectral  reflectance  of  the 
deep  ocean  for  a  given  solar  zenitli  angle  and  atmospheric  turbidity.  His  results,  in(F22.46),  show  the 
change  from  blue  color  with  low  chlorophyll  concentrations  to  tlie  predominant  green  and  yellow  colors 
for  heavy  chlorophyll  concentrations. 



Ocean  Color  Detection 22-47 

.1 

* 

•s 

li 

*ao  (IM  too 

«MVC    LENGTH  IN   MtLDMICNONS ««ve  LENGTH  IN   MILLIMICNONS 

Figure  22.44  Pigment  Spectra  of  Living  Phytoplankton,  (a)  Diatom  Cyclotella  sp.,  (b)  Dino flagellate, 
amphidium  sp.,  (c)  green  Flagellate  chlamydomonas,  (d)  Natural  population  sampled  from  Woods  Hole 
waters  (after  Yentsch,  1960). 

Figure  22.45  Combined  absorption  coefficient  for  pure  water  and  plant  pigments.  Numbers  adjacent  to 

the  curves  indicate  the  chlorophyll  concentration  in  mg/m^  (after  Yentsch,  1960). 

In  the  blue-green  spectrum,  0.4-0.5  jum,  of  F22.46,  increasing  chlorophyll  concentration  from  0  to 

10  mg/m^  causes  a  systematic  reduction  in  backscattered  light.  However,  for  concentrations  >  10  mg/m^, 
the  amount  of  backscattered  light  appears  to  be  relatively  constant.  This  suggests  there  is  little  or  no 

information  content  in  this  part  of  the  spectrum  for  chlorophyll  concentrations  of  10  to  100  mg/m^, 
although  the  backscattered  light  is  particularly  sensitive  to  changes  of  low  chlorophyll  concentrations. 

In  the  green-yellow-red  spectrum,  0.5-0.7  ixm,  however,  the  reflectance  systematically  increases  for 

concentrations  from  0  to  100  mg/m^.  This  portion  of  the  spectrum  appears  to  be  useful  for  remote 
detection  of  all  concentration  levels. 

22.3.2.4    Experimental  Measurement  of  Backscattered  Light 

An  important  question  is  whether  the  calculations  of  Ramsey  (1968),  using  Hulbert's  theoretical 
expression  for  upwelling  light  from  the  sea  and  Yentsch's  (1960)  absorption  data  for  pure  water  and 
phytoplankton,  can  be  verified  with  experimental  data. 

In  order  to  attempt  such  a  verification,  invesfigators  at  Woods  Hole  Oceanographic  Institution 
(WHOI)  have  obtained  measurements  of  upwelling  spectral  radiance  by  aircraft  and  also  obtained 

simultaneous  in  situ  measurements  of  chlorophyll  content  over  the  range  0.1  to  3.0  mg/m^.  Their  results 
have  been  published  by  Qarke,  et  ai.  (1970  and  1971)  and  Ewing  (1971)  and  are  shown  in  (F22.47).  The 
locafions  of  the  samples,  chlorophyll  concentrations,  and  mean  square  slopes  of  the  spectral  refiectance 

curves  are  also  given  in  that  figure.  Clarke  and  Ewing's  data  show  that  with  increasing  concentrations  of 
chlorophyll  tlie  energy  in  the  blue  region  of  tlie  spectrum  decreased  markedly,  whereas  the  energy  at  longer 

wavelengths,  green,  tends  to  increase  a  small  amount.  Ewing  (1971)  says  that  "these  effects  can  be 
explained  by  the  well-known  absorption  of  chlorophyll  a  which  is  particularly  large  in  the  blue  (Yentsch, 

I960)." 
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To  examine  the  question  of  experimental  verification  of  Ramsey's  calculations,  it  is  of  interest  to 
compare  (F22.46)  and  (F22.47).  One  sees  the  slopes  of  the  reflectance  curves  are  in  general  agreement  but 
differ  in  some  detail.  For  example,  the  relatively  strong  absorption  band  for  plant  pigments  near  .450  ixm 

in  Ramsey's  calculations  do  not  show  up  as  strongly  in  the  aircraft  data.  Another  difference  in  the  curves  is 
the  point  of  reversal  in  reflectance  which,  in  Ramsey's  calculations,  is  centered  near  0.500  ̂ im  but  is 
somewhat  uncertain  in  the  aircraft  data.  Perhaps  this  could  be  resolved  if  it  were  true  that  the  A  station 

water  was  deficient  in  yellow  substance  compared  to  stations  B-D,  (which  is  reasonable  considering  the 
source  and  distribution  of  yellow  substance).  If  true,  the  A  station  curve  would  be  displaced  toward  shorter 
wavelengths  which  would  allow  the  aircraft  data  to  support  a  reversal  in  reflectance  at  about  0.500  ̂ im. 

The  aircraft  data  also  suggest  that  at  stations  B-D  water  is  relatively  high  in  yellow  substance,  because  the 

measured  values  of  backscattered  light  are  considerably  lower  than  those  of  Ramsey's  calculations  which 
did  not  include  the  absorption  of  yellow  substance. 

The  high  negative  correlation  between  chlorophyll  concentration  and  mean  squared  slope  of  the 

spectral  radiance  curve  (Table  in  F'22.47)  is  extremely  promising  for  those  interested  in  remote  detection  of 
chlorophyll.  These  data  also  suggest  that  other  natural  variables  which  scatter  and  absorb  hght  in  the  ocean, 
such  as  yellow  substance,  must  be  better  understood  before  either  theoretical  calculations  or  empirical 
relations  between  spectral  radiance  and  chlorophyll  can  be  used  to  support  global  surveys  of  ocean 
chlorophyll. 
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Figure  22.46  Calculated  spectral  reflectance  of  deep  ocean  with  varying  amounts  of  chlorophyll,  clear 

sunny  day  -  45°  solar  zenith  angle,  includes  surface  reflection  from  smooth  ocean  with  turbid 
atmosphere  (after  Ramsey,  1968). 
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Figure  22.47  Spectra  of  backscattereJ  light  measured  from  the  aircraft  at  305  m  on  27  Aug.  196S  at  the 

following  stations  and  times  (all  E.D.T.j:  Station  A,  1238  hours:  Station  B,  1421  hours:  Station  C, 
1428.5  hours:  Station  D,  1445  hours:  Station  E,  1315  hours.  The  spectrometer  with  polarizing  filter  was 

mounted  at  53°  tilt  and  directed  away  from  the  sun.  Concentrations  of  chlorophyll  a  were  measured 
from  shipboard  as  follows:  on  27  Aug.,  Station  A,  1238  hours:  on  28  Aug..  Station  B,  0600  hours: 
Station  C,  0  730  hours:  Station  D,  1230  hours  (after  Ewing,  19  71). 
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Table  22.6    Colors  and  Corresponding  Electromagnetic  Wavelengths 

(After  Kondi 
ratyev, 

1969) 

Wavelength  Interval Typical  Wavelength 
Color 

m/i mju 

Violet 390-455 
430 

Dark  blue 455-485 470 

Light  blue 485-505 495 

Green 505-550 
530 

Yellow-green 550-575 560 

Yellow 575-585 580 
Orange 585-620 600 

Red 620-760 640 
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LIST  OF  SYMBOLS 

Symbol Name 

Dimension, 

Units  or  Value 

Cl 

radiation  constant 

3.7415  X  10"'  erg  cm^  s"' 

C2 

radiation  constant 1.4388  cm  K 
Nx 

spectral  radiance 
erg  cm""'  s"'  sr~'/Ltm"' P 

polarization 

Ss 

salinity  of  active  layer 

/oo 

T molecular  temperature 
C,K 

Tb 

brightness  temperature K 
'^BP 

polarized  brightness  temperature K 

Te 

effective  temperature K TeP 

polarized  effective  temperature K 
To 

molecular  temperature  of  active  layer 
C,K 

\ temperature  of  the  atmosphere 

C,K \ sea  surface  molecular  temperature 

C.K 

Tso 

satellite  observed  temperature K 

V wind  velocity 

ms-'
 

Wax 
spectral  radiant  emittance  of  the  atmosphere 

erg  cm~^  s"'  (xm^ 

Wrx 
spectral  radiant  emittance  of  a  blackbody 

erg  cm"^  s"'  iim^ 

^eX 

effective  spectral  radiant  emittance 

erg  cm"^  s"'  /jm"' 

Wx 

spectral  radiant  emittance  of  a  greybody 

erg  cm"^  s"'  /im"' 

^X 

spectral  emissivity - 

e zenith  angle 

deg. 

X wavelength 

jum 

V frequency GHz P\ 

spectral  reflectivity 
- 

^X 

spectral  transmissivity  through  a  layer  which 
extends  from  a  given  level  in  the  atmosphere 
to  the  top  of  the  atmosphere ^Xa 

spectral  transmissivity  of  the  entire  atmosphere 
- 

^I' nadir  angle 

deg. 



Chapter  23  ATMOSPHERIC  REMOTE  SENSING  WITH  LASER  RADAR 

R.  G.  Strauch  and  A.  Cohenf 

Wave  Propagation  Laboratory 
Environmental  Research  Laboratories 

National  Oceanic  and  Atmospheric  Administration 

This  chapter  discusses  the  methods  used  in  laser  radar  probing  of  the  atmosphere.  The  systems 
equations  used  in  computing  signals  and  noise  are  presented  and  results  of  Raman,  Rayleigh,  and 
Mie  scattering  experiments  are  used  to  illustrate  how  laser  radars  can  contribute  to  remote  sensing 
of  the  atmosphere. 

23.0  Introduction 

Numerous  experiments  with  laser  radar,  sometimes  called  "lidar,"  have  been  conducted  in  the 
atmosphere  to  demonstrate  their  capability  to  remotely  measure  atmospheric  conditions  and  properties  of 
atmospheric  scatterers.  These  experimental  devices  are  now  approaching  a  stage  of  maturity  that  will  enable 
quantitative  measurements  of  meteorological  parameters  from  ground  stations.  Specialized  laser  devices  for 
cloud  observation  and  visibility  measurements  are  in  operation.  Meteorological  laser  radar  systems  capable  of 
measuring  vertical  profiles  of  water  vapor,  temperature,  aerosols,  wind  and  turbulence  are  not  operational  but 
substantial  progress  has  been  made  in  demonstrating  their  feasibility. 

The  purpose  of  this  chapter  is  to  review  the  status  of  meteorological  laser  probing  of  the  lower 
atmosphere,  to  indicate  what  measurements  can  now  be  made,  to  indicate  what  capabilities  should  soon  be 
possible  and  to  discuss  future  directions  for  atmospheric  probing. 

23.1  Optical  Interactions  in  the  Lower  Atmosphere 

Meteorological  information  obtained  by  laser  probes  depends  on  the  interaction  of  the  laser 

(transmitter)  energy  with  the  atmosphere.  Atmospheric  interactions  attenuate  the  transmitted  laser  energy  and 
introduce  random  fluctuations  of  amplitude  and  phase.  Some  of  the  attenuated  laser  energy  appears  as 
scattering  in  the  direction  of  the  receiver.  It  is  this  scattered  light  that  must  be  used  to  obtain  the  information 
concerning  the  atmosphere.  The  important  atmospheric  effects  for  laser  radar  are  therefore  described  by  the 
extinction  coefficient  and  by  scattering  cross  sections.  The  reader  is  referred  to  Chapter  10  for  a  detailed 
discussion  of  scattering  theory. 

23.1 .1  Extinction  Coefficient  and  Cross  Sections 

The  attenuation  of  a  laser  beam  transmitted  through  a  homogeneous  layer  of  air  of  thickness  x  is 
described  by  the  relationship 

l^e"'^''    ,  (23:1) 

sometimes  known  as  Bouguer's  law.  Ig  is  the  intensity  incident  on  the  layer,  I  is  the  intensity  leaving  the  layer 
and  ̂   is  called  the  extinction  coefficient  (m"')  and  accounts  for  all  the  interactions  that  extract  energy  from 
the  laser  beam.  In  general,  we  have  an  inhomogeneous  path  with  ̂   = /3(x),  and  the  extinction  law  is 

I(x)  =  lQexp[l     /3(s)ds].For  atmospheric  work  it  is  usual  to  consider  /3  as  a  sum  of  three  major  components, 

/3  =  |3r  +  /3m  +  ̂x,  where  &^  is  the  extinction  caused  by  molecular  scattering  (Rayleigh  scattering),  /J^j  is  the 
extinction  caused  by  aerosol  particles  (Mie  scattering)  and  jS^  is  the  extinction  from  absorption  by  molecules 
or  aerosols.  Other  scattering  processes  such  as  Raman  scattering  are  usually  much  weaker  and  are  negligible 

tNational  Research  Council- NOAA  Resident  Research  Associate. 
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when  considering  the  extinction  coefficient.  The  Rayleigh  extinction  coefficient  can  be  readily  calculated  as  a 
function  of  altitude  either  for  a  standard  atmosphere  or  if  the  pressure  profile  is  known.  The  earliest  uses  of 
laser  radar  were  for  studying  aerosol  density  profiles  by  subtracting  the  expected  Rayleigh  contribution  from 
the  measured  backscatter.  Standard  tables  of  Mie  extinction  coefficients  have  been  prepared  but  the  aerosol 
content  is  highly  variable  so  these  tables  must  be  used  with  discretion. 

Each  extinction  process  is  proportional  to  the  density  of  interacting  particles.  The  strength  of  the 
interaction  with  each  particle  can  be  described  by  a  cross  sectional  area  that  interferes  with  the  beam. 
(Atmospheric  absorption  is  not  usually  treated  in  terms  of  cross  sections).  For  identical  particles,  we  have 

|3  =  pa  where  p  is  the  number  density  (m"^)  of  particles  and  a  is  the  cross  section  (m^)  of  a  single  scatterer. 

23.1 .2  Differential  Cross  Section 

When  the  scattering  is  isotropic,  the  scattering  cross  section  per  unit  solid  angle  is  —  (per  scatterer).  In 

general  the  angular  dependence  is  not  isotropic  and  must  be  specified  by  using  a  differential  cross  section 

a(0,0)  =  — ,  where  d  is  the  scattering  angle,  0  is  the  angle  of  polarization,  and  i7  is  the  solid  angle  (F23.1). 

For  unpolarized  light,  a(d,<j))=  a(9).  The  quantity  pa(-n)  is  called  the  volume  backscatter  coefficient  (m"' 
ster"'). 

Scattering 
Direction 

-►    Z 

Direction  of  Propagation 

Figure  23.1    Scattering  geometry. 
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23.1.3  Rayleigh  Scattering 

The  Rayleigh  scattering  cross  section  (o^)  can  be  expressed  on  a  per  molecule  basis  as  (Penndorf, 
1957) 

87r^(ms^   -  1)^       6  +  36 

"^  3X*  Ng^  6-75 

(23:2) 

where  N§  is  the  molecular  number  density  and  m^  is  the  refractive  index  for  a  standard  atmosphere,  X  is  the 
wavelength  of  the  scattered  light  and  5  is  a  depolarization  factor  to  account  for  the  anisotropy  of  the 

polarizability  of  air  molecules  (6  =»  0.035).  The  Rayleigh  extinction  coefficient  is  given  by  |3j^(h)  =  p(h)aj^, 
where  p(h)  is  the  number  density  of  air  molecules  at  height  h.  The  extinction  due  to  Rayleigh  scattering  in 

length  L  is  exp  |     j3D(s)ds.   The  scattering  is  not  isotropic  and  the  angular  scattering  function  (assuming J  o 

isotropic  air  molecules)  is  given  by  (Panofsky  and  Phillips,  1955) 

3 

877 

Note  that  I    ̂ |^df2  =  1.  For  unpolarized  light,  ̂ ^  is  averaged  over  the  angle  0  and  the  expression  reduces  to 

*j^  =    ̂ —    (cos^  0cos^  0  +  sin^  (p).  (23:3) 

3    /cos^  e  +  i\ 
3IStt  I        -  ) .  This  expression  must  be  corrected  for  the  molecular  anisotropy  and  the  correct  angular 

function  for  unpolarized  light  is  0.06071(1  +  0.932  cos^  d)  (Penndorf,  1957).  The  scattering  cross  section  per 
unit  sohd  angle  is  given  by  a(6 ,0)  =  ̂ i^^j^. 

It  is  important  to  note  that  for  Rayleigh  backscatter  {d  =  n),  the  extinction  coefficient  and  the  volume 
backscatter  coefficient,  are  uniquely  related, 

3  3 

POi>  (tt)  =    —    PCTo  =    —  /3r  (23:4) 

because  only  for  pure  Rayleigh  scattering  (|3  =  j3j^)  is  it  possible  to  determine  p  uniquely  from  monostatic  laser 
radar  measurements. 

23.1.4  Mie  Scattering  in  the  Atmosphere 

The  density  and  size  distribution  of  aerosols  in  the  atmosphere  vary  widely  from  hour  to  hour  in  many 

locations  so  that  care  must  be  taken  in  using  a  unique  extinction  coefficient  (|3]^)  for  Mie  scattering.  The 
angular  scattering  patterns  for  Mie  scattering  are  not  as  simply  described  as  those  for  Rayleigh  scattering. 

A  summary  of  the  major  points  that  allow  Mie  scattering  to  be  considered  in  terms  of  a  cross  section, 

oyi,  and  angular  distribution  ^^  are  included  here  (Call,  Palmer  and  Grow,  1967).  For  a  single  spherical 
homogeneous  particle,  the  complex  refractive  index  and  the  radius  are  needed  to  describe  the  scattering 

properties  of  the  particle.  The  complex  refractive  index  is  m  =  n  -  ik,  where  n  is  typically  1.5  and  the 

absorption  loss  factor  k  is  of  the  order  of  .001 .  The  particle  radius  is  described  by  the  "size  parameter"  a  =  —r- 

where  r  is  the  radius  and  X  the  wavelength  of  the  scattered  light.  The  ratio  of  the  scattering  cross  section, 

af^(m,a),  to  the  geometric  cross  section  is 

o^im,  a) 

For  a  concentration  of  uniform  particles,  )3]^  =  7rr^ki;j(m,a)p.  The  factor  k|^(m,o;)  represents  the  total 
scattering  (4tt  steradians)  and  can  be  calculated  in  terms  of  infinite  series  that  were  first  obtained  by  Mie 

(1908).  The  sizes  of  atmospheric  particles  will  not  be  uniform  and  a  distribution  p(r)  is  required  to  describe 

the    aerosol   content    of   the    atmosphere.    Junge's    observations   (Junge,    1964)   led    to    the   formulation 
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dp(r)  =  Cr"<^*  ' '  dr  for  aerosol  distributions  in  the  atmosphere  with  v  ̂ ^  3  giving  a  mode!  that  best  fits  the 
naturally  occurring  distributions.  Thus,  the  aerosol  extinction  coefficient  can  be  written  (for  particles  with  the 
same  complex  refractive  index) 

/3j^=/7rr^kj^(m,a)Cr"(^+l>dr.  (23:6) 

The  angular  dependent  Mie  scattering  functions  are  obtained  by  integration  over  the  size  distribution  of  the 

angular  dependent  scattering  function  for  each  particle.  The  total  scattering  cross  section  for  a  single  particle  is 

related  to  the  angular  scattering  by  kj^^(m,Q:)  =|     g(S,0jn,a)  dd  d<p.  The  angular  dependent  scattering  function 

is  found  by  integrating  over  all  particle  sizes. 

'^M^M=   g(^''^.m>a)7rr^Cr-(^+l)dr  (23:7) 

The  volume  backscatter  coefficient  is  given  by  j3j^4']yj(7r)  for  unpolarized  light.  Computer  solutions 
have  been  generated  for  Mie  coefficients  for  polarized  and  unpolarized  light  (Call,  Palmer  and  Grow,  1967). 
Since  the  scattering  and  the  extinction  are  expressed  by  integrals  over  the  size  distribution  of  series  solutions, 
it  is  not  possible  to  obtain  unique  aerosol  content  from  a  measurement  of  monostatic  laser  radar  backscatter. 

23.1.5  Raman  Scattering 

In  addition  to  the  molecule  scattering  that  occurs  at  the  same  wavelength  as  the  irradiating  wavelength, 

a  weak  scattering  occurs  at  a  shifted  wavelength.  This  frequency -shifted  scattering,  called  Raman  scattering,  is 
about  two  orders  of  magnitude  weaker  than  Rayleigh  scattering,  and  therefore  can  be  neglected  when 
considering  extinction  coefficients.  Each  molecular  species  exhibits  a  characteristic  frequency  shift,  so  that  in 
principle,  a  frequency  selective  receiver  can  be  used  to  observe  the  molecular  density  of  each  species.  In 

practice,  Raman  scattering  cross  sections  of  atmospheric  molecules  are  so  small  that  few  successful  atmospheric 
Raman  experiments  have  been  conducted. 

The  frequency  displacement  of  the  Raman  scattering  is  related  to  the  rotation-vibration  energy  states 
of  the  molecule.  Detailed  calculation  of  Raman  lines  can  be  found  in  Herzberg  (1960),  and  Mizushima  (1958). 
The  angular  dependence  of  the  scattering  is  similar  to  Rayleigh  scattering.  The  intensity  of  Raman  scattering 
varies  as  the  inverse  4th  power  of  the  scattered  wavelength  so  that  most  atmospheric  Raman  experiments  have 

been  conducted  at  ultra  violet  wavelengths.  Raman  scattering  cross  sections  have  been  derived  for  atmospheric 
molecules  and  some  laboratory  measurements  have  been  made.  The  volume  backscatter  coefficient  and 

extinction  coefficients  are  sufficiently  well  known  for  system  analysis  calculations.  The  reader  is  referred  to 
Chapter  10  for  additional  discussion. 

23.1.6  Atmospheric  Absorption 

Most  laser  radar  systems  have  operated  in  wavelength  regions  where  atmospheric  attenuation  by 
absorption  is  negligible.  There  are  methods  that  rely  on  selective  absorption  by  atmospheric  constituents  to 
measure  the  concentration  of  the  absorber.  Ozone  absorption  occurs  throughout  the  visible  spectrum  and 
becomes  sufficiently  intense  near  2800  A  so  that  operation  without  background  interference  from  the  sun  is 
possible.  At  the  same  time,  however,  the  horizontal  extinction  coefficient  is  increased  and  the  maximum  range 
of  the  system  becomes  reduced  by  the  attenuation.  Broadband  attenuation  has  only  served  to  reduce  signal 

intensity  in  laser  radar  experiments.  Utilization  of  the  ozone  attenuation  for  "solar  blind"  operation  has  been 
proposed  but  no  suitable  lasers  are  available  as  yet. 

Selective  absorption,  that  is  absorption  by  a  molecule  over  a  narrow  wavelength  band,  will  become 
more  useful  as  the  development  of  tunable  dye  lasers  yields  peak  powers  suitable  for  laser  radar  transmitters 
and  their  wavelength  control  becomes  more  exact.  The  only  selective  absorption  that  has  been  used  for 
atmospheric  studies  employs  frequency  shifting  of  a  ruby  laser  near  a  water  vapor  absorption  line  (Shotland, 
1965). 

A  laser  operating  on  an  absorption  line  will  have  an  extinction  coefficient  of  )3]^  "•"  (^R  ■•"  i^A  '*'  '^A'' 

where  /3y^'  is  the  resonant  absorption,  while  a  laser  operating  just  off  the  resonance  will  have  an  extinction  of 
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'^M2  "*"  '^R2  "*"  ̂h.2  ■  ̂^  wavelength  dependence  of /3^'  will  be  very  much  greater  than  the  other  factors  so  that 
the  extinction  due  to  Rayleigh  and  Mie  scattering  and  the  broadband  absorption  will  be  approximately  equal 
for  the  two  lasers.  Hence,  the  transmission  ratio  of  the  two  laser  signals  will  be 

(23:8) 
^0. 

   exp 

-2  /  &.'{s)ds 

^0. 

0 

The  ratio  of  the  returned  signal  for  a  monostatic  laser  radar  measuring  scattering  from  aerosols,  molecules,  or 
both  would  be 

(23:9) 

A  determination  of  l3^'(R)  is  possible  from  the  laser  measurements  and  one  can  thereby  calculate  a  density 
distribution.  Resonant  absorption  by  H2O  and  O2  can  be  found  in  the  wavelength  range  of  present  lasers. 

23.1.7  Resonant  Scattering 

Enhanced  scattering  can  occur  if  the  frequency  of  the  incident  radiation  coincides  with  a  resonant 
transition  of  the  scattering  molecule.  Resonant  scattering  from  the  sodium  layer  at  90  km  altitude  has  been 
observed  with  a  tunable  laser  radar  system  (Bowman,  Gibson,  and  Sanford,  1969).  The  dye  laser  will  enable 
more  precise  spectroscopic  studies  of  molecular  absorptions  and  resonance  Raman  or  fluorescence  effects. 
Fluorescence  in  NO2  and  SO2  has  been  observed  at  atmospheric  pressures  (Sakurai  and  Broida,  1969) 
although  the  molecular  collisions  at  atmospheric  pressure  usually  quench  or  perturb  fluorescence.  No  lower 
atmosphere  laser  radar  experiments  have  been  conducted  utilizing  resonance  effects. 

Typical  scattering  cross  sections  per  particle  for  various  scattering  mechanisms  are  shown  below: 

Process  Cross  Section  (cm^  /ster) 

Mie  10"^^  to  10"* 

Rayleigh  10"^^ 

Raman  lO'^'  to  lO"^" 

Resonance  Raman  10"^'' 

Fluorescence  10"'*  or  less 

23.2      Laser  Radar  For  Atmospheric  Backscatter 

23.2.1   Laser  Radar  Equation 

In  order  to  understand  how  laser  probes  obtain  information  about  the  atmosphere,  it  is  necessary  to 
understand  how  laser  radar  works  and  to  understand  the  mechanisms  of  interaction  between  the  laser  energy 

and  the  atmosphere.  We  will  consider  in  this  chapter  pulsed  laser  radar  systems  operating  in  a  monostatic  mode 
so  that  the  atmospheric  interactions  of  interest  are  backscatter  and  extinction. 

The  laser  radar  equation  tells  what  system  parameters  and  what  atmospheric  parameters  will  contribute 
to  the  signal  measured  by  a  laser  radar  system.  For  Raman  scattering,  the  laser  radar  equation  is  most  useful  in 
a  slightly  different  form  because  the  signal  return  is  extremely  small.  Instead  of  considering  the  power 
transmitted  and  received,  we  consider  the  number  of  photons  involved.  A  few  preliminary  remarks  will  help  to 

clarify  the  laser  radar  equation  and  the  relationship  to  other  forms  of  the  equation  will  be  clear. 
(1)  We  are  dealing  only  in  pulsed  laser  radar  systems,  with  Nj  photons  transmitted  per  laser  pulse.  The 

energy  per  photon  is  \\i>^  where  h  is  Planck's  constant  (6.6  X   lO"^"*   Joule-sec),  and  i>^  is  the  transmitter 
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frequency  (sec  ' ).  The  energy  per  pulse  is  N^ht-j^.  The  energy  per  pulse  is  also  given  by  P^T^,  where  P{  is  the 
laser  power  (watts)  and  T(  is  the  pulse  width.  Therefore  we  have 

Pt^t 

N,  = 

ht',. (23:10) 

(2)  Figure  (23.2)  shows  the  monostatic  laser  radar  configuration.  The  laser  transmitter  and  receiver 

Observed  Atmospheric  Cell 

incident 

scattered 

Figure  23.2    Monostatic  laser  radar. 
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23-7 mirror  are  shown  separated  but  their  separation  is  very  small  compared  to  the  altitude  (h)  or  the  slant  range  R. 
We  are  therefore  considering  the  monostatic  bacicscatter  case.  We  assume  that  the  receiver  solid  angle,  Hr,  is  at 
least  as  large  or  larger  than  the  transmitter  solid  angle,  J2t.  Then  the  receiver  will  receive  backscattered  photons 

from  the  entire  "gated"  volume  of  atmosphere  that  is  illuminated  by  the  transmitter.  This  volume  is 
LA(  =  Lr2(R^.  The  system  is  gated  in  time  so  that  the  receiver  collects  photons  only  during  the  time 
corresponding  to  backscatter  from  this  volume.  Note  that  L  can  be  as  large  as  we  please,  by  simply  keeping  the 

receiver  gate  open  longer,  but  can  only  (usefully)  be  as  small  as  ct^/2,  the  maximum  radar  range  resolution, 
where  c  is  the  velocity  of  light. 

/"R 

(3)  The  number  of  photons  incident  on  the  volume  of  interest  will  be  NjT?^  exp  [-/     |3{(s)ds]  where  rjj 

-'o 

is  an  optical  efficiency  factor  for  the  optical  system  required  to  collimate  the  laser  and  (3(  is  the  atmospheric 
extinction  coefficient  for  the  transmitted  wavelength. 

(4)  The  signal  returned  to  the  receiver  from  the  cell  of  interest  is  described  in  terms  of  the  scattering 
cross  section.  The  volume  backscatter  coefficient  is  the  backscatter  cross  section  per  meter  per  steradian.  The 

total  backscatter  per  steradian  (for  identical  scatters)  is  proportional  to  po{-n)L  where  p  is  the  number  density 

of  scatterers  (m"^).  (Note  that  pa(7r)  is  analogous  to  microwave  radar  cross  sections  used  in  weather  radar 
studies,  with  units  of  m^  per  m^  per  steradian).  We  have  assumed  that  jS^L  «  1 ,  so  that  the  decrease  of  laser 

intensity  for  L  meters  is  \1  -  e  t  j  ~  p^]^  (jf  ̂   is  very  large  then  the  number  of  photons  incident  on  the 
volume  decreases  with  increasing  R.) 

(5)  The  fraction  of  scattered  photons  that  reach  the  receiving  mirror  is  given  by 
exp 

R 
-/  IJ,  (s)  ds 
o 

(23:11) 

where  —^  is  the  solid  angle  at  the  receiver  as  seen  from  the  atmospheric  cell  and  p^  is  the  extinction  coefficient 

of  the  return  signal.  The  frequency  of  the  backscattered  signal  may  be  different  than  the  transmitted 
frequency. 

(6)  The  number  of  signal  photons  counted  by  the  laser  radar  receiver  will  be  the  number  incident  on 

the  receiver  collector  times  an  optical  efficiency  rj^  and  the  quantum  efficiency  of  the  detector  t}„  t?„  is  the 
ratio  of  photons  counted  by  the  detector  system  to  the  number  of  photons  incident  on  the  detector. 

Putting  all  these  factors  together  we  have  the  laser  radar  equation  for  the  case  we  are  considering, 

Nf  T?^pa(7r)  LAj.  ■n^r]     exp -/   (/3t+/?Jds 
o 

R^ 

(23:12) 

where  N^  is  the  number  of  photons  received  per  transmitted  pulse  due  to  backscatter  from  the  atmospheric 
cell  of  interest. 

The  extinction  coefficients,  13^  and  |3(,  are  due  to  molecular  (Rayleigii)  scattering,  aerosol  (Mie) 
scattering,  and  absorption.  Their  numerical  values  depend  on  the  transmitted  and  scattered  wavelengths,  the 
aerosol  content  of  the  atmosphere  and  the  density  of  the  atmosphere.  For  ranges  of  interest  to  lower 
atmosphere  studies  (<10  km),  the  extinction  term  is  small  and  can  be  approximated  from  standard  tables  if 
the  aerosol  content  is  low  or  is  known.  The  absorption  can  be  neglected  unless  the  wavelength  coincides  with  a 
molecular  absorption  line.  The  important  parameters  for  meteorological  laser  probing  are  the  scattering  cross 
section  and  the  number  density  of  the  scatterers. 

23.2.2  Noise 

In  any  measurement  the  signal  to  noise  ratio  is  the  important  consideration.  We  have  seen  how  the 
signal  can  be  calculated.  The  receiver  not  only  counts  signal  photons,  but  also  counts  photons  received  from 

sky  background  and  from  noise  of  the  detector.  The  detector  noise  is  called  "dark  noise"  or  "dark  counts" 
and  is  due  to  photoelectrons  emitted  from  the  photocathode  in  the  absence  of  illumination.  We  have 

computed  N^  as  the  number  of  signal  counts  per  transmitted  laser  pulse  due  to  backscatter  from  a  length  L  of 
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the  atmosphere.  The  time  that  the  receiver  gate  is  open  is  2L/c.  We  now  calculate  the  noise  counts  during  this 
same  time. 

(1)  Dark  Counts.  If  there  are  Nj)  dark  counts  per  second,  then  there  will  be  Nj)(2L/c)  dark  counts  per 

laser  pulse.  Some  detectors  are  designed  especially  for  low  noise  detection  and  Nj)  is  specified.  Usually  the 
dark  current,  Iq,  is  specified  and  the  dark  count  can  be  estimated  as  Ij^/eG  where  e  is  the  charge  of  the 
electron  and  G  is  the  detector  gain. 

(2)  Background  Counts.  As  above,  N3(2L/c),  where  Ng  is  the  background  counts  per  second,  will  be 
the  number  of  background  counts  per  laser  pulse.  The  background  counts  are  from  natural  or  artificial  light 
incident  on  the  detector. 

Ng  is  given  by  the  same  type  of  derivation  used  for  the  laser  radar  equation, 
B>r2AAA 

where  AX  is  the  spectral  width  of  the  receiver,  (A)  centered  at  the  wavelength  X  =  c/f  ,f2j.  is  the  solid  angle  of 

the  receiver  and  B^  is  the  background  brightness,  usually  tabulated  in  watts  m"^  ster"' A"' . 
(3)  Signal-to-Noise  Ratio.  The  total  number  of  noise  photons  counted  per  transmitted  laser  pulse  is 

therefore  N  =  (2L/c)(N£)  +  Ng),  and  the  number  of  noise  counts  per  second  is  given  by  ZN  where  Z  is  the 

pulse  repetition  rate  of  the  laser  (sec"').  The  effective  rms  count  due  to  statistical  fluctuations  of  the  noise  is 
VZN.  The  rms  count  due  to  fluctuations  of  the  total  signal  is\/Z(Np  +  N),  and  the  signal  to  noise  ratio  for  a  1 

second  averaging  will  be  y— 

Signal/noise  =     ,  =       ,  — 
VZ(N   +2N)  VN+2N r  '     r 

Since  ZT  will  be  the  number  of  pulses  in  T  seconds,  the  signal  to  noise  ratio  for  T  seconds  of  signal  averaging  is 
given  by 

VZTNj. 

Signal/noise  =  .  (23:14) 

V(Nj.  +  2N) Note  that  the  factor  of  2  in  the  denominator  arises  because  the  noise  count  is  not  accurately  measured.  If  the 
noise  is  observed  for  a  long  time,  then  it  can  be  accurately  determined  and  the  signal/noise  becomes 

\/ZTNj. 

23.2.3  Noise  Considerations  VNj.+  N 

(1)  A  detector  with  a  low  dark  count  (current)  and  high  quantum  efficiency  is  desired. 
(2)  The  spectral  bandwidth  of  the  transmitter  and  receiver  should  be  small  so  AX  can  be  as  small  as 

possible. 
(3)  The  signal  received  during  time  T,  is  ZTNj.  and  depends  on  the  average  laser  power.  For  the  same 

average  power,  a  higli  peak  power  is  desired  so  that  the  receiver  gate  is  open  for  as  short  a  period  of  time  as 
possible.  The  higher  power  and  lower  repetition  rate  laser  yields  a  better  signal/noise  than  a  lower  power  and 
higher  repetition  rate. 

(4)  The  solid  angle  (field  of  view)  of  the  receiver  should  be  as  small  as  possible.  Therefore,  the 
transmitter  beam  divergence  should  be  low  and  the  receiver  optics  should  match  the  transmitted  beam  pattern. 

(5)  Raman  backscatter  is  so  weak  that  Raman  atmospheric  experiments  are  conducted  at  night  to 
prevent  the  background  noise  from  completely  obscuring  the  signal.  At  night,  with  a  low  noise  detector,  both 

background  and  dark  counts  can  be* negligible.  The  signal  to  noise  ratio  then  becomes 
VZTN^ 

VZTN 

VN^  +  2N 
 ^ 

This  is  the  limiting  case  of  the  signal  to  noise  ratio  whenever  the  signal  is  much  greater  than  the  background 

and  dark  current.  The  "noise"  is  then  due  to  the  statistical  nature  of  the  entire  process.  That  is,  the  noise  is  the 
"shot  noise"  of  the  signal,  it  should  be  noted  that  all  the  physical  processes  involved  are  statistical  and  that  the 
laser  radar  equation  for  N^  uses  mean  values.  For  example,  the  number  of  photons  transmitted  per  laser  pulse 

varies  from  pulse-to-pulse  with  a  distribution  whose  mean  value  is  N^. 
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(6)  The  signal  to  noise  ratio  varies  directly  with  N^  when  Nj.  «  N  and  varies  as\/N^when  N^  >  N. 

23.2.4  Example  of  Laser  Radar  System  Parameters 

Assume  a  pulsed  nitrogen  laser  transmitter  is  used.  Peak  power  P(  =  100  kW,  pulse  width  tj  =  10"* 
sec,  the  transmitted  wavelength  X^  =  3371 A  and  the  repetition  rate  is  Z  =  100  sec"' . 

Then 
Pt^t      Vt^ 

N,  =      =      =   1.69  X  10'^ h^  he t 

photons  transmitted  per  pulse. 
The  transmitter  efficiency  for  on  frequency  return  could  be  as  high  as  90%  since  only  a  single  mirror  is 

needed  for  collimation  and  steering.  For  Raman  experiments  tj^  would  be  about  40%  because  the  transmitter 
output  would  have  to  be  filtered  for  this  laser. 

Suppose  we  have  a  range  R  =  1  km,  and  we  examine  the  S/N  ratio  for  Rayleigh  and  Raman  backscatter. 
The  attenuation  factor  r-  n  -. 

exp   [-/^  ̂(s)dsj 

will  be  about  0.9  for  clear  air  for  both  the  transmitted  and  returned  energy.  Assume  a  30  cm  diameter  mirror 

for  the  receiver,  A,-  =  0.07m^,  and  assume  the  desired  altitude  resolution  L=  50m.  The  Raman  experiment 
would  be  a  night  experiment  with  an  interference  filter  to  pass  the  Raman  wavelength  and  a  filter  to  block  the 

strong  on-frequency  energy.  A  daylight  Rayleigh  experiment  would  require  an  interference  filter  for 
background  suppression.  The  overall  optical  efficiency  of  the  receiver,  rj,-  would  be  only  about  0.1  because  UV 
filters  do  not  have  the  quality  of  visible  filters.  The  quantum  efficiency  tJq  would  be  about  20%  for  either  case. 

Putting  these  factors  together  we  have 

Nr  =   [^t'°<^D(^)]    (9-6x10^) 

photons  received  per  pulse.  For  a  Rayleigh  experiment,  paj^(7r)  =  3/877|3j  =  (3/87r)(8  X  10"')m"' ster"' ,  and 
Nj  =  825  photons  per  pulse.  For  a  Raman  experiment  using  backscatter  from  nitrogen 

p*2X  10^^  m"^ 
aRa(7r)«:=  1.86  X  10""  master"

' 

paRa(7r)  «  3.72  X  10""  m~' ster"' . 

The  return  signal  for  the  Raman  experiment  would  be  N,.  =  1 .5  photons  per  pulse.  For  the  Raman  experiment 
assume  a  10-second  observation  is  used,  (NjZT=1500)  and  the  system  has  an  uncooled  large  aperture 

photomultiplier  with   a   dark   count   Nj)=10''   counts  per  second.  The  50-meter  range  gate  is  open  for 

0.33  X  10"*  seconds.  Hence,  the  total  dark  count  in  10  seconds  would  be  3.3  counts.  The  night  background  is 
also  negligible  compared  to  the  signal  count,  so  the  signal  to  noise  ratio  for  the  Raman  experiment  would  be 
about  38.7. 

Suppose  the  Rayleigh  experiment  is  conducted  during  daylight.  Assume  a  sky  brightness  of  10"^  watts 
m"^ster"' A"' ,  and  a  lOA  filter  bandwidth.  The  receiver  solid  angle  has  to  be  relatively  large.  5X  10"' 
steradians,  because  of  the  nitrogen  laser  beam  divergence.  The  number  of  background  photons  counted  per 

laser  pulse  would  be  about  4000.  The  signal  to  noise  ratio  with  a  1 -second  integration  time  should  be 
approximately  88. 

Additional  examples  of  laser  radar  system  calculations  are  shown  in  {T23.I)  and  (T23.2).  These 
calculations  were  made  by  G.  T.  McNice  of  WPL,  NOAA. 

23.3      Results  of  Meteorological  Laser  Radar  Experiments 

In  this  section  we  will  discuss  and  summarize  the  results  of  numerous  meteorological  laser  radar 
experiments  conducted  by  various  workers.  Only  papers  showing  actual  atmospheric  results  will  be  mentioned. 

The  papers  cited  are  by  no  means  a  complete  list  but  rather  an  attempt  to  indicate  the  types  of  experiments 
that  have  been  conducted. 
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23.3.1  Atmospheric  Raman  Experiments 

As  noted  in  23.1,  few  successful  atmospheric  Raman  experiments  have  been  conducted  with  laser 
radars.  The  difficulties  are  apparent  if  one  examines  the  scattering  cross  sections  and  the  resultant 
backscattered  signal  for  reasonable  laser  radar  and  receiver  parameters.  In  spite  of  the  difficulties,  substantial 
progress  has  been  made  in  demonstrating  feasibility  of  Raman  measurement  of  meteorological  variables. 

(1)  Temperature  Measurement  Using  Raman  Backscatter(Strauch,  et  al.,  1971).  The  most  widely  used 

method  of  obtaining  a  remote  measurement  of  the  vertical  temperature  profOe  with  a  ground-based  instrument 
utilizes  the  absorption  line  of  oxygen  near  60  GHz  to  vary  the  transmission  distance  for  received  energy  in  a 
radiometer.  The  radiometer  temperature  measurements  require  an  integral  inversion  to  determine  an 

atmospheric  temperature  profile.  A  radar-type  determination  offers  improved  resolution,  simplicity  of  data 
analysis,  and  allows  the  measurement  of  temperature  fluctuations  at  known  altitudes  of  specific  interest  as 

well  as  a  determination  of  a  long  term  average  profile.  In  addition  to  water  vapor  profile  measurement  and 
pollution  detection,  temperature  information  can  be  obtained  directly  from  the  Raman  signal  intensity. 

The  concept  of  using  molecular  density  measurements  to  derive  temperature  profiles  is  not  new. 
Elterm.an  (1953),  using  searchlights,  measured  temperature  profiles  from  10  to  67.6  km  by  assuming  that  the 
scattering  from  above  10  km  is  due  only  to  molecular  scattering.  Accurate  temperature  and  pressure 
measurements  were  made  at  the  lowest  altitude  that  the  scattering  could  be  assumed  to  be  Rayleigh.  Below 
about  10  km  the  scattering  is  from  molecules  and  aerosols  and  very  accurate  measurements  of  particulate 
scattering  would  have  to  be  made  to  separate  out  the  molecular  scattering  component.  Methods  of  separating 
the  scattering  components  have  not  yet  been  perfected.  Aerosol  density  measurements  rely  on  using  an 
assumed  Rayleigli  density.  Raman  backscatter  can  be  used  to  measure  molecular  density  because  the  Raman 
component  of  backscatter  is  shifted  in  wavelength  from  aerosol  or  Rayleigh  scattering.  The  relatively  weak 
Raman  backscatter  can  be  used  for  density  measurements  in  the  lower  atmosphere  to  complement  density 
measurements  made  by  Rayleigh  scattering  from  the  higher  clean  air. 

A  laser  backscatter  measurement  provides  data  for  a  measurement  of  the  product  of  the  volume 

backscatter  and  the  two-way  extinction.  In  the  case  of  the  on-frequency  backscatter,  both  the  volume 
backscatter  and  the  extinction  are  the  sum  of  molecular  and  aerosol  terms  whereas  the  volume  backscatter  for 

the  Raman  component  involves  only  the  molecular  density.  The  total  extinction  must  be  measured  for  the 
Raman  determination  of  density.  For  example,  suppose  a  measurement  of  the  backscatter  at  3400A  from  1 
km  altitude  is  being  made.  Suppose  the  total  extinction  from  aerosol  scattering  is  the  same  as  that  from 
Rayleigh  scattering  and  assume  that  the  total  extinction  can  be  measured  to  within  5%.  Then  the  Raman 

backscatter  can  be  used  to  determine  a  molecular  density  to  within  1.4%,  whereas  the  on-frequency 
backscatter  would  not  give  a  useful  density  measurement. 
Theory 

The  ideal  gas  law  in  the  form 

P  (h)  =  p  (h)  T  (h)  R/M  (0 

where  h  is  the  altitude,  P  is  the  pressure,  p  is  the  density,  R  is  the  universal  gas  constant  and  M  is  the  molecular 
weiglit  leads  to 

AP(h)  _  Ap(h)        AT(h) 

P(h)    ~    p(h)  T(h) 

For  a  fixed  altitude,  h,  where  the  pressure  can  usually  be  taken  as  constant  for  the  duration  of  a 
measurement, 

Ap(h)       -AT(h) 

P(h)  T(h) 

The  signal  received  by  a  laser  radar  system  measuring  Raman  backscatter  from  nitrogen  would  indicate,  for 
constant  pressure  (altitude) 

^^N2  ̂^^         -AT(h) 
     =      where 

S^    (h)  T(h) 
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Sfsj  (h)  is  the  backscattered  Raman  signal  and  is  proportional  to  '^N^Ch).  Thus,  at  any  altitude  where  the 
partial  pressure  of  nitrogen  is  approximately  constant,  the  Raman  backscatter  gives  a  direct  indication  of 

temperature  fluctuations. 
The  measurement  of  a  temperature  profile  using  nitrogen  density  measurements  is  not  as  direct  as  the 

measurement  of  temperature  fluctuations.  From  the  ideal  gas  law  and  the  hydrostatic  relationship,  it  follows 

that  ^ 

T(h)  = Pf^   (h)R/M  p^    (h)R/M 

where  P^  (hg)  is  the  partial  pressure  of  N2  for  a  reference  altitude  and  g  is  the  acceleration  of  gravity.  The 

integral  in  the  numerator  indicates  that  in  order  to  measure  temperature  at  any  altitude,  using  density 

measurements,  the  density  must  be  measured  as  a  function  of  altitude  from  h^  to  h.  ̂jsj  (h)  can  be  determined 
from  Raman  backscatter  measurements  using  the  laser  radar  equation. 

The  Rayleigh  extinction  coefficient  (neglecting  aerosol  attenuation)  is  proportional  to  Pxr  ̂   so  the 

measurement  of  ̂ NtC'^)  ̂ ^  well  as  Pj^  (h)  requires  the  evaluation  ofj      p      (z)dz.  There  are  two  ways  to 2  J  hg   N2 

approach  the  evaluation  of  the  integral;  an  a  priori  statistical  model  of  the  atmosphere  can  be  used,  or  the 
integration  can  be  performed  using  the  laser  radar  measurements. 

An  experiment  was  devised  to  check  the  feasibility  of  using  Raman  backscatter  to  observe  temperature 
fluctuations.  A  system  with  parameters  similar  to  these  in  (T23.3  )  was  used.  The  range  was  reduced  to  tower 
height  (30.5  meters)  so  the  temperature  could  be  precisely  monitored.  The  length  of  the  backscatter  volume 
was  5  meters  and  was  determined  by  the  geometry  of  the  transmitting  and  receiving  beams.  Thermistors  were 

placed  near  the  center  and  near  both  ends  of  the  5-meter  observation  length.  The  laser  beam  passed  vertically 
approximately  2  meters  from  the  thermistors.  A  pressure  indicator  located  at  ground  level  continuously 
monitored  total  pressure.  The  atmospheric  pressure  change  during  any  observation  time  was  less  than  0.2  mb 

so  that  —  is  negligible  compared  with  —  for  temperature  changes  1°C  or  greater.  Since  —  ^  0.35%  per  °C, 

the  stability  of  the  laser  output  power  becomes  important  for  monitoring  fluctuations  of  atmospheric  N2 
density.  (For  profile  measurements  where  the  backscatter  from  each  range  increment  is  measured  for  each 
laser  pulse,  the  laser  power  stability  is  not  as  important.)  During  these  experiments  the  S/N  ratio  was  sufficient 

to  allow  observations  of  Raman  signal  fluctuations  of  0.35%  with  a  3-second  time  constant,  but  the  long  term 
record  contained  random  fluctuations  of  approximately  1%.  These  changes  were  traced  to  laser  power 
variations,  temperature  effects  on  the  transmission  of  optical  filters  and  mechanical  instability. 

The  Raman  backscatter  signal  was  recorded  using  a  fast  sample  and  hold  gate  to  measure  a  voltage  level 

proportional  to  the  number  of  backscattered  photons  received  from  the  5-meter  interaction  region  after  each 

pulse.  The  step-like  signal  was  filtered  and  recorded  on  a  zero-suppressed  strip  chart. 

Figures  (23.3)  to  (23.6)  show  the  examples  of  data  in  which  temperature  changes  of  several  degrees 
were  recorded  by  the  thermistors.  Only  the  center  thermistor  temperature  is  shown;  the  other  two  thermistors 

indicated  the  same  temperatures.  In  (F23.3  to  F23.5),  data  points  were  ready  every  20  seconds  and  a  plot  of 
relative  Raman  backscatter  (S)  vs.  T  is  shown  with  the  data.  The  theoretical  curve  (S)(T)=  constant  is  shown 
for  reference.  This  curve  is  approximately  a  straight  line  over  the  range  of  values  measured  in  these 

experiments.  Although  fluctuations  other  than  temperature  are  recorded  on  the  Raman  channel,  temperature 
changes  are  clearly  recorded  by  the  Raman  measurements.  In  (F23.5),  compensation  for  the  change  in  laser 

power  was  made  in  the  S-T  graph.  Figure(23.6)shows  a  23-niinute  segment  of  data  during  which  T  changed  by 
approximately  2  degrees.  Data  points  were  read  every  4  seconds  and  a  cross  correlation  of  the  S-T  data  was 

performed.  No  corrections  were  made  to  the  raw  data.  The  peak  correlation  at  zero  time  lag,  was  0.76  and  the 
correlation  decreases  to  .2  with  about  1 -minute  time  lag. 

The  results  of  this  preliminary  investigation  indicate  that  Raman  backscatter  from  Nj  can  be  used  to 

measure  atmospheric  temperature  profiles.  These  experimental  results  also  indicate  that  it  should  be  possible 
to  measure  low  altitude  temperature  inversions.  Temperature  profiles  to  10  km  should  be  possible  with  present 
laser  systems.  Note  however,  that  the  total  attenuation  must  be  measured. 
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Table  23.3  Laser  Radar  System  Parameters Nt. 

i?t. L, 

A,, 

^r. 
Z, 

photon  transmitted  per  pulse 
transmitter  efficiency 
Raman  cross  section  for  N2 

range  resolution 
receiver  aperture 
receiver  optical  efficiency 
detector  quantum  efficiency 

pulse  repetition  rate 
transmitter  wavelength 
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Figure  23.3    Raman  backscatter  intensity  versus  temperature,  19  January,  1971. 
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Figure  23.4    Raman  backscatter  intensity  versus  temperature,  27  January,  1971. 
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Figure  23.5    Raman  backscatter  intensity  versus  temperature,  19  January,  1971. 
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(2)  Atmospheric  Water  Vapor  Measurements  by  Raman  Lidar  (to  be  published  in  the  Journal  of 

Remote  Sensing  of  the  Environment,  Strauch,  Derr,  and  Cupp).  An  experiment  was  performed  to  compare 
Raman  backscatter  measurements  with  measurements  made  with  a  meteorological  instrument,  the  microwave 
refractometer.  The  refractometer  was  located  at  the  30.5  m  level  of  a  meteorological  tower  and  the  laser  beam 

passed  approximately  1  meter  from  the  microwave  cavity.  The  backscattered  laser  signal  was  observed  from  a 
region  approximately  20  cm  in  diameter  and  5  meters  in  length  centered  at  the  height  of  the  microwave  cavity. 
The  length  of  the  backscattering  region  was  determined  by  the  geometry  of  the  crossing  of  the  transmitter  and 

receiver  beams.  Laser  parameters  are  listed  in  (T23.3).  The  power  and  repetition  rate  provide  signal  returns 
that  allow  electronic  processing  of  analog  signal  levels  rather  than  oscilloscope  photographing  and  photon 
counting  used  with  low  pulse  repetition  rates. 

The  electronic  processor  is  shown  in  (F23.7).  The  video  level  from  the  photomultiplier  preamplifier  is 
sampled  after  each  pulse  and  a  voltage  proportional  to  the  peak  signal  level  during  the  samphng  period  is  held 

until  the  next  pulse.  The  step-like  signal  level  is  smoothed  with  a  3-second  time  constant  and  recorded  on  one 
channel  of  a  Sanborn  strip  chart  recorder.  This  type  of  processing  is  useful  for  signals  consisting  of  1  or  more 

photons  received  per  pulse  as  in  this  experiment.  A  low-frequency  counter  on  the  sampled  video  level  can  be 
used  to  photon  count  if  the  signal  level  is  less  than  1  photon  per  pulse. 

Signal  Channel 
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RECORD 

D.C.  LEVEL 

SAMPLE  k  HOLD 
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Effective  Gate  Width 

Laser 

Trigger 

SANBORN 
AMR ~r" 

RECORD 

FLUCTU- 

ATIONS 

Figure  23.7    Raman  lidar  electronic  data  processing. 

The  experiments  were  conducted  in  November  of  1970  at  Gunbarrel  Hill,  about  10  miles  east  of 
Boulder,  Colorado.  The  water  vapor  content  averaged  about  4  mb  (total  pressure  about  830  mb).  The 
temperature  range  was  0  to  1 5°C.  Dry  bulb  and  wet  bulb  temperatures  were  measured  about  every  30  minutes. The  pressure  was  read  at  ground  level  and  a  30.5  meter  altitude  correction  was  made.  Pressure  was  read  about 
every  30  minutes  or  whenever  a  measureable  (0.1  mb)  pressure  change  occurred.  Thermistor  temperature  and 
microwave  refractive  index  were  continuously  recorded  with  calibration  checks  about  every  30  minutes.  The 
experiments  were  performed  at  night,  and  the  background  and  dark  current  were  low  enough  to  make  the 
Poisson  noise  of  the  signal  the  dominant  system  noise.  The  signal  level  was  continuously  recorded  with 
frequent  zero  level  checks  made  by  blocking  the  transmitter  beam.  Experiments  were  conducted  during  nights 
when  relatively  large  fluctuations  of  refractive  index  and  Raman  signals  indicated  that  volumes  of  air  with 
varying  water  vapor  content  were  passing  the  laser  beam. 
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Data  points  for  analysis  were  chosen  by  selecting  points  every  400  seconds  and  by  arbitrarily  selecting 
points  where  large  fluctuations  occurred.  About  1/2  the  data  points  were  chosen  by  each  criteria.  A  typical 
record  of  raw  data  is  shown  in  (F23.8).  After  selecting  the  data  points,  the  water  vapor  E  was  computed  and 
the  Raman  signal  level  was  read.  The  data  points  were  plotted  and  a  least  squares  fitting  of  the  data  to  the 

equation  S  =  AE  +  So  was  made,  where  A  is  the  slope  and  So  is  the  Raman  signal  intercept  at  E  =  0.  The 
section  of  record  shown  in  (F23.8)  was  analyzed  by  reading  data  points  every  4  seconds  (237  Points)  and 

performing  a  cross  correlation  of  the  E  and  S  time  records.  The  correlation  is  shown  in  (F23.9).  The  peak 

correlation  is  0.8  and  falls  to  0.4  at  about  a  1 -minute  delay.  The  decay  time  is  indicative  of  the  scale  size  of  the 
atmospheric  fluctuations  and  of  the  wind  speed.  Figure (23. 10)  shows  the  data  from  one  night,  and  the  mean 
and  rms  deviation  of  the  experimental  S  values  from  the  calculated  straight  line  are  listed.  The  data  from  each 
night  were  normalized  to  make  the  equation  of  the  fitted  straight  line  have  a  slope  of  20  and  zero  mtercept. 
Composite  data  from  10  different  nights  are  shown  in  (F23.  lOa). 

Although  in  the  present  experiment  only  a  single  atmospheric  region  was  probed,  this  equipment  can 
be  expanded  to  perform  average  H2O/N2  profile  measurements  by  the  addition  of  sequentially  delayed 

sampling  gates.  Transmitter-receiver  alignment,  beam  overlap,  aerosol  attenuation  and  1/R^  attenuation  could 
be  programmed  into  the  gates  to  give  a  straight  hne  profile  for  N2  Raman  return.  The  H2O  profile  would  then 
be  observed  directly  by  substituting  the  appropriate  interference  filter.  Using  the  measured  values  obtained  in 

this  experiment  for  signal  returns,  50-meter  range  resolution,  a  5-minute  observation  time,  a  constant  H2O/N2 

mixing  ratio,  50%  relative  humidity  and  20°C,  the  maximum  altitude  for  observation  of  the  H2O/N2  ratio 
with  a  S/N  ratio  of  10  would  be  4.25  km. 
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Figure  23.8    Raw  data  sample.  *N=(n~l )(10'^ )  where  n  is  the  refractive  index. 
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Figure  23.9    Cross-correlation  of  Nov.  29  data  segment. 
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Figure  23.10  a  Composite  data  -  10  nights. 
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Figure  23.10    Experimental  data  points. 
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Figure  23.11  A  typical  turbidity  variation  as  a 

function  of  time  (dashed  line)  superimposed  on 
a  turbidity  curve  calculated  for  a  constant  air 

density  (solid  line). 

(3)  Measurements  on  the  Raman  Component  of  Laser  Atmospheric  Backscatter  (Cooney  1968). 
Density  profiles  of  atmospheric  nitrogen  to  3  km  were  measured  using  Raman  shifted  return  from  a  pulsed 
ruby  laser.  The  ruby  laser  wavelength  is  6943A  and  the  N2  backscatter  occurs  at  8285A.  Measurements  were 
taken  at  night  under  clear  sky  conditions. 

(4)  Observation  of  Raman  Scattering  from  the  Atmosphere  Using  a  Pulsed  Nitrogen  Ultraviolet  Laser 
(Leonard  1967).  This  is  the  first  published  atmospheric  Raman  laser  radar  observation.  Scattering  from  O2 
and  N2  is  reported  using  a  100  kw  laser  at  3371  A.  A  range  of  1.2  km  was  obtained  for  the  backscattered 
returns,  using  oscilloscope  photographs. 

(5)  Observation  of  Raman  Scattering  by  Water  Vapor  in  the  Atmosphere  (Melfi,  et  al.,  1969).  A 
frequency  doubled  ruby  laser  was  used  to  observe  the  Raman  backscatter  from  H2O.  The  N2  return  was  also 
observed  and  a  H2O/N2  mixing  ratio  was  calculated.  Data  was  taken  on  the  oscilloscope  photograph  and 
comparisons  with  radiosonde  measurements  were  made. 

(6)  Spectra!  Analysis  of  Atmospheric  Nitrogen  by  Laser  Raman  Radar  (Kobayasi  and  Inaba,  1970). 
The  ratio  of  Raman  shifted  power  return  from  a  laser  radar  observing  atmospheric  nitrogen  to  the  same  system 
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observing  clear  atmosphere  returns  was  4.3  ±0.8  X  10"'' ,  leading  to  a  Raman  volume  backscattering  coefficient 
of  8.6  ±1.6  X  10"'^  cm"'  ster"' .  Stray  light  rejection  of  10^  to  10'  is  needed  in  fog  or  rain  to  eliminate 
spurious  contributions  to  Raman  results. 

(7)  Spectroscopic  Detection  of  SO2  and  CO2  Molecules  in  Polluted  Atmosphere  by  Laser-Raman 
Radar  Technique,  (Kobayasi  and  Inaba,  1970).  A  ruby  laser  was  used  to  observe  SO2  and  CO2  in  a  smokestack 
at  a  distance  of  20  meters.  A  grating  monochrometer  and  filters  were  used  to  sort  out  the  Raman  backscatter 
from  various  molecules.  An  oU  smoke  plume  burning  fuel  oil  was  used  for  the  test. 

(8)  Remote  Measurement  of  Atmospheric*  Water  Vapor  Profiles  Using  the  Raman  Component  of  Laser 
Backscatter  (Cooney  1970).  H2O  profiles  to  2.5  km  are  reported.  Four  wavelength  regions  were  monitored  by 
the  receiver;  the  N2  Raman  wavelength,  the  H2O  Raman  wavelength,  the  transmitted  wavelength  and  a 

wavelength  were  no  signal  is  expected.  A  frequency  doubled  ruby  laser  was  employed. 

23.4      Measurement  of  Tropospheric  Aerosols  by  Laser  Radar 

The  optical  scattering  properties  of  atmospheric  aerosols  are  described  in  Chapter  10  and  in  23.4.2. 
The  Mie  theory  of  aerosol  scattering  predicts,  and  experiment  confirms,  that  the  optical  scattering  cross 

section  of  a  single  water  droplet,  1  ̂ im  in  radius,  is  approximately  10"*cm^.  In  the  lower  atmosphere,  there 
are  usually  a  number  of  haze  particles  in  this  size  range  found  in  each  cm^  of  the  atmosphere. 

A  nitrogen  molecule  and  an  oxygen  molecule  have  a  scattering  cross  section  of  nearly  10"^* 
cm^.  Since  at  standard  temperature  and  pressure  there  are  approximately  10"  molecules  in  1  cm^  of 
air,  it  can  be  seen  that  an  important  part  of  observed  atmospheric  scatter  may  be  due  to  aerosols,  and  that 
they  are  detectable  by  laser  radar  whenever  it  is  capable  of  detecting  molecular  scattering. 

Thus,  any  attempted  quantitative  measurement  of -the  absolute  air  density  by  on-frequency  laser  radar 
backscattering  is  strongly  affected  by  the  presence  of  aerosols  in  the  lower  troposphere.  At  visible  wavelengths, 
in  the  lower  troposphere,  the  contribution  to  atmospheric  scattering  by  aerosols  is  usually  greater  than  that 
due  to  molecular  scattering;  see,  for  example,  McClatchey  et  al.  (1971). 

Hence,  air  density  measurement  requires  knowledge  of  the  ratio  of  molecular  and  aerosol  scattering  to 
molecular  scattering.  Moreover,  when  laser  radar  measurements  are  being  used  for  the  exploration  of  the 
aerosol  content  in  the  air,  this  ratio  must  be  known  to  deduce  the  molecular  scattering  from  a  measurement  of 
the  total  scattering.  This  ratio,  known  as  the  turbidityt,  is,  therefore,  one  of  the  very  first  properties  of  the 
atmosphere  that  must  be  determined  to  evaluate  quantitatively  any  laser  echo.  Theoretical  and  experimental 
methods  of  measuring  the  turbidity  will  be  described  in  23.4.1.1  and  23.4.1.2. 

Air  density  and  total  aerosol  content  may  be  obtained  to  a  good  approximation  solely  from 
atmospheric  turbidity  and  total  scattering.  More  information  is  required  when  detailed  properties  of  the 
aerosol  content  such  as  size  distributions,  indices  of  refraction,  and  shapes  are  of  interest.  In  23.4.2  the 

dependence  of  the  scattering  intensities  on  these  properties  will  be  discussed  and  the  necessity  of  a  number  of 

independent  measurements  (such  as  varying  the  incident  wavelength  or  changing  the  scattering  angle)  will  be 
shown.  Since  the  number  of  the  possible  unknown  parameters  is,  in  principle,  very  large  (i.e.,  equivalent 

particle  radii  rj,  .  .  .  ,  rj^;  number  densities  Pi,  .  .  .  ,  p-^;  indices  of  refraction  m,,  .  .  .  ,  mj<;^;shapes  and 
orientations  of  nonspherical  particles)  several  simplifying  a  priori  assumptions  are  often  introduced  which 
affect  the  accuracy  of  determining  specific  aerosol  properties  from  measurements.  These  assumptions  will  be 
described  in  section  23.4.2.1 . 

Section  23.4.2.2  will  be  devoted  to  examples  of  theoretical  inversion  procedure  for  a  few  sets  of 

independent  measurements  using  a  series  of  assumptions  discussed  in  23.4.2.1,  as  well  as  one  example 
involving  no  a  priori  assumption. 

Scattering  methods  of  measuring  aerosol  properties  which  are  not  based  on  remote  laser-radar 
measurements  in  the  troposphere   are  not  discussed  here.  Readers  interested  in  other  methods  should  refer  to: 

A.  Laboratory  or  airborne  laser  aerosol  scattering  measurements-  see,  for  example,  Quenzel  (1965); 
Eiden  (1966);  Blau.et  al.  (1970);  Ferrara.et  al.  (1970). 

B.  Aerosol  size  distribution  derived  from  solar  extinction  measurements-see,  for  example,  Yamamoto, 
et  al.(1969). 

t  It  should  be  noted  that  there  are  other  definitions  of  turbidity;  i.e.,  the  usual  definition  as  used  by  AFCRL  in  their  tables  of 
standard  atmospheres  is  the  ratio  of  aerosol  attenuation  to  molecular  attenuation.  In  chemistry  measurements,  turbidity  is 
usually  deflned  as  the  extinction  coefficient. 
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C.  Solar  scattering  and  polarization  measurements  for  aerosol  size  and  refractive  index  determination- 
see,  for  example,  Hansen,  et  al.  (1971). 

D.  Qualitative  aerosol  lidar  scattering  measurements  as  tracers  of  atmospheric  phenomena  were  the 
main  achievements  of  the  tropospheric  laser  radar  measurements  in  the  last  decade.  Fiocco,  et  al.  (1964)  were 
the  first  to  report  the  observation  of  aerosol  layers  by  laser  radar.  Several  groups  have  contributed  since  then 
to  the  qualitative  laser  radar  tropospheric  aerosol  measurement  (see,  for  example,  a  review  article  by  Collis 
1970).  Recent  measurements  are  reported,  for  example,  by  Collis  (1971)  (turbulence  and  diffusion  studies); 
Schotland,  et  al.  (1971)  (depolarization  measurements  for  distinguishing  between  water  and  ice  clouds);  and 
Derr  (1972),  who  describes  a  technique  for  horizontal  wind  velocity  measurements  using  laser  backscatter 
from  spatially  separated  volumes.  If  an  atmospheric  region  of  varying  aerosol  density  passes  one  of  the 
volumes  illuminated  by  the  laser,  the  backscatter  from  this  volume  will  have  a  component  that  fluctuates  with 

the  aerosol  density.  If  the  mean  wind  carries  this  atmospheric  cell  past  the  second  laser-illuminated  volume, 
the  backscattered  signal  can  be  recognized  and  correlated  with  the  signal  from  the  first  volume  (in  reality  cross 
correlation  coefficients  considerably  less  than  1.0  are  expected).  The  horizontal  distance  and  the  delay  time 
determine  the  mean  wind.  The  atmospheric  conditions  that  allow  the  method  to  be  used  successfully  are  being 
explored.  The  major  difficulty  has  been  to  find  sufficiently  large  fluctuations  that  can  be  measured  without 
elaborate  data  processing  techniques. 

Upper  atmospheric  (and  stratospheric)  aerosol  measurements  are  not  discussed  here,  although  the 
methods  described  are  also  being  used  for  the  study  of  the  aerosol  layers  detected  in  the  stratosphere.  Various 

laser  radar  studies  of  the  atmosphere  above  50  km  were  summarized  by  Grams  (1970).  The  18-23  km  aerosol 

layer  had  also  been  measured  by  most  laser  radar  groups  mentioned  in  Grams'  work.  The  technique  is 
described,  for  example,  in  the  work  by  Bartusek,  et  al.  (1970). 

23.4.1  Turbidity  and  Its  Measurement 

The  Rayleigh  atmosphere,  that  is  a  pure  molecular  atmosphere,  is  very  seldom  found  in  the  lower 

troposphere.  Although  the  number  densities  of  particulate  matter  (aerosols)  have  an  average  value  of  ~1000 

per  cubic  centimeter  and  rarely  exceed  a  value  of  H  10'  cm"^  (in  the  urban  environment),  in  comparison  with 
lO"  air  molecules,  tropospheric  scattering  will  be  composed  of  a  molecular  contribution  and  a  significant 
aerosol  contribution.  (A  useful  method  to  verify  the  presence  of  aerosols  by  polarization  measurements  is 
described  by  Cohen,  et  al.,  1969). 

The  ratio  of  total  (molecular  and  aerosol)  scattering  to  molecular  scattering  {lj/l}j[)  is  the  atmospheric 
turbidity  (t\}  and  is  a  function  of  the  scattering  wavelength  (and  angle). 

Conventional  laser  radar  techniques  provide  a  measurement  of  the  total  scattering  Ij.  Fluctuations  of 
the  total  scattering  radiance  as  a  function  of  time  were  studied  by  many  laser  radar  groups  (i.e.,  McCormick 
1971),  and  turbidity  fluctuations  were  derived  from  these  measurements  using  the  assumption  that  the 
atmospheric  molecular  density  does  not  vary  during  the  measurements  and  that  the  absolute  air  density  value 
can  be  based  on  the  U.S.  Standard  Atmosphere  Tables.  Obviously,  these  approximations  cannot  be  introduced 
when  average  air  density  is  to  be  measured.  Moreover,  temperature  measurements  based  on  the  nitrogen  Raman 
scattering  made  by  Strauch,  et  al.  (1971)  indicate  that  the  air  density  may  fluctuate  by  ±1%  of  the  average  air 
density,  in  a  time  scale  comparable  to  the  time  between  two  consecutive  laser  measurements  (of  the  order  of  a 

few  seconds).  Cohen, et  al.  (1972)  measured  simultaneously  the  total  scattering  Ij/^a  and  the  molecular 

scattering  (nitrogen  Raman)  I^^^X  A  typical  turbidity  variation  as  a  function  of  time  is  shown  in  (F23.il), 
superimposed  on  a  turbidity  curve  using  the  constant  density  assumption.  It  follows  that  except  for  clouds  or 

very  high  particle  density,  where  t-^  »  1  (and  therefore,  1%  variation  in  the  air  density  can  be  neglected  in 
the  separation  of  the  signal  from  the  molecular  scattering),  turbidity  values  have  to  be  measured  or  calculated 

whenever  accurate  air  density  values  are  desired  or  accurate  aerosol  parameters  are  sought. 

23.4.1.1    Theoretical  Method  for  Turbidity  Measurements 

The  laser  radar  backscattering  intensity  I|^ :  from  an  altitude  Z|^,  obeys  the  following  equation 

4  •  Ikj  =  (''Rj  •  Pk  +  bk j  )  •  exp  (-  2  A      (^j^R  +  ̂j,M)dr  j  '  Aj  =  (aR.p^  +  bk j)  Aj^ j  ,       (23: 1 5) 
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where  j  stands  for  the  wavelength  or  polarization  (or,  possibly,  scattering  angle),  p]^  =  molecular  number 

density  at  Zj^,  a^.  =  molecular  backscattering  cross  section,  bj^ ;  =  aerosol  scattering  coefficient, 

j3:  R  +  (3j  }j[(,=P\)  =  molecular  and  aerosol  extinction  coefficients,  and  A;  is  a  system  calibration  coefficient.  If 

the  laser'  radar  is  operating  at  some  angle  4>  from  the  zenith  and  horizontal  homogeneity  is  assumed  (Schuster, 
at  al.,  1972),  Z]^^  is  replaced  by  Zj^^cos^  *  and  &  is  replaced  by  /3j/cos  *. 

The  coefficients  o^.  and  ft  are  known  as  a  function  of  j.  For  example,  if  j  stands  for  wavelength,  then 

Oj=j/aj=2  =  (Aj=2/^j=i)'*-  Equation  (23:15)  for  the  altitude  Zj^+j  becomes  (Cohen,  et  al.,  1972): 

4+1  •  Ik+l,j  =  (oRj  •  Pk+l  +  bk+i  j)  •  exp  (-2/  ̂ j  dr  1  •  Aj  =  ~  (or.  •  p^+i  +  C^+i  •  b],  j)  •  Ai^j(23:16) 

where  Cj^+ j  is  constant  for  any  j  (wavelength,  polarization  or  scattering  angle). 

Equation  (23:16)  suggests  that  the  following  assumptions  should  be  accepted: 

1 .  If  fj^(r,m)  is  the  size  distribution  function  describing  the  aerosols  in  altitude  Zj^,  then 

fk+i(r,m)  =  Ck+l  -fkCr,!"). 

This  assumes  that  the  aerosol  size  distribution  as  well  as  the  aerosol  type  and  indices  of  refraction  are 
the  same  in  the  two  layers.  The  only  difference  in  the  aerosols  in  the  two  layers  is  the  number  density.  This 

assumption  is  used  for  AZ^-yk+i  "^  300  m.  As  a  consequence,  for  most  practical  uses,  the  scattering  intensities 
from  the  aerosols  in  the  two  layers  will  have  the  same  ratio  Cj^+j  independent  of  j.  In  case  the  turbidity  values 
are  much  higher  than  unity,  this  result  will  not  hold  since  multiple  scattering  effects  have  to  be  taken  into 
account  (see  10.5.2). 

r  ̂k+ 1 
2  exp(-/  ftdr)^  1.  Since  AZ^^j^+l  ~  300  m  this  assumption  holds  for  most  practical  uses  (see, -'Zk         ̂  

for  example,  Derr  et  al.,  1970  -  Fig.  3). 

Four  measured  values  of  Ij, ;  (k  =  1,2;  j  =  1,2)  provide  the  value  of  C^+j  without  the  necessity  of 

/       /-Zk        ̂ calibrating  the  laser  radar  (Ij^ ;  are  in  relative  units),  nor  measuring  the  extinction  term  exp  \'2  j       ft  dr 

when  j  stands  for  polarization:  '^R,'Ik+l,2  ~ '^Rz  "  ̂ k+1,1  (2318) 
C^+i  =   ■    ^ 

^R,  •  h,2  '  '^Rj  "  'k,l 

The  air  density  profile  calculation  requires  calibrated  values  of  Dj^ ;  and  two  initial  values  of  the  density  at 

altitudes  Zq  and  Z,: 

^k+1  =  Ck+i  •  Pk  +  dk+i 

(23:19) 

,        _  Ik,2  •  h+\,\  -  ̂k,l  •  Ik+1,2 where  dk+]  ;   ^-         - 
OR,  •Jk,2-  "Rj     'k,l 

Table  (23.4)  presents  an  example  of  the  calculation  of  the  aerosol  and  air  density  profiles  based  on  an 
atmospheric  model  suggested  by  McCormick  (1971). 

if  no  information  on  the  air  density  at  altitudes  Zq  and  Zj  is  available  an  additional  assumption  is 
needed: 

Pk+l/Pk  =  PklPk-l  =Rk  ■ 
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Table  23.4.     The  separation  of  the  Rayleigh  (molecular)  and  the  Mie  (aerosol)  scattering  from  total 

scattering  measurements  (Cohen  and  Derr,  1972).  The  D]^  ;  values  were  calculated  by  McCormick  (1971). 

Altitudef         Total  "Measured"  Scattering  Aerosol  Density 
(km)              Intensity  -  Relative  Units  Ratio 

  Pk,l                       I\,2  ^k+l 

Air  Density  —  Relative  Units 

Pk 

(rj=i=6943A)      (rj=2=3472A)  from  (23:18) 

McCormick's model 

U.S.  Standard      (23:19) 

Atmosphere 

0 5.89 13.0 

1 1.86 10.5 
2 0.792 7.74 
3 0.493 6.51 
4 0.385 5.79 

5 0.333 5.19 
6 0.297 4.65 

7 0.267 4.16 

0.255 
0.256 

0.256 0.256 
0.266 0.267 
0.279 0.279 

0.367 0.368 
0.736 0.736 
1.104 1.104 

2.54 2.31 

2.09 2.09 
1.89 

1.90 

1.70 1.70 

1.53 
1.53 

1.37 1.37 
1.23 1.23 

t  Since  f(r^,Z)/cjj+|  was  assumed  to  be  constant  in  this  atmospheric  model,  AZ  is  allowed  to  be  1  km. 

Table  23.5  The  turbidity  calculation  by  use  of  an  exponential  air  density  profile  assumption.  Dj^  ̂  values  as  a 
function  of  height  for  two  polarizations  were  derived  by  the  use  of  a  constant  air  density  ratio  value 

(=0.986)  and  a  random  contribution  of  b]^ ;  (generated  by  tlie  computer).  The  ratio  b]^  j/b]^  2  was  kept 
constant. 

Altitude  "Measured"        Aerosol  Density 
(Meters)  backscattering  in  Profile 

two  polarizations  (28: 18) 
Parallelf      Normal 

Mean  Air Density  tt Calculated  Mean 

Density  Ratio 

Mean  Turbidity        Valuesft 

Dk, 

Dk, 

Ck 

+1 

Pk 

125 5.413 0.244 
250 6.917 0.359 

375 7.300 0.390 

500 5.970 0.292 
625 2.759 0.053 
750 2.765 0.056 

875 4.183 0.165 
1000 6.820 0.364 

1.57 
1.10 

0.72 
0.06 

1.25 

7.04 
2.56 

1.277 
1.263 
1.246 

1.234 
1.216 
1.195 
1.169 

1,144 

0.989 
.986 

.991 

.985 

.983 

.978 

0.979 

'y- 

=  1 

^j=2 

2.01 
6.04 2.60 (±0.02)tt 8.38 

2.78 (±0.03) 9.89 
2.29 (±0.01) 7.47 
1.0753 (±0.0002) 1.38 

1.096 (±0.002) 1.48 
1.696 (±0.005) 4.46 
2.82 

(±0.04) 10.05 

t     Parallel  -  the  component  parallel  to  the  linearly  polarized  incident  laser  liglit. 
tt  Three  air  density  and  turbidity  values  can  be  calculated  for  each  layer.  (For  example,  for  Z5  three  sets  of 

T6D|^  j  values  can  be  used  for  the  air  density  and  turbidity  calculations  T:  1 .  k=3,4,5;  2.  k=4,5,6;  and  k=5,6,7). 
Values  of  p|^  and  r  are  the  arithmetic  mean  of  the  three  possible  values.  The  brackets  in  t-.=  |  indicate  the  range 
within  which  the  three  possible  values  were  calculated  for  each  layer. 
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This  is  approximately  true  for  most  polytropic  atmospheres,  [where  Pk/Po  =  (PklPo)^]  >  ̂^'^  suggests  an  average 

exponential  air  density  profile.  In  that  case,  six  measured  Ij^ ;  values (k  =  l,2,3;j  =  1,2)  lead  to  the  molecular 
density  profile  as  well  as  the  turbidity  values.  The  molecular  density  ratio  Rj^  can  be  calculated-  from 

uncahbrated  Ij^  :  values— see  Table  23.5.  It  should  be  noted  that  the  air  density  and  turbidity  values  calculated 
in  the  Table  are  based  on  4  significant  digits  in  I]^  ;.  If  the  air  density  only  is  of  interest,  Schuster.et  al.  (1972) 

suggest  that  an  assumption  could  be  made  on  the  values  of  bj^  i  and  bj^  2-  namely  b|^  j  =  bj^  2  where  1  and  2 
stand  for  two  wavelengths.  In  this  method  the  laser  radar  elevation  angle  <I>  (from  the  zenith),  is  changed  and 
backscattering  is  measured  for  two  $  values  and  2  wavelengths.  The  resulting  four  Ij^ ;  values  together  with  the 

above  mentioned  assumptions  (1 .  bj^  j  =  bj^  2;  2.  horizontally  homogeneous  atmosphere)  may  then  be  used  for 
determining  pressure  as  a  function  of  altitude. 

For  laboratory  or  airborne  measurements  the  study  of  the  laser  line  broadening  due  to  molecular  and 
aerosol  motions  may  result  in  the  separation  of  the  molecular  from  the  aerosol  scattering.  The  line  broadening 
due  to  molecular  Brownian  motion  is  approximately  2  orders  of  magnitude  larger  than  that  expected  due  to 
aerosol  motion.  The  technique  for  the  application  of  this  method  is  being  developed,  for  example,  by  Grams 
(1972,  private  communication). 

23.4.1.2    Experimental  Methods  for  Turbidity  Measurements 
Most  turbidity  measurements  involve  an  assumption  that  the  aerosol  concentration  is  very  low  at  some 

altitudes,  Zv  (e.g.,  ~30  km)  and  in  consequence,  the  aerosol  scattering  can  be  neglected.  The  measured 
scattering  value  Ij^    is  made  to  correspond  to  the  U.S.  Standard  Atmosphere  air  density  value  for  that  height. t 

Thus,  Ij^  values  for  a  Rayleigh  atmosphere  can  be  estimated  for  various  heights  Zj^  and  the  corresponding  U.S. 
Standard  Atmosphere  air  density.  The  turbidity  value  is  then  found  by  calculating  the  ratio  between  the  actual 

measured  l^  and  the  estimated-expected  molecular  backscattering  I]^. 

Schotland  and  Reiss  (1972)  and  Cohen,  Derr,  Cupp  and  Barth  (1972)  suggest  combining  Raman 

scattering  measurements  with  on-frequency  scattering  for  the  remote  measurement  of  atmospheric 

turbidity.  Schotland  and  Reiss  point  out  that  the  development  of  highly  monochromatic  light-sources  has 
made  possible  examination  of  the  spectral  composition  of  the  scattered  light  within  a  few  tens  of  Angstroms 

of  the-  transmitted  wavelength,  and  as  a  result  they  suggest  the  observation  of  the  pure  rotational  Raman 
scattering  due  to  N2  and  O2  molecules.  The  advantage  of  the  rotational  Raman  scattering  measurements  is 
that  extinction  is  practically  the  same  for  both  the  aerosol  and  Raman  scattering  and  the  measurements  can  be 
interpreted  for  the  exact  turbidity  without  an  absolute  scattering  measurement. 

Actual  measurements  of  turbidity  were  performed  by  Cohen  et  al.  (1972)  using  the  system  shown  in 

(F23.I2).  The  top  photomultiplier  detected  the  vibrational  N2  Raman  scattering  while  the  side  photomulti- 

plier  detected  the  on-frequency  scattering.  Ij^'s  have  to  be  corrected  by  the  corresponding  extinctions  for  each 
wavelength  whenever  the  extinction  is  not  negligible.  Methods  for  the  remote  determination  of  atmospheric 
transmissivity  had  been  suggested  by  several  authors;  e.g..  Barret  et  al.  (1967)  who  assumed  that  the  extinction 
to  scattering  ratio  is  constant  at  all  heights  and  is  known;  and  Melfi  (1972),  who  assumed  a  U.S.  standard 

atmosphere  for  the  evaluation  of  extinction.  This  last  method  is  therefore  not  adequate  for  exact  turbidity 
measurements  although  such  an  assumption  for  the  extinction  estimation  has  a  much  weaker  effect  on  the 
accuracy  of  the  results  than  that  used  for  the  scattering  approximations. 

On  the  other  hand,  vibrational  Raman  scattering  techniques  are  already  operational  and  for  several 
practical  aerosol  size  distributions,  the  extinction  can  be  assumed  to  be  the  same  for  both  the  laser  and  the  N2 
Raman  wavelengths. 

23.4.1.3    Horizontal  Extinction  and  Visibility  Measurements 
While  the  turbidity  (as  defined  here)  is  a  measure  of  the  aerosol  content  in  the  air  from  the  scattering 

point  of  view,  the  "visibility  distance"  provides  additional  information  as  to  the  extinction  (absorption  and 

t  This  approximation  is  being  widely  used  for  the  calibration  of  the  lldar  system  into  absolute  units  (the  coefficient  A:  or  A* 
in  (23:15).  Since  a  "Rayleigh-Atmosphere"  assumption  cannot  be  applied  a  priori  whenever  low  altitude  tropospheric 
measurements  are  concerned,  other  calibration  methods  were  developed  (e.g..  Hall  et  al.,  1970).  It  should  be  noted  that  Nj 
Raman  scattering  measurements  provide  a  direct  laser  radar  calibration,  since  an  additional  independent  measurement  of  air 
density  (for  example,  pressure  and  temperature  measurements)  is  all  that  is  needed  for  the  calibration. 
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total  scattering)  properties  of  the  aerosols.  The  visibility  distance  V  and  the  average  extinction  coefficient  ̂  
obey  the  following  relation 

yj  _  const. 
—f~  (23:20) 

where  the  averaging  is  over  the  visible  range  and  over  the  path  V.  The  laser  wavelength  visibility  distance,  V^^, 
is  inversely  proportional  to  the  extinction  coefficient  ^y^,  and,  therefore,  the  measurement  of  j3}^  can  be 
directly  interpreted  as  the  definition  of  the  visibility  distance  (for  a  given  wavelength).  Several  methods  for  the 

measurement  of  |3;^  were  suggested  and  the  reader  should  refer  to  a  review  article  by  Grimes  (1969).  One 
method  will  be  briefly  mentioned  here.  The  backscattering  from  a  distance  Rj  can  be  written  as  (see  23:12) 

I(Ri)  =  A  •   ̂   -  exp  -2/      Ms  •  (23:21) 

•f-ii' If  the  backscattering  from  two  very  close  distances,  Rj  and  Rj+j  (where  ARj_).j+j  <  100  m,)  is  recorded,  the 

ratio  I(Rj)/I(Rj-,.j)  is  given  by 

I(Ri)/I(Ri+,)  =  (Ri+,/Ri)'   -exp  2/  /3  ds^  (Rj^, /Rj)^  exp(2AR/3i)  (23:22) 

where  only  j3j  is  unknown.  Equation(23:22)is  based  on  the  assumption  that  for  AR  <  100  m,ai(7r)  =  a^^\{T:). 

23.4.2  Aerosol  Properties  and  Their  Effect  on  Scattering  Intensitiest 

Turbidity  and  extinction  determination  provide  a  means  to  separate  aerosol  scattering  from  total 
scattering.  The  resulted  aerosol  scattering  cross  sections  are  dependent  on  the  aerosol  properties,  thus 
providing  an  indirect  way,  which  requires  an  inversion  procedure  to  calculate  those  properties.  The  aerosol 
properties  can  be  divided  into  two  categories: 

1.  Properties  that  appear  as  parameters  in  the  exact  theoretical  scattering  functions:  sizes  of  spherical 
aerosols,  (low)  number  densities,  relative  indices  of  refraction. 

2.  Properties  that  involve  an  approximation  in  the  theoretical  scattering  functions:  non-spherical  shapes; 
orientations  relative  to  the  scattering  plane;  high-number  densities  (multiple  scattering). 

Most  of  the  theoretical  work  dealing  with  the  inversion  of  laser  radar  aerosol  scattering  introduces  the 
assumption  that  the  particles  are  either  spherical  or  can  be  considered  spherical  (Holland, et  al.,  1967;  Eiden 
1966)  when  calculating  scattering  properties.  This  assumption  has  been  up  to  the  present  time,  2t  requirement 

for  any  quantitative  approach  in  determining  the  size-distribution  function  of  aerosols  derived  from  laser  radar 
scattering  information. 

A  few  theoretical  papers  have  considered  the  complicated  interpretation  of  multiple-scattering  of  lasers 
by  clouds.  Fortunately,  in  most  practical  cases  (in  respect  to  aerosol  number  density  and  the  common  field  of 
view  of  lidar  systems),  the  scattering  from  aerosols  (except  for  water  and  ice  clouds)  is  mainly  (>90%)  single 
scattering. 

One  technique  of  measuring  qualitatively  to  what  degree  the  sphericity  and  the  single-scattering 
assumptions  are  valid,  is  provided  by  depolarization  measurements  of  the  linearly  polarized  incident  laser 
beam.  According  to  theory  and  experiment,  a  depolarization  of  1.5%  (Cohen, et  al.,  1969)  or  less  is  expected 
when  these  assumptions  are  valid.  Experimental  values  of  the  depolarization  factor  were  recorded  by  a  few 
laser  radar  groups  and  in  some  cases  depolarization  of  10%  and  higher  were  detected.  Under  average  aerosol 
density  conditions,  exact  depolarization  values  are  difficult  to  measure  accurately  and  therefore  are  assumed 
not  to  exceed  2%. 

I  Readers  interested  in  specified  properties  of  atmospheric  aerosol  including  composition,  size-distribution  and  tabulated 
optical  properties  should  refer  for  example,  to:  Elterman.et  al.  (1969)  and  McClatchey.et  al.  (1971). 
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Figure  23. 12  Schematic  of  the  experimental  system  used  for  the  turbidity  measurement. 

Although  these  favorable  atmospheric  conditions  (e.g.  single  scattering  and  sphericity)  reduce  the 

number  of  the  parameters,  1|^  ̂  is  still  a  function  of  several  variables: 

Ik  M  =  fC^i .  •  •  •  .  rN,mi , .  .  .  ,  mi^,pi ,  .  .  .  ,  PN,9,X) (23:23) 

where  9  (the  scattering  angle)  and  A  are  known,  whereas  the  other  variables  have  to  be  determined  (p:  is  the 

number  density  of  the  particles  with  radius  n  and  refractive  index  mg).  Still,  the  conditions  were  described 

above  as  being  "favorable",  because  I]^  ̂  can  now  be  calculated  for  any  given  set  of  parameters.  Indeed,  one 
of  the  first  widely  used  approaches  of  relating  scattering  information  to  aerosol  properties  had  been  to 

calculate  Ij,  j^  values  for  a  number  of  atmospheric  aerosol  models  (see,  for  example,  Diermendjian  1964)  and 
compare  the  results  with  the  laser  radar  measurements  (Barrett,  et  al.,  1967;  see  23.4.2.2).  Calculations  were 
performed  for  a  constant  index  of  refraction  (for  each  model)  and  a  continuous  particle  size  distribution 
function.  Naturally  this  method  is  very  limited  in  its  applicability  to  the  real  atmosphere  and  different  general 
methods  had  to  be  developed.  (A  discussion  on  the  applicability  of  theoretical  tables  to  the  real  atmosphere 
can  be  found  in  the  work  by  Dave,  1969). 

In  order  to  better  understand  the  basic  requirements  for  any  method  of  determining  aerosol  properties, 

let  us  now  examine  briefly  the  behavior  of  the  Mie  scattering  intensities  (10.4)  as  a  function  of  the 
parameters  r,  X,  6  and  m: 

A.  The  dependence  on  the  size  parameter  a  =  27rR/X  (see  F23:13).  The  main  characteristic  of  this 
dependence  is  the  nonmonotonic  fluctuations  of  the  scattering  efficiency  as  a  function  of  the  aerosol  size;  for 

example,  three  periodicities  can  be  found:  'vO.8  *  a;  'v2(m  -  1)  •  a  and  ̂ Q.211  •  a.  The  fluctuations  in  the 
scattering  efficiency  can  be  reduced  either  by  increasing  drastically  the  laser  radar  field  of  view  or  by  using  a 
wideband  light  source  for  the  transmitter.  Neither  possibility  is  applicable  in  the  remote  lidar  measurements. 

B.  The  dependence  on  very  small  variations  of  the  refractive  index  m.  In  (T23.6)  the  dependence  of 
the  refractive  index  on  wavelength  is  shown  and  the  resulting  variations  in  the  scattering  intensities  are  shown 

in  (F23.14).  Figure (23.1 5) shows  the  dependence  of  the  scattering  intensity  from  a  monodispersed  cloud  of 
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Figure  23.13    Mie  scattering  intensity  as  a  function  the  size  parameter  a  =  l-urj'K.  The  scattering  angle  6  is  90° 
and  the  refractive  index  of  the  spherical  scatterers  is  1.33  (water  droplets). 

Table  23.6     Refractive  index  variations  associated  with  wavelength  and  temperature  changes. 

I.     Refractive  index  of  liquid  water  (t=20°C)  as  a  function  of  wavelength. 

Wavelength  (A) 4046.6 4471.5 5015.7 5460.7 5892.6 6562.8 7065.2 

Refractive  Index 1.342724 1.339423 1.336363 1.334466 1.332988 1.331151 1.330019 

II.     Refractive  index  of  liquid  water  (A=5892.6A)  as  a  function  of  temperature. 

Temperature  (°C) 
0 14 

15 

16 20 

Refractive  Index 

Relative  to  Air 

(p  =  1.225  X  lO-^g/cm^) 

1 .3339493 1.33348 1.33341 1.33333 1 .33299 

Refractive  Index 
in  Vacuum 1.33377 

1.33335 
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Figure  23.14  The  log  of  the  scattering  intensities  of  the  component  normal  to  the  scattering  plane  as  a 

function  of  wavelength;  the  scattering  angle  6  =  90°,  +  ̂   m  =  1.33;  o  =>m  =  m  (\).  Left:  R  (=  radius  of 
scattering  sphere)  =  4.5nm  and  4000k  <  X  <  7000k;  Right:  R  =  2.5[m. 
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Figure  23.15  The  dependence  of  scattering  intensity  as  a  function  of  height:  A  -  m  =  f(z);  B  -  intensity  ratio 

of  the  components  parallel  to  the  scattering  plane  I(z)II(zQ)as  a  function  of  height  (6=90°;  X=5892.6k; 
R  =  2.6txm);  C  -  depolarization  (bj  of  the  scattered  light  as  a  function  of  height:  6  =  Ijjz)/Iu(z).  I  is  the 
component  parallel  to  the  scattering  plane. 
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particles  in  a  standard  atmosphere,  as  a  function  of  height,  due  to  changes  in  the  relative  index  of  refractiori. 

Fortunately,  many  of  the  actual  atmospheric  aerosol  size  distributions  compensate  for  the  refractive  index 
dependence,  althougli  a  careful  study  has  not  yet  been  made  lo  determine  the  conditions  under  which  the 
refractive  index  effect  is  important. 

C.The  dependence  on  the  scattering  angle  6;  see,  for  example,  Eiden  (1966).  This  dependence  also 
shows  a  fluctuating  scattering  intensity  as  a  function  of  6.  The  envelope  of  the  fluctuations  has  a  minimum  in 

the  neighborhood  of  0  =  90°  and  a  high  maximum  for  forward  scattering. 
As  a  consequence,  if  no  a  priori  assumptions  are  made  and  one  is  left  with  all  possible  sizes  and  indices 

of  refraction,  the  exact  solution  requires  more  independent  measurements  with  a  common  laser  radar  than  the 
number  of  unknowns  since  there  is  no  one  to  one  correspondence  between  scattering  intensity  and  size,  index 
of  refraction,  or  scattering  angle.  A  high  degree  of  a  priori  information  is,  therefore,  essential  in  order  to 

reduce  the  number  of  the  required  independent  measurements,  which  are  provided  by  multi-wavelength  laser 
radars,  bistatic  laser  radars  {0  changes)  and  polarization  measurements. 

23.4.2.1     Basic  Characteristics  of  Atmospheric  Aerosols 
Samples  of  aerosol  particles  collected  from  the  atmosphere  have  been  studied  in  the  laboratory  and  the 

results  can  be  summarized  as  follows: 

a.  The  real  part  of  the  index  of  refraction  varies  from  1.33  to  1.59  (relative  to  the  air),  and  for  a  large 
class  of  aerosols  can  be  taken  as  1.5  or  1.54,  Eiden  (1966),Herman,et  al.  (1971). 

b.  Most  aerosols  can  be  described  by  a  size-distribution  function  with  a  few  parameters,  Diermendjian 
(1969).  A  typical,  nonprecipitating,  terrestrial  atmosphere  contains  particles  whose  radii  vary  between 
O.Ol^u  and  15/u  (Dave,  1969).  Based  on  these  results  most  of  the  authors  suggesting  mathematical  methods  for 

the  inversion  of  a  few  independent  measurements  used  the  following  assumptions: 
1 .  The  index  of  refraction  is  known  and  unique.  Thus  particles  may  differ  only  in  size. 

2.  A  "best  fit"  to  one  of  the  suggested  possible  size  distribution  functions  should  be  the  target  of  the 
inversion  procedure,  or  in  some  cases,  a  close  resemblance  to  an  initial  estimate  of  the  particle  size  spectrum. 
Single  scattering  of  spherical  particles  is  assumed  and  weighting  functions  (scattering  as  a  function  of  size)  for 

spherical  particles  are  used. 

A  theoretical  discussion  of  various  inversion  procedures,  including  the  solution  to  Fredholm's  integral 
equation  of  the  first  kind,  are  presented  in  Chapter  16,  although  their  application  to  the  aerosol  size 
distribution  is  not  emphasized.  One  example  of  the  theoretical  approach  to  the  inversion  method  based  on  the 
above  assumptions  for  the  determination  of  the  size  spectrum  function,  N(r),  is  presented  by  Dave  (1971).  We 
shall  outline  the  main  equations  used  in  an  inversion  procedure  for  aerosol  size  distribution  determination: 

The  range  of  particle  sizes  is  divided  into  J  sub-intervals: 
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where  Nj  is  the  total  number  of  particles  per  unit  volume  per  unit  size  increment  with  radii  between  r;  and 
n+j.  Similar  expressions  can  be  calculated  for  the  initial  estimate  of  the  size  spectrum  function,  N*(r): 

■j+l 

N*(r)  dr/(rj+i  -  rj) 

J 

This  division  reduces  the  number  of  unknowns.  It  is  based  on  the  approximation  that  the  scattering  intensity 
variations  are  small  within  each  subintervai. 

Suppose  we  have  M  independent  observations  (scattering  measurements  in  various  wavelengths, 
scattering  angles,  or  polarizations).  Then  for  each  observation,  m,  the  following  matrix  elements  can  be defined: 

/•■■j+l 

a^j  =  const.  (X)  •  /         \{oc^fi^^^)  dr  .  ^2325) 
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where  a^,  6^^  and  P^,  define  the  wavelength,  scattering  angle  and  polarization  of  the  m^*^  observation.  I  is  the 
Mie  scattering  intensity  for  the  assumed  index  of  refraction,  and  Cj^  is  constant  for  a  fixed  X.  If  Dj^  is  the 

scattering  intensity  measured  for  the  m^"  observation,  then: 
J 

Dm  =  2    Nj  •   a^j  .  (23:26) 

j=l 

Thus,  we  have  a  system 
 
of  linear  equatio

ns  
that  have  the  matrix 

 
form: 

A  •   N  =  D  .  (23:27) 

The  least-square  solution  is: 

N  =  (A*A)     A*D  (23:28) 

where  a  unique  solution  exists  only  if  A*A  is  nonsingular.  In  many  cases  a  smoothed  solution  is  required  to 
avoid  the  appearance  of  possible  negative  particle  number  density  in  the  mathematical  solution.  (For  the 

smoothed  solution  see,  for  example,  Twomey  1962).  When  only  one  measurement  is  used,  only  one  equation 
can  be  written  and,  therefore,  the  size  distribution  must  be  assumed  and  the  aerosol  concentration  is  the  only 
unknown. 

23.4.2.2    Examples  of  Inverting  Laser  Radar  Measurements  to  Obtain  Aerosol  Properties 
Example  1:  Barret,et  al.  (1967): 
la.  Assumed  known  properties:  The  size  distribution  function  has  the  form: 

-^  d(ln  r) 

N  =  c/ 

where  r,  =  0.04/i;  t^  =  lOfj.  and  u=  3;  the  aerosol  refractive  index  is  constant,  m  =  1 .5. 
lb.  Unknowns:  Aerosol  concentration. 

Ic.  Number  of  required  independent  measurements:  one,  obtained  by  laser  radar  backscattering 
measurements  at  6943A. 

Id.  Method:  Mie  scattering  tables  are  used  for  the  definition  of  the  expected  scattering  from  a  unit 

mass  of  the  aerosol  and  if  the  measured  aerosol  backscattering  bj^  is  expressed  in  units  of  10~^m"'sr"'  the 
total  aerosol  mass  is  given  by: 

Qing  m-3)  =  4.96(bk  -  5.8)  .  (23:29) 

Expressions  for  the  visibility  distance  and  the  turbidity  index  (=total  scattering  at  \  =  5500A)  are  also 
suggested.  This  method  for  the  estimation  of  the  total  aerosol  mass,  has  also  been  used  for  stratospheric 
measurements  (see,  for  example,  Bartusek.et  al.     1970). 

Example  2:  Herman.et  al.  (1971). 

2a.  Assumed   known   properties:    first,  estimate   for   the   size   distribution— the  Junge  distribution, 

dN  =  ar~(^" ' )  with  an  unknown  value  for  v;  index  of  refraction  =  1 .54. 
2b.  Unknown:  The  exact  size-distribution  function  of  all  particles. 

2c.  Number  of  required  independent  measurements:  20-the  four  Stokes'  polarization  parameters  at 
five  scattering  angles  6. 

2d.  Method:  Although  the  only  unknowns  are  the  number  densities  of  one  type  of  spherical  particle 
with  .025  <r<  10/j  an  exact  inversion  solution  requires  the  division  of  the  size  range  into  at  least  1000 
subdivisions  (Dave,  1 969)  and  a  corresponding  set  of  1000  independent  observations  (different  scattering  angles 

and  polarization  parameters).  Therefore,  an  iteration  technique  is  suggested  in  which  an  "intelligent"  trial 
solution-(an  assumed  size  distribution)-is  made  and  the  resulting  size  distribution  function  (based  on  the 
observations  and  on  a  calculated  inversion  matrix),  is  used  as  a  input  for  the  second  iteration  step. 

It  should  be  pointed  out  that  the  resulting  solution  will  depend  on  the  initial  trial  solution. 
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Example  3.  Cohen  (1971). 
3a.  Known  properties:  Upper  limit  of  size  range. 

3b.  Unknowns:  Content  and  size  distributution  in  the  atmospheric  scattering  volume  of  spherical 
particles  with  known  indices  of  refraction. 

3c.  Number  of  required  independent  measurements:  Several  scattering  intensities  as  a  function  of 

wavelength  (dye-laser  radar).  The  number  of  observations  is  not  required  to  correspond  to  the  number  of 
unknowns. 

3d.  Method:  To  the  particles  having  a  radius  Tq  and  refractive  index  ttIq,  two  series  of  X  values  can  be 

fitted  (  XjQ,  X'jQ  ),  so  that; 

\o  =  27rro/af4AX,i;  Mo  =  27rro/aMIN,i  (23:30) 

where  ajviAX  i  ('^MIN  i)  '^  ̂ ^^  value  of  the  size  parameter  a  corresponding  to  i-th  maximum  (minimum)  point 
of  the  theoretical  I(a,9,mQ)— see  (F23.13). 

If  we  define: 

/(rj)=  I    [I(Xij)  -  KMj)]  >  (23:31) i=l 

the  function  i(r;)  describes  the  size  distribution  with  a  degree  of  accuracy  which  increases  with  N.  The  N  value, 

representing  the  "available"  number  of  maxima  (and  minima,  respectively),  can  be  increased  to  a  practically 
desired  value  by  recording  I(X)  at  various  scattering  angles.  Since  the  accuracy  of  this  technique  is  better  for 
the  large  particles,  /(n)  is  calculated  starting  from  the  largest  assumed  r  value  so  that  the  error  to  the  function 
/(n)  introduced  by  the  bigger  particles  can  be  estimated  and  taken  into  account. 

23.5      Future  Directions  for  Laser-Probing  of  the  Atmosphere 

The  feasibility  of  water  vapor  profile  measurements  by  laser  radar  using  Raman  backscatter  of  selective 
absorption  has  been  demonstrated.  Raman  profiles  of  O2  and  N2  have  also  been  obtained  and  from  these 
measurements  a  temperature  profile  should  be  possible  although  this  is  not  yet  demonstrated  in  the  lower 
atmosphere.  Measurement  of  cloud  height  should  be  trivial  and  measurement  of  cloud  velocity  should  be 
possible.  Measurement  of  aerosol  profOes  has  been  demonstrated. 

New  capabilities  for  laser  radar  meteorology  will  be  demonstrated  when  the  dye  laser  becomes  suitable 
for  field  laser  radar  probes.  Resonant  absorption  experiments  should  allow  profile  measurements  of  additional 
molecules.  Resonant  Raman  scattering  or  fluorescence  scattering  may  also  become  feasible  for  some 
molecules.  Advances  in  peak  power,  repetition  rate,  and  beam  divergence  will  make  Raman  laser  measurements 
more  attractive.  Daylight  operation  of  Raman  laser  radar  will  probably  require  lasers  in  the  2700  to  2900A 
region  to  take  advantage  of  the  ozone  attenuation  of  solar  radiation.  Improved  filters  are  needed  at  ultraviolet 

wavelengths;  the  Fabry-Perot  interferometer  may  be  useful  for  field  work.  The  dye  laser  will  allow  improved 
techniques  for  separating  aerosol  and  molecular  backscatter  by  multi-wavelength  measurements.  If  these 
methods  are  perfected,  the  density,  pressure,  and  temperature  profiles  could  be  measured  in  the  lower 
atmosphere. 

The  methods  described  in  23.4  for  determining  aerosol  properties  from  laser  radar  scattering 

measurement  illustrate  that  the  problem  is  still  far  from  being  solved  for  most  practical  applications. 
Monochromatic-monostatic  laser  radar  measurements  seem  to  be  of  little  practical  use  for  determining  aerosol 
properties.  Future  laser  radars  should  provide  polarization  measurements  in  addition  to  fast  wavelength  and/or 
scattering  angle  scanning.  More  independent  observations  will  increase  the  accuracy  of  the  result  achieved  by 
an  inversion  procedure  and/or  decrease  the  amount  of  a  priori  information  needed  concerning  the  aerosol 
properties.  Application  of  improved  inversion  procedures  (see  Chapter  16)  will  also  lead  to  improved  aerosol 
measurements.  On  the  other  hand,  for  turbidity  and  extinction  measurements,  the  monostaticlaser  radar  will 

play  a  significant  role  in  the  future. 
Another  possible  new  development  for  meteorology  is  the  Doppler  laser  probe.  The  power  spectrum  of 

the  Doppler  return  from  molecules  will  be  temperature  dependent  and  may  be  a  suitable  method  for 
measuring  temperature.  Wind  velocity  from  the  mean  Doppler  shift  of  backscattered  energy  from  aerosols  is 
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another  possible  use.  The  problems  of  coherence  of  lasers  with  high  power  has  prevented  atmospheric 
experiments.  Problems  of  optical  doppler  have  been  discussed  (Schotland,  1968;  Owens,  1969)  and  appreciable 
laser  advances  will  be  needed  for  practical  optical  Doppler  systems  for  atmospheric  probing.  However,  the 
optical  Doppler  problem  has  thus  far  been  approached  from  the  standpoint  of  coherent  optical  systems,  where 

the  severe  restrictions  of  optical  heterodyning  are  encountered.  Another  approach,  using  coherent  microwave 
modulation  of  the  laser  transmitter  may  be  a  solution  to  the  Doppler  measurement  problem.  This  approach 
has  been  used  in  precise  distance  measuring  devices. 
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Various  spectroscopic  techniques  in  the  infrared,  visible  and  ultraviolet  regions  of  the  spectrum  are 
useful  for  the  remote  measurement  of  pollutant  concentrations.  Building  on  the  fundamental  theory  of 
chapters  9  and  10,  this  chapter  discusses  the  monitoring  of  ambient  air  quality  by  means  of  long  path 
optical  absorption  and  discusses  pollutant  distribution  mapping  by  means  of  scattering  spectroscopy. 
For  each  of  the  two  measurement  problems,  techniques,  examples  and  current  research  problems  are 
considered.  The  information  presented  is  designed  to  outline  the  potential  and  limitations  of  each 

technique  for  practical  pollutant  sensing. 

24.0  Introduction 

Remote  sensing  of  pollutants  implies  the  utilization  of  some  interaction  between  the  pollutant  and  the 
probing  electromagnetic  radiation.  We  limit  this  discussion  to  the  propagation  of  electromagnetic  radiation  as  a 
carrier  of  the  information  concerning  pollutant  concentration.  This  limitation  is  because  other  methods  of 
information  transmission  such  as  acoustic  waves  have  not  yet  demonstrated  a  capability  or  significant  promise 

of  sensing  pollutant  concentrations  directly. 
Two  classes  of  pollution  sensing  problems  are  particularly  suited  to  remote  sensing.  One  class  concerns 

the  long  path  average  of  ambient  pollutant  concentration.  The  other  general  problem  is  the  determination  of  a 

three-dimensional  map  of  pollutant  concentration  with  a  spatial  resolution  appropriate  to  a  given  study.  These 
two  types  of  problems  are  treated  in  separate  sections.  Each  section  discusses  the  problem,  detection  principles 
and  examples  of  actual  remote  sensing  techniques  and  equipment.  Information  in  chapters  9  and  10  is 
necessary  to  the  understanding  of  detection  principles  involved  in  the  methods  of  sensing  discussed  in  this 
chapter. 

While  this  chapter  considers  only  remote  sensing  systems,  the  alert  reader  interested  in  additional 
information  will  also  find  useful  ideas  in  articles  (not  referenced  here)  devoted  to  point  (or  sample  cell)  sensor 
spectroscopic  instrumentation.  In  many  cases,  instrumentation  designed  for  remote  sensing  is  applicable  with 

minor  modification  to  point  sampling.  The  converse  is  often  also  true. 
The  purpose  of  this  chapter  is  to  provide  a  conceptual  framework  in  which  to  fit  various  sensing  results 

as  they  become  available.  A  reader  interested  in  an  engineering  handbook  for  the  selection  of  the  proper 
remote  sensing  technique  for  a  given  problem  will  be  disappointed.  Unfortunately,  the  field  of  remote  sensing 
of  pollutants  is  not  well  enough  developed  to  provide  such  a  handbook.  All  published  results  of  remote 

pollutant  measurements  and  descriptions  of  working  instruments,  to  the  writer's  knowledge,  are  included  in 
the  references  to  this  chapter.  The  lack  of  published  information  dictates  that  we  discuss  some  of  the  topics  in 
generalities.  There  is  no  lack  of  proposed  systems  analyses  (without  results  or  new  information)  in  the 
literature,  but  only  a  representative  sampling  of  some  of  the  more  useful  analyses  have  been  included  in  the 
references  to  this  chapter. 

Only  with  further  research  will  it  be  possible  to  be  specific  about  a  quantitative  comparison  (as  a 
function  of  each  pollutant  type)  of  the  different  sensing  methods  discussed  here.  Summaries  of  current 
research  problems  are  included  in  each  section.  Technical  details,  used  to  more  fully  explain  the  conceptual 
framework  outlined  here,  are  limited  by  available  published  information  and  by  size  constraints  on  the 
chapter. 

24.1  Measurement  of  Ambient  Air  Quality 

By  the  term  ambient  air  quality  we  imply  that  the  pollution  sensing  problem  is  concerned  with  spatial 
averages  of  pollutant  concentration  over  distances  of  at  least  the  order  of  hundreds  of  meters.  Such  averages 
can  be  determined  by  measuring  the  concentration  at  a  number  of  evenly  spaced  sensors  along  a  path.  An 
average  of  the  numerous  point  concentrations  yields  an  approximation  to  the  ambient  air  mean  pollutant 
concentration. 
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Although  the  point  averaging  technique  is  useful,  an  ambient  air  quality  measurement  is  better  made 
using  a  technique  which  inherently  integrates  the  pollutant  concentration  along  the  chosen  path.  The 
measurement  of  molecular  absorption  of  electromagnetic  radiation  is  such  a  technique.  In  principle,  remote 
spectral  sensing  of  molecular  pollutants  requires  only  a  source,  a  detector  and  knowledge  of  the  absorption 
spectrum  of  the  molecules  present  in  the  sample. 

We  discuss  variations  on  this  principle  in  two  spectral  regions,  the  infrared  and  visible-ultraviolet.  The 
physical  reasons  for  this  spectral  limitation  are  explained  more  fully  in  10.0.  Techniques  and  examples  are 
restricted  by  the  physical  limitations  of  the  interaction  mechanism.  Microwave  spectra  and  broadband  spectra 
of  particulate  pollutants  are  mentioned  at  the  end  of  this  section. 

24.1.1  Infrared  Absorption 

Characteristic  vibration-rotation  energy  level  transitions  for  molecules  occur  primarily  in  the  infrared 

from  500  to  10,000  cm"^ .  The  basic  explanation  for  these  absorption  transitions  is  given  in  chapter  9.  For 
present  purposes  it  is  sufficient  to  observe  that  the  presence  of  a  given  molecular  species  in  an  electromagnetic 
beam  allows  us  to  observe  a  characteristic  spectrum;  that  is,  a  variation  of  transmission  of  radiant  energy  with 

photon  energy,  or  equivalently,  with  photon  wavenumber  (given  in  cm"'  or  waves  per  centimeter).  The 
existence  of  the  characteristic  spectrum  is  quantitative  evidence  of  the  existence  of  the  associated  molecular 
species  in  the  path. 

Techniques 

The  basic  spectroscopic  technique  for  infrared  measurement  of  ambient  air  quality  involves  a  source 
and  detector  separated  by  a  few  hundred  meters  in  typical  cases.  The  path  must  be  long  enough  for  the  desired 
spatial  average  and  for  an  adequately  strong  absorption  by  the  species  of  interest,  and  short  enough  for  an 
adequate  signal  to  noise  ratio  (S/N)  in  the  spectrum  of  the  molecular  species.  For  convenience,  a  retroreflector 

is  often  used  at  the  midpoint  of  the  path  so  that  source  and  detector  may  be  physically  (but  not  optically) 
close  to  each  other. 

A  Globar  is  most  often  used  as  a  continuum  source  of  infrared  radiation,  although  Wolfe  (1965) 
discusses  many  alternative  sources  as  well.  The  sun  provides  an  intense  but  somewhat  inconvenient  infrared 
continuum  for  atmospheric  studies.  Applications  of  both  continuum  and  line  emission  infrared  sources  to  air 
pollution  problems  are  discussed  in  more  detail  than  is  appropriate  here  by  Hanst  (1970).  Continuum  sources 
have  been  traditionally  used  for  classical  laboratory  work.  This  background  of  experience  and  development 
makes  the  continuum  sources  practical  for  pollutant  sensing,  even  though  the  spectral  radiance  (power  per  unit 
wavenumber  interval)  is  lower  than  discrete  frequency  sources  discussed  below. 

Tunable  lasers  provide  an  interesting  bridge  between  continuum  and  discrete  sources.  Such  lasers 

combine  the  extended  spectral  coverage  (potentially  over  the  range  500  to  2500  cm"' )  of  the  Globar  with  the 
high  spectral  radiance  of  line  sources.  Two  types  of  tunable  lasers  are  discussed  by  Hinkley  and  Kelley  (1971) 
and  by  Mooradian  et  al.,  (1970).  These  tunable  sources  hold  exciting  promise  for  remote  detection  of 

atmospheric  pollutants,  but  are  still  in  the  early  stages  of  development.  If  problems  of  cost,  tuning  range, 
stability  and  portability  can  be  solved,  these  lasers  are  ideal  sources  for  ambient  air  monitoring. 

Infrared  sources  which  emit  at  a  few  discrete  frequencies,  such  as  CO2,  Xe  and  other  types  of 
conventional  lasers,  have  also  been  suggested  as  suitable  sources  for  long  path  infrared  spectroscopy. 

Discussions  by  Hanst  (1970)  and  Long  (1966)  mention  the  possibility  of  using  these  sources,  and  give 
preliminary  measurements  of  appropriate  absorption  coefficients  of  some  molecular  species  at  these  laser 
frequencies.  Unfortunately,  coincidences  between  laser  lines  and  strong  absorption  lines  of  molecules  of 
interest  are  rather  rare  in  practice,  especially  when  one  considers  the  absorption  spectra  of  the  gases  in  high 
(pressure  broadened  limit)  resolution.  Zeeman  shifting  a  laser  line  to  provide  slight  tuning  (of  the  order  of  1 

cm"')  has  been  suggested  by  Hanst  (1970)  and  others  to  increase  the  possibility  of  a  usable  coincidence 
between  laser  emission  and  molecular  absorption. 

A  variety  of  detectors  can  be  used  with  each  of  the  infrared  sources  considered.  With  the  continuum 

sources,  a  detector  with  frequency  (i.e.  wavenumber  or  wavelength)  discrimination  is  required.  The  simplest 

frequency  discrimination  involves  the  use  of  interference  filters  with  band  passes  of  tens  of  cm" '  at  1 000  cm" ' 
(10  Aim  wavelength  in  the  infrared).  Either  spectrally  fixed  filters  may  be  used  for  selected  spectral  regionsor 
wedge  filters  may  be  used  to  scan  the  spectrum.  While  filters  are  rugged,  the  extremely  broad  band  passes 

mean  that  little  discrete  information  is  available.  This  is,  many  fewer  pairs  of  frequency-transmission  data 
points  are  measured  by  filters  than  are  measured  by  higher  resolution  techniques  used  over  the  saitie  spectral 
interval. 
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Traditionally,  prism  or  grating  spectrometers  are  used  for  photon  frequency  discrimination. 

Instruments  suitable  for  field  use  exhibit  spectral  resolutions  typically  10  to  1  cm"'  with  the  higher  resolution 
associated  only  with  grating  instruments.  The  required  entrance  slit  limits  the  collected  power  from  large 

low-radiance  sources  and  makes  such  detectors  sensitive  to  atmospheric  induced  scintillation  patterns  because 
the  fluctuating  scintOlation-induced  intensity  variations  are  the  same  spatial  scale  as  the  slit  width  dimensions. 

Small  interferometric  spectrometers  have  also  been  proposed  for  long  path  infrared  pollution  monitors. 
Michelson  interferometers  compare  favorably  with  portable  grating  spectrometers  in  resolution  and 

ruggedness,  and  are  outstanding  in  energy  throughput  and  signal-to-noise  ratios  for  weak  sources.  However, 
because  the  interferometer  output  must  be  processed  via  a  Fourier  transform  to  yield  a  conventional 
Transmission  vs.  Wavenumber  spectra,  data  processing  and  equipment  costs  are  much  higher  than  for  other 
spectrometers. 

These  three  basic  types  of  frequency  discrimination  all  require  photon  detectors  with  broadband 
spectral  response  suited  to  the  spectral  region  under  study.  The  fixed  or  tunable  line  emission  sources  which 
do  not  require  frequency  discrimination  (other  than  some  sort  of  filter  to  reduce  background  radiation)  also 
require  detectors  of  the  same  type  used  with  the  spectrometers.  Wolfe  (1965)  discusses  the  traditional 
detectors  such  as  thermocouples  and  Golay  pneumatic  cells.  Thermistor  bolometers  and  pyroelectric  detectors 
are  more  recently  developed  broadband  devices  which  are  commercially  available.  For  cases  of  extremely  long 

path  length  or  high  resolution,  the  source  signal  may  be  weak  enough  to  require  photovoltaic  or 
photoconductive  infrared  detectors.  These  semiconductor  devices  reduce  detector  noise  far  below  values 
typical  for  the  traditional  thermal  detectors.  Cooling  the  detector  element  is  required  for  minimization  of 
semiconductor  detector  noise  levels. 

Nondispersive  infrared  analyzers  using  the  absorption  properties  of  some  molecular  species  for 
frequency  discrimination  are  potentially  useful  for  the  remote  spectral  sensing  of  pollutants.  Although 
available  for  years  in  a  point  sampling  instrument  for  CO2 ,  the  nondispersive  technique  has  only  recently  been 
suggested  for  remote  measurements  (see  for  example  Hanst,  1970).  In  one  example  of  the  method,  a  cell 
containing  the  gas  one  wishes  to  measure  is  placed  in  the  long  path  infrared  beam  alternately  with  a  cell 
containing  only  clear  air  or  perhaps  nitrogen.  If  the  same  cell  transmission  is  observed  for  both  samples, 
obviously  the  gas  of  interest  is  strongly  in  the  beam.  If  there  is  a  difference  in  transmission  between  the  cells,  a 
lesser  amount  of  the  particular  gas  is  present.  The  difference  can  be  normalized  and  quantified  in  terms  of  the 
amount  of  gas  present  by  various  proprietary  schemes  involving  filters,  concentrations  and  the  like.  Another 
version  of  the  principle  uses  the  pollutant  gas  as  the  absorber  in  an  otherwise  nonabsorbing  version  of  the 
Golay  pneumatic  cell  detector.  This  makes  the  detector  sensitive  only  in  the  regions  where  the  gas  of  interest 
absorbs. 

Examples 

Many  possible  combinations  of  the  sources,  analyzers  and  detectors  are  currently  being  tried.  A  Globar 
source  with  variable  wedge  interference  filter  and  a  cooled  photoconductive  detector  is  being  used  near  1050 

cm"'  for  the  detection  of  ozone.  A  similar  setup  with  a  grating  monochromator  scanned  over  wide  ranges  of 
740  to  1450  cm"'  and  1800  to  3300  cm"'  is  undergoing  field  trials  for  the  Environmental  Protection  Agency 
near  Los  Angeles.  Block  Engineering  is  also  utilizing  a  Globar  and  cooled  detector,  but  with  an  interferometer, 
for  long  path  infrared  sensing.  At  NOAA  and  other  laboratories,  the  sun  in  conjunction  with  a  grating 
monochromator  and  thermocouple  detector  is  used  for  remote  spectral  analysis  of  the  atmosphere.  Four  lines 
of  the  CO2  laser  in  combination  with  a  retroreflector  and  pyroelectric  detector  are  being  applied  by  General 
Electric  Co.,  Inc.,  to  the  measurement  of  ambient  air  quality  in  the  field. 

Preliminary  results  for  all  these  techniques  are  promising  but  not  conclusive.  Need  for  further  research 
is  evident  in  the  next  section.  None  of  these  examples  has  yet  produced  results  in  the  journal  literature,  to  this 

writer's  knowledge. 
Current  Research  Problems:  Reference  Spectra 
The  instrument  development  outlined  above  is  relatively  well  established;  long  path  infrared  spectra  for 

the  atmosphere  under  a  variety  of  conditions  can  be  produced  by  many  different  techniques.  In  order  to 
extract  useful  information  from  the  measured  atmospheric  spectra,  a  number  of  questions  require  further 
study. 

Complex  infrared  vibration-rotation  spectra  are  often  very  difficult  to  interpret.  In  principle,  if  the 
resolution  of  the  instrument  does  not  affect  the  spectrum,  the  transmission  of  radiant  energy  is  given  by 

T(z^)  =  exp(-k(i^)W)  (24:1) 
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where  k(i')  is  the  absorption  coefficient  and  W  is  the  gaseous  concentration  times  path  length  product  in 

molecules/cm^.  At  atmospheric  pressure,  linewidths  of  spectral  lines  are  typically  the  order  of  0.05  to  0.08 

cm"' .  This  means  that  instrumental  resolution  typically  1  cm"'  or  wider  strongly  affects  the  spectrum.  One 
could  formally  replace  k(j^)  by  k{v,  W)  in  (24:1)  to  mathematically  model  the  resolution  effects,  but  this  isof 
little  use  since  the  variation  of  the  resulting  empirical  absorption  coefficient  with  concentration  is  different  for 
every  line  and  every  instrumental  resolution. 

A  related  problem  is  the  fact  that  the  overall  pattern  and  structure  of  a  molecular  spectrum  changes 

with  changes  in  resolution.  Spectra  of  the  same  gas  with  different  resolutions  can  be  qualitatively  un- 
recognizable. In  practice,  these  two  difficulties  of  interpretation  demand  that  reference  spectra  be  available 

in  order  to  analyze  the  measured  atmospheric  spectra.  The  reference  spectra  must  be  taken  under  the  same 
conditions  of  resolution  and  buffer  gas  pressure  as  are  used  for  the  ambient  air  measurements.  They  must  be 
taken  for  a  range  of  concentration  times  path  length  products.  They  must  be  quantitatively  correct  in  terms  of 
absolute  (not  relative)  transmission  values  and  gas  concentrations. 

Some  useful  spectra  at  approximately  10  cm"'  resolution  have  been  reported  by  Pierson  et  al.,  (1956). 
Sufficient  information  on  molecular  structure  constants  exists  for  H2O,  CO2,  CO,  O3,  N2O,  CH4  and  HCl  to 

allow  calculation  of  spectra  for  any  desired  resolution.  These  calculations  have  been  done  at  1  cm"'  resolution 
at  NOAA  and  will  be  published  soon.  Experimental  measurements  of  SO2,  HNO3  and  NH3  at  1  cm"' 
resolution  are  underway  at  NOAA  and  other  laboratories.  Hinkley  (1971)  is  making  very  high  resolution 
measurements  on  SO2,  NH3  and  C2H4.  Extremely  high  resolution  measurements  are  required  to  give  useful 
absorption  coefficients  for  calibration  of  laser  line  absorption  systems.  Taylor  and  Yates  (1957)  have  made  a 
useful  measurement  of  the  transmission  of  a  normal  (i.e.  unpolluted)  tropospheric  atmosphere  with  moderate 

spectral  resolution.  Clearly  much  additional  research  is  required  on  suitable  reference  spectra.  For  example, 
quantitative,  high  resolution  experimental  or  calculated  spectra  of  H2S,  PAN,  NO2  and  various  hydrocarbons 
are  needed. 

Current  Research  Problems:  Atmospheric  Noise 
In  addition  to  source  and  detector  noise  which  is  familiar  from  laboratory  work,  the  atmosphere 

introduces  noise.  The  magnitude  and  spectral  effect  of  this  noise  is  not  well  known. 
Atmospheric  scintillation  (1 1.3)  introduces  fluctuation  of  received  signal  strength.  The  power  spectrum 

of  this  noise  must  be  accurately  known  in  order  to  determine  what  time  filtering  of  the  infrared  signal  will  be 
most  effective  in  limiting  the  noise  from  scintillation.  This  filtering  will  affect  the  maximum  data  rate  at  which 

the  pollutant  spectrum  can  be  scanned,  and  may  limit  the  ultimate  accuracy  of  a  practical  remote  sensing 
device. 

Water  vapor  has  significant  continuum  absorption  even  in  the  nominal  infrared  transmission  windows 
of  the  atmosphere.  Like  atmospheric  refractive  index  fluctuations,  variation  in  water  vapor  content  along  the 
optical  path  introduce  a  noise  signal  on  the  spectrum.  The  behavior  of  water  vapor  concentration  fluctuations 
in  the  atmosphere  is  not  yet  well  documented.  Such  atmospheric  knowledge  is  required  to  evaluate  the 
potential  difficulties  of  spectral  remote  sensing. 

Changes  in  attenuation  by  aerosol  scattering  out  of  the  infrared  beam  can  also  introduce  unwanted 
spectral  noise.  In  addition  to  a  better  understanding  of  atmospheric  fluctuations  and  signal  filtering,  ratioing 
techniques  involving  comparison  of  broad  band  and  narrow  band  signals  are  being  tried  to  reduce  the  effect  of 
atmospheric  noise  signals  on  the  spectrum.  The  combination  of  atmospheric  knowledge  and  instrumental 
development  may  reduce  the  atmospheric  noise  problem  to  the  extent  that  it  does  not  seriously  limit  the 
spectral  measurements.  Inaccuracies  in  concentration  determination  resulting  from  residual  noise  are  best 
evaluated  by  means  of  controlled  field  experiments.  Insufficient  information  is  now  available  to  assess  the 
magnitude  of  the  inaccuracy  or  the  noise  to  be  expected. 

Current  Research  Problems:  Data  Analysis 

The  spectrum  of  a  multicomponent  gas  mixture  is  at  best  complicated  (9.6.1).  Serious  overlapping  of 

the  apparent  spectral  lines  (especially  at  moderate  or  low  resolution)  precludes  any  simple  few-point 
comparison  of  spectral  transmission  with  a  reference  spectrum  to  determine  the  concentration  of  any 
particular  molecular  species  sucii  as  CO.  It  is  generally  extremely  difficult  to  recognize  even  qualitatively  the 
spectrum  of  a  desired  gas  in  the  spectrum  of  an  unknown  mixture. 

Some  proponents  of  the  laser  line  absorption  technique  suggest  that  accurate  concentration 
measurements  are  possible  using  a  single,  fixed  frequency  of  infrared  radiation  for  each  gas  to  be  determined. 
Such  a  simplistic  approach  has  never  been  successfully  demonstrated  in  a  mixture  of  real  gases  such  as  exists  in 
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the  atmosphere.  Interference  or  overlapping  between  the  spectra  of  the  various  gases  is  probably  the  reason 
that  the  single  frequency  approach  does  not  work  well. 

Transmission  measurements  at  a  few  discrete  frequencies  can  be  made  with  multiline  lasers  (such  as 

CO2  or  CO  lasers)  or  with  an  assembly  of  interference  filters.  Moderate  success  with  four  lines  of  a  CO2  laser, 

analyzing  for  C2H4  in  the  absence  of  interferants,  has  been  obtained  by  analyzing  the  one  dimensional  array 
of  measured  transmissions  with  an  empirically  determined  4  by  4  matrix  of  weighting  factors  (General  Electric 
Co.,  Inc.).  The  result  of  this  matrix  correction  yields  the  constituent  concentrations.  Clearly  the  accuracy  and 
freedom  from  interference  of  such  a  scheme  improves  as  the  number  of  dimensions  of  the  array  increases.  The 

applicability  of  a  given  correction  matrix  to  be  a  range  of  ambient  condition  is  uncertain.  Interferences  from 
new  or  unconsidered  constituents  are  not  yet  evaluated  for  any  particular  example  of  this  general  technique. 

It  is  possible  to  consider  a  large  number  of  spectral  points  to  analyze  a  spectrum  for  the  concentration 
of  pollutant  gases.  At  NOAA  an  analysis  program  is  underway  which  utilizes  essentially  all  the  data  points  in 

the  740  to  1450  cm"'  and  1900  to  3300  cm~'  infrared  atmospheric  window  regions.  The  analysis  involves  the 
calculation  of  a  trial  spectrum  using  the  reference  spectrum  library  and  a  best  estimate  of  gas  concentrations. 
From  the  differences  between  the  calculated  and  measured  atmospheric  spectra,  correction  factors  are 
calculated  to  correct  the  original  concentration  estimates.  The  process  is  iterated  until  the  gas  concentration 

values  are  chosen  to  minimize,  in  a  least  squares  sense,  the  difference  between  measured  and  computed 
spectra.  In  some  senses  this  analysis  procedure  is  an  extension  of  the  matrix  weighting  scheme  discussed 
earlier,  with  an  adaptive  matrix  and  a  large  number  of  data  points.  The  method  works  well  on  an  idealized 
input  spectrum  with  only  15  reference  spectra,  but  the  effects  of  noise  and  of  constituents  for  which  no 
reference  spectrum  exists  have  not  been  evaluated.  The  number  of  data  points  (approximately  8000  data 
points  for  the  unknown  spectrum  and  typically  6000  for  each  of  40  reference  spectra)  involved  in  the  more 
complete  analysis  system  makes  the  computational  and  storage  problems  significant. 

Preliminary  work  has  been  done  on  a  correlation  analysis  technique  which  handles  a  single  constituent 
at  a  time.  The  concentration  (choice  of  reference  spectrum)  is  determined  by  maximizing  the  correlation 
coefficient  between  the  reference  and  measured  spectra.  Problems  of  interference  and  normalization  remain. 

24.1.2  Visible  and  Ultraviolet  Absorption 

The  spectral  principles  and  many  of  the  techniques  involved  in  utilizing  the  visible  and  ultraviolet 
regions  of  the  spectrum  for  measurement  of  ambient  air  quality  are  similar  to  those  discussed  for  the  infrared. 

In  this  spectral  region,  loosely  12,500  to  50,000  cm"',  electronic  rather  than  vibration-rotation  transitions 
dominate  the  spectrum  of  a  given  atmospheric  constituent.  Chapter  9  discusses  the  physics  involved.  Here  we 
are  concerned  with  obtaining  and  analyzing  the  resulting  spectrum. 

Techniques 

Only  continuum  sources  have  been  applied  for  Vis-UV  spectral  measurements  in  the  atmosphere.  The 
source  may  be  a  hydrogen  discharge  lamp,  a  tungsten-halogen  high  temperature  incandescent  lamp,  a  xenon  or 

mercury  high  pressure  discharge  lamp  or  the  sun.  Because  of  the  "f"*  law"  (10.3)  which  expresses  the  fact  that 
high  UV  photon  frequencies  are  strongly  scattered,  scattered  solar  radiation  is  also  a  practical  source  for  long 
path  absorption  spectroscopy  in  the  near  ultraviolet. 

Tunable  dye  lasers  or  parametric  oscillators  are  potentially  useful  line  emission  sources  in  the  visible 
and  are  commercially  available.  However  only  a  few  pollutant  molecules  such  as  NO2  have  absorptions  in  this 

region.  For  these  molecules,  coherent  sources  are  applicable  in  the  same  way  as  they  are  applicable  to  the 

infrared.  Traditional  absorption  work  in  the  Vis-UV  has  used  continuum  sources.  Significant  development  is 
required  yet  on  tunable  UV  sources  to  adapt  them  for  useful  long  path  measurements. 

No  fixed  line  emission  sources  appear  useful  in  the  Vis-UV  region.  The  electronic  spectra  of  molecules 
are  generally  less  sharp  and  distinct  than  infrared  spectra,  causing  serious  overlap  of  pollutant  spectra.  In 

special  cases,  such  as  O3  in  an  atmosphere  of  pure  O2  and  N2,  line  emission  sources  are  useful  because  in  this 
case  no  spectral  overlap  occurs  in  the  O3  absorption  region.  The  general  ambient  air  problem  is  much  more 
difficult  to  analyze  by  fixed  line  sources. 

For  the  continuum  illumination  sources,  grating  monochromators  are  most  widely  used  for  Vis-UV 

frequency  discrimination.  Typical  resolutions  for  field  instruments  are  in  the  range  2  to  20  cm"'  at  20,000 

cm"' .  Matching  the  spatially  extended  source  image  to  the  slit  results  in  loss  of  signal  but  this  signal  loss  is  less 
than  that  experienced  with  other  methods  of  spectral  discrimination  in  the  UV.  In  contrast  to  a 
monochromator  which  uses  fixed  entrance  and  exit  slits,  a  polychromator  configuration  is  often  used.  For  the 
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polychromator  arrangement,  the  exit  slit  is  replaced  by  an  assembly  of  slits.  This  assembly  is  spaced  to 
correspond  to  the  spectrum  of  the  gas  one  wishes  to  detect.  In  effect  the  slit  assembly  acts  as  a  simplified 
multipoint  correlator.  Kay  (1967)  discusses  this  type  of  instrument  in  more  detaU. 

Interference  filters  (either  fixed  or  wedge  variable)  are  useful  photon  frequency  discriminators  in  the 

visible.  Fractional  resolutions  (Au/v)  are  0.1%  at  best,  or  about  a  20  cm"'  or  larger  bandpass  at  20,000  cm"' . 
Peak  transmissions  are  approximately  50%.  In  the  ultraviolet,  filters  are  more  difficult  to  construct. 

Bandpasses  are  no  narrower  than  0.5%  and  peak  transmissions  are  typically  20%.  Such  poor  performance 
suggests  the  use  of  grating  instruments  in  the  UV. 

Scanning  Michelson  interferometric  spectrometers  have  not  been  successful  for  field  use  in  the  Vis-UV. 
The  short  wavelengths  of  the  light  impose  impractical  mechanical  tolerances  on  moving  mirror  devices  and 
alignment  systems.  Fabry  Perot  interferometers  have  proven  particularly  valuable  for  some  purposes,  however, 
such  as  studies  of  Na  and  0  in  the  airglow. 

Photon  detection  in  this  spectral  region  is  usually  done  with  photomultipliers.  These  devices  introduce 
little  detector  noise,  and  are  sensitive  and  convenient.  For  applications  where  the  received  power  level  is  high, 
such  as  the  case  for  short  paths  or  very  low  resolution  systems,  solid  state  photodiodes  are  ideal.  In  higher 
power  situations,  the  dark  current  of  the  photodiodes  (considerably  higher  current  than  that  of  a 
photomultiplier)  is  not  a  limitation. 

Examples 

Compared  to  the  infrared,  little  ambient  air  quality  measuring  is  currently  done  in  the  Vis-UV. 
Unpublished  studies  of  NO2  concentration  in  Europe  using  visible  absorption  involve  a  tungsten  source  and  a 

small  monochromator-photomultiplier  detector. 
Newcomb  and  Millan  (1970)  discuss  atmospheric  absorption  studies  in  the  ultraviolet.  The  spectra  are 

analyzed  using  the  grating  polychromator  correlation  detection  instrument.  These  workers  use  both  high 
pressure  gas  discharge  lamp  sources  for  horizontal  paths  and  scattered  solar  radiation  for  integrated  absorption 
in  a  vertical  direction.  While  questions  can  be  raised  concerning  the  quantitative  accuracy  of  the  pollutant 
measurements  by  the  UV  technique,  the  data  do  provide  useful  qualitative  pictures  of  spatial  and  temporal 
variations  in  pollutant  concentration.  The  UV  correlation  methods  have  been  most  useful  for  SO2  and  O3. 
Green  (1966)  discusses  other  molecules  with  UV  absorption  spectra  suitable  for  possible  analysis  by  this 
technique.  The  correlation  approach  may  also  be  valuable  for  NO2  absorption  in  the  visible. 

Current  Research  Problems 

Most  research  in  ambient  air  quality  monitoring  by  means  of  Vis-UV  absorption  spectroscopy  is 
directed  toward  refinements  of  existing  instruments  and  procedures.  Many  fundamental  spectral  measurements 
are  also  to  be  made. 

In  contrast  to  the  well-explored  infrared,  spectra  of  only  a  few  molecules  have  been  reported  that  are 
suited  to  monitoring  by  long  path  Vis-UV  methods.  Green  (1966)  provides  an  introduction  to  the  source 
literature.  Quantitative  spectra  of  SO2  and  O3  are  rather  well  known  (Griggs,  1963).  Since  the  reported 
electronic  spectra  of  these  molecules  is  typically  of  lower  resolution  than  the  highest  resolution  infrared 

spectra  reported,  the  dependence  of  the  absorption  coefficient  k(i')  on  concentration  W  is  harder  to  evaluate 
than  it  is  in  the  case  of  relatively  sharper  infrared  lines.  Therefore  the  requirements  for  reference  spectra 

research  are  less  certain  in  the  Vis-UV  than  in  the  infrared.  Further  study  is  required  on  the  quantitative 
spectra  of  NO2  in  the  visible.  Fink  (1971)  discusses  some  of  the  considerable  uncertainties  in  the  NO2 

spectrum. 
Current  development  problems  also  include  field  trials  of  the  Vis-UV  correlation  instruments  to  verify 

calibration  assumptions  and  to  determine  the  effects  of  various  molecular  interferences.  Calibration  cells  with 
a  known  gas  concentration  are  an  effective  method  of  frequent  calibration,  especially  required  when  source 
stability  (in  the  case  of  scattered  solar  radiation)  is  a  problem. 

The  work  of  Curcio  et  al.  (1964)  is  important  in  providing  a  reference  spectrum  for  the  normal  (i.e. 
nominally  unpolluted)  atmosphere  in  the  visible  region.  The  work  must  be  extended  by  further  research  in  the 
ultraviolet  region. 

24.1.3  Other  Long  Path  Pollution  Sensors 

We  will  not  discuss  in  detail  either  the  long  path  absorption  of  microwave  radiation  or  the  spectrally 
broad  band  attenuation  caused  by  aerosols  in  the  atmosphere. 

Microwave  spectroscopy  produces  very  high  resolution  spectra  of  the  rotational  energy  level  transitions 
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in  molecules.  The  levels  involved  in  rotational  transitions  are  much  more  closely  spaced  than  are  the  levels 

involved  in  infrared  vibrational  or  Vis-UV  electronic  absorptions.  Therefore  many  different  energy  levels  are 
populated,  resulting  in  an  extremely  rich  spectrum.  Isotope  effects  are  also  clearly  resolvable,  adding 
additional  lines.  Pressure  broadening  of  the  multitude  of  lines  is  much  larger,  as  a  fraction  of  the  absorbed 
photon  frequency,  than  it  is  for  other  spectral  regions.  Therefore  the  interline  spacing,  on  the  average,  is  less 
than  in  the  infrared.  This  results  in  a  larger  probability  of  spectral  overlap.  The  net  result  of  these  effects  is 
that  at  the  microwave  frequencies  where  molecules  absorb,  the  ambient  atmospheric  absorption  spectrum  has 

a  strong,  quasi-continuous  nature  which  is  Ul  suited  to  any  sort  of  constituent  sensing. 
Although  microwave  spectroscopy  of  pollutant  gases  can  be  done  in  a  low  pressure  sample  cell, 

spectroscopy  in  this  region  at  760  torr  is  neither  useful  nor  promising  as  a  long  path  ambient  air  quality 
monitoring  technique. 

Attenuation  of  optical  radiation  by  means  of  aerosol  scattering  is  a  useful  indicator  of  aerosol  content. 
The  entire  study  is  better  considered  under  the  heading  of  visibility  rather  than  spectroscopy.  However  some 
broad  band  spectral  features  can  be  distinguished  in  aerosol  attenuation.  Randerson  (1970)  has  done  some 
preliminary  work  in  this  area. 

Unfortunately,  no  way  of  identifying  aerosols  from  only  absorption  information  is  known.  It  is  not 
possible  to  differentiate  between  natural  and  pollutant  aerosols.  There  is  no  simple  relation  between 
attenuation  and  either  number  or  mass  density  of  aerosol  concentration  because  of  uncertainties  in  particle 
composition,  shape  and  size. 

Understanding  details  of  aerosol  attenuation  (10.4.2)  is  important  in  order  to  evaluate  the  effect  of  this 

interference  on  infrared  and  visible-ultraviolet  determinations  of  gas  phase  molecular  concentration.  Partial, 
but  not  definitive,  information  on  aerosol  concentration  may  also  result  from  these  aerosol  attenuation 
studies. 

24.2      Pollutant  Mapping 

In  addition  to  ambient  air  quality  (spatial  average)  pollutant  concentration  information,  three 
dimensional  mappings  of  pollutant  molecule  distribution  are  important  for  source  monitoring  and  control.  The 
ability  to  map  these  distributions,  combined  with  information  on  wind  velocities,  is  also  useful  in  studying  the 
movement,  interaction  and  decay  of  various  types  of  atmospheric  contamination. 

The  operational  elements  of  spectrally  mapping  pollutants  involve  constituent  identification  via 
spectroscopy  and  spatial  resolution  via  range,  elevation  and  azimuth  information.  By  implication,  only 
scattering  spectroscopy  will  be  useful  where  range  informafion  is  required.  Chapter  10  discusses  in  detail 

spectral  scattering  processes.  For  the  purpose  of  this  secfion  one  can  examine  the  spectral  variation  in 
scattered  light  with  a  fixed  pump  frequency  (Raman  scattering),  the  spectral  variation  for  a  particular  pump 

frequency  (fluorescence),  or  the  sharp  variation  in  on-frequency  return  as  the  pump  frequency  is  scanned 
(resonance  reradiation). 

Since  the  previous  chapter  as  well  as  Derr  and  Little  (1970)  have  given  quantitative  information  on  the 
lidar  equation  and  other  system  variables,  this  section  will  be  limited  to  spectroscopic  and  pollutant  aspects  of 
the  lidar  problem.  We  discuss  general  techniques  and  then  examine  examples  of  and  research  on  the  various 
applicable  scattering  mechanisms. 

24.2.1   Lidar  Principles 

General  optical  techniques  for  pollutant  mapping  are  common  to  the  application  of  Raman, 
fluorescent,  resonance  and  Mie  scattering  effects.  Each  type  of  scattering  has  special  requirements  which  favor 
one  of  the  many  alternative  sources  and  detectors  available.  Pollutants  amenable  to  study  by  each  type  of 
scattering  are  discussed  later  under  the  separate  headings. 

Technique 

Any  source  for  scattering  spectroscopy  must  have  high  spectral  radiance  (powerful,  monochromatic 
and  well  collimated).  A  laser  is  the  universal  choice  for  lidar  measurements  in  order  to  achieve  the  best  possible 

S/N.  Range  information  is  most  easily  available  if  the  laser  is  pulsed  oi  frequency  modulated,  allowing  a  single 
ended  experimental  arrangement.  A  CW  source  may  be  used  in  a  source  beam  crossed  with  receiver  beam 

arrangement,  but  this  is  less  convenient.  Both  the  u*  dependence  of  scattering  intensity  on  pump  photon 
frequency  (10.3)  and  receiver  noise  and  quantum  efficiency  consideration  favor  a  laser  output  as  far  toward 
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the  ultraviolet  as  possible,  although  atmospheric  attenuation  due  to  O2  prohibits  work  above  50,000  cm"' 
and  aerosol  attenuation  favors  lower  photon  frequencies.  The  stratospheric  ozone  layer  provides  almost 

complete  attenuation  of  solar  radiation  at  energies  above  33,000  cm"' .  Therefore  the  background  noise  in  the 
lidar  receiver  is  strongly  reduced  if  the  laser  source  can  be  chosen  so  that  the  receiver  operates  above  33,000 

cm"'.  This  optimization  requirement  is  consistent  with  the  u"*  law.  Actually,  atmospheric  background 
brightness  decreases  with  increasing  frequency  from  approximately  22,000  cm"'  upward,  so  that  laser  pump 
frequencies  toward  the  ultraviolet  are  favored.  Any  spurious  off  frequency  source  radiation  must  of  course  be 

suppressed. 
Unless  an  accidental  coincidence  occurs  between  a  fixed  laser  line  and  a  molecular  or  atomic 

absorption,  use  of  fluorescence  and  resonance  scattering  requires  a  tunable  laser.  Both  dye  lasers  and 
parametric  oscillators  are  possibly  useful,  although  dye  lasers  appear  at  the  moment  to  be  most  highly 
developed  for  tunable  pollutant  lidar.  NO2  and  Na  are  detectable  in  this  manner,  although  insufficient 
information  exists  to  evaluate  detection  limits. 

Apparatus  for  frequency  discrimination  and  detection  is  similar  to  that  discussed  previously  for  the 
visible  and  ultraviolet  regions  (24.1.2).  Grating  monochromators  provide  fractional  resolutions  (Au/u)  as  good 

as  10"'  for  narrow  slits  and  0.75  meter  instrument  focal  lengths.  High  resolution  in  scattering  spectroscopy 
gives  an  advantage  in  reducing  background  signal  rather  than  an  advantage  in  increasing  information  density  as 
in  the  case  of  absorption  spectroscopy.  Hence,  detectivity  is  improved.  Up  to  the  limits  of  the  laser  linewidth, 
the  received  background  power  is  directly  proportional  to  the  receiver  optical  bandwidth.  Two 
monochromators  in  series  are  often  used  for  Raman  specroscopy.  This  reduces  spurious  contributions  (as  off 
band  transmission)  to  the  Raman  signal  from  instrumental  scattering  of  the  much  stronger  on  frequency 

scattering  return.  Off  band  rejections  are  typically  10^  to  10'  for  each  element  of  a  monochromator.  The 
principal  disadvantage  of  the  grating  instrument  is  loss  of  signal  in  matching  the  image  of  the  scattering  region 
to  the  slit.  This  signal  loss  can  be  as  large  as  orders  of  magnitude.  In  addition,  the  grating  instruments  exhibit 
reflective  losses  and  are  bulky  and  complex  in  comparison  to  filter  systems. 

Interference  filters  are  simple  and  compact.  Tlie  great  advantage  of  filters  for  Udar  applications, 
especially  where  scattering  returns  are  weak,  is  that  the  wide  filter  apertures  are  easily  matched  to  the  image  of 
the  scattering  region.  In  other  respects  the  filters  do  not  equal  grating  instruments.  Off  band  rejections  are 

typically  10^  and  fractional  bandwidths  are  10"^  (visible)  to  5X10"^  (ultraviolet).  The  off  band  rejection 
characteristic  of  such  narrow  band  filters  is  often  improved  by  use  of  a  sharp  cut  band-pass  filter  consisting  of 
a  color  glass  or  liquid  dye  element.  Filters,  dye  cells  and  all  optical  components  intended  for  use  in  the 
ultraviolet  must  be  carefully  selected  to  avoid  fluorescence  problems. 

Detection  of  the  scattered  light  is  done  using  photomultipliers.  For  strong  signal  returns  (photon  arrival 

rate  greater  than  frequency  response  of  photomultipler)  pulse  height  analysis  of  the  signal  yields  scattered 
intensity.  For  weak  signal  returns  (arrival  rate  less  than  frequency  response)  photon  counting  is  appropriate. 
Either  the  photomultiplier  tube  itself  may  be  gated  by  controlling  the  voltage  on  the  first  dynode,  or  the 
analyzing  electronics  only  may  be  gated.  The  former  technique  is  useful  if  photomultiplier  saturation  or 
overload  would  result  from  large  returns  at  short  ranges. 

More  than  one  spectral  element  may  be  examined  in  parallel  if  a  spectrograph  is  used  at  the  frequency 
analyzer  and  the  photomultiplier  is  replaced  with  an  image  tube.  Such  a  device  is  useful  to  speed  data  taking 
and  to  reduce  detector  noise,  since  the  effective  photocathode  area  for  each  frequency  is  small.  These  optical 

spectrum  analyzers  have  recently  become  commercially  available  and  should  be  useful  for  multicomponent 
remote  sensing  by  scattering  spectroscopy. 

A  receiving  telescope  of  some  sort  is  required  to  collect  the  scattered  photons.  Scattering  irradiances 

typically  a  few  photons  per  m^  per  second  from  100  meters  (23.1.4)  for  a  100  mW  laser  of  course  require 
large  apertures  of  the  order  of  50  cm  or  more.  For  energy  collection  purposes  a  spherical  mirror  is  adequate  in 
a  reflective  system.  Even  at  a  relative  aperture  of  f/4,  the  blur  angle  is  0.12  mrad,  which  is  less  than  typical 
laser  beam  divergences. 

Current  Research  Problems:  Techniques 
More  powerful  lasers  than  those  currently  available,  especially  tunable  and  ultraviolet  types,  are  under 

development.  Increases  in  the  average  power  of  dye  lasers  over  present  levels  are  resulting  from  dye  material 
and  cooling  research.  Effort  is  also  directed  toward  making  optical  harmonic  generation  devices  efficient  and 
reliable.  Doubled  ruby  lasers  and  quadrupled  Nd:YAG  lasers  are  especially  promising  for  lidar  work  because 

they  operate  above  33,000  cm"'  where  ozone  attenuates  the  solar  background.  Commercial  pulsed  nitrogen 
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lasers  have  recently  shown  a  five-fold  average  power  increase  over  previously  available  levels.  Research  into 
methods  for  reducing  beam  divergence  of  such  superradiant  devices  as  the  nitrogen  laser  will  increase  spectral 
radiance  and  allow  lidar  ranges  to  be  extended  by  the  square  root  of  the  increase  in  radiance  for  signal  limited 

(shot  noise)  cases  (23.1.3).  Direct  laser  action,  as  opposed  to  harmonic  generation,  in  the  desired  33,000  to 

50,000  cm"'  range  has  been  demonstrated  but  not  practically  developed. 
Fabry-Perot  interferometers  are  being  developed  as  spectral  frequency  discriminators  in  the  ultraviolet. 

As  a  specialized  type  of  efficient,  often  tunable  interference  filter,  these  devices  overcome  many  of  the 
bandwidth  and  flexibility  limitations  of  conventional  interference  filters  when  applied  to  scattering.  Further 
research  on  the  image  tube  method  of  processing  parallel  channels  of  spectral  information  will  increase  the 
practical  applicability  of  such  spectral  discrimination  to  lidar  problems  by  reducing  the  dark  current  levels  and 
increasing  the  quantum  efficiency  of  the  tubes. 

Few  new  results  of  importance  to  lidar  pollution  sensing  are  expected  from  developments  in 

electronics,  photomultiphers  or  telescopes  since  present  applications  are  not  limited  by  these  instrument 
elements. 

24.2.2  Raman  Lidar 

Chapter  10  shows  that  Raman  scattered  photons  are  shifted  in  frequency  from  the  exciting  radiation 
by  an  amount  characteristic  of  the  scattering  molecule.  This  shift  uniquely  identifies  the  molecule  and  allows 

quantitative  determination  of  molecular  concentration  by  measurement  of  the  intensity  of  the  shifted 
radiation.  This  true  scattering  process  is  not  pressure  quenched  and  so  is  pressure  independent  (see  10.3). 

Example 

Although  many  Raman  lidar  pollution  measurements  are  in  process,  the  work  by  Kobayasi  and  Inaba 
(1970a,  1970b)  has  yielded  the  only  results  so  far  in  the  technical  literature.  These  workers  have  used  a  pulsed 
ruby  laser  and  a  single  grating  monochromator.  Usable  ranges  are  of  the  order  of  tens  of  meters  for 
measurement  of  perhaps  300  ppm  SO2  in  an  artifical  smoke  plume,  for  example.  Kobayasi  and  Inaba  are  doing 
further  work  with  a  pulsed  nitrogen  laser,  a  doubled  ruby  laser  and  filters  for  spectral  discrimination. 

Other  work,  which  has  not  yet  resulted  in  reported  success  for  remote  pollution  measurements,  uses 
equipment  similar  to  that  mentioned  above.  Doubled  and  even  quadrupled  Nd:YAG  lasers  are  used  for  sources, 
as  well  as  pulsed  nitrogen,  ruby  and  doubled  ruby  illuminators.  Besides  interference  filters  coupled  with 
bandpass  dye  filters,  image  tube  spectrographs,  tandem  (double)  0.25  meter  monochromators,  and  echelle 

(higher  order  diffraction)  spectrometers  are  being  tried.  S-20  type  response  photomultipliers  are  most 
common.  SO2,  NO  and  CO2  are  the  principal  pollutants  studied  in  these  experiments. 

Achieved  range  and  concentration  limits  are  certain  to  be  extended  as  further  technique  developments 
are  put  into  practice.  It  is  fairly  obvious  that  pollutant  mapping  via  Raman  lidar  will  be  limited  to  short  range 
(up  to  100  m)  and  near  source  concentrations  (of  500  parts  per  million  or  more)  for  some  time.  In  as  far  as  the 

measurement  accuracy  is  shot  noise  (photon  statistic)  limited,  increasing  range  or  concentration  sensitivity  by 
a  factor  of  two  requires  a  factor  of  four  increase  in  the  laser  power  times  receiver  sensitivity  product. 

The  most  convenient  method  of  calibrating  a  lidar  measurement  is  to  compare  the  signal  at  the 
frequency  shift  of  the  molecule  of  interest  to  the  signal  at  the  nitrogen  Q  branch  frequency.  Signal  ratios 
provide  concentration  ratios  if  the  Raman  scattering  cross  sections  of  the  molecules  (and  ratio  of  atmospheric 
transmissions  at  the  two  frequencies)  are  known. 

Current  Research  Problems:  Scattering  Cross  Sections  of  Pollutant  Gases 

To  calibrate  field  measurements,  at  least  relative  cross  sections  of  pollutant  molecules  to  nitrogen  are 

required.  Fouche  and  Chang  (1971)  report  preliminary  measurements  at  a  514.5  nm  laser  pump  wavelength, 
without  polarization  analysis.  Our  preliminary  results  are  shown  in  (T24.1).  Measured  quanfities  are  defined  in 
(10.3.2). 

Depolarization  ratios  are  required  to  accurately  determine  molecular  scattering  characteristics.  Cross  sections 
for  all  pollutants  not  represented  in  these  references,  at  all  available  laser  wavelengths,  should  be  measured  to 
at  least  a  10%  uncertainty  in  order  to  support  Raman  lidar  work. 

Exciting  research  involves  documenting  and  understanding  the  changes  in  the  scattering  cross  section  of 
a  molecule  with  changes  in  incident  laser  frequency.  Chapter  10  outlines  the  expected  behaviour,  and  (T24.I) 

shows  some  results  for  water  vapor.  The  larger  scattering  cross  sections  of  tliis  resonance  Raman  effect  mean 
that  by  proper  selection  of  source  laser  frequency  it  is  possible  to  achieve  significant  increases  in  range  and 
concentration  limits  in  practical  pollution  lidars.  A  significant  example  of  this  resonance  Raman  scattering  is 
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Table  24.1    Measured  Relative  Raman  Cross  Sections  (a^    =  1) 

Gas              Laser  Wavenumber,  cm''  Relative  Cross  Section        Depolarization 

SO2                  20  981  (476.5nm)  5.2                                  .04 
20  487(488.0nm)  5.5                                  .05 
20  135(496.5nm)  5.5                                  .04 

19  430(514.5nm)  5.6                                 .05 

NO                   20  981  .36                               .11 
20  487  .36                               .10 
20  135  .34                               .11 
19  430  .39                                .08 

H2O                 20  981  2.5 
20  487  1 .9 
19  430  3.3 

provided  by  mixed  hydrocarbons  as  gasoline  vapor.  These  hydrocarbons  scatter  on  the  average  1 1 5  times  as 
strongly  as  nitrogen,  on  a  per  molecule  basis,  at  a  total  pressure  of  750  torr.  For  the  experiment  a  20,  487 

cm"'  pump  was  used.  Cross  section  variation  with  incident  frequency  for  these  molecules  has  not  yet  been 
checked. 

Non-molecular  off-frequency  scattering  characteristics  must  also  be  examined.  For  example,  at  NOAA 
we  are  examining  in  the  laboratory  the  spectral  scattering  behaviour  of  water  droplet  and  ice  crystal  aerosols. 
If  the  droplet  and  crystal  spectra  differ,  this  would  indicate  promise  that  constituent  identification  of 
pollutant  aerosols,  such  as  dusts  or  sulfuric  acid  droplets,  would  be  possible  using  Raman  lidar.  The  need  for 
exploratory  research  in  this  area  clearly  exists. 

Current  Research  Problems:  Other  Applications 
In  addition  to  mapping  molecular  and  perhaps  particulate  pollutant  concentrations  in  the  atmosphere, 

Raman  lidar,  or  more  generally,  scattering  spectroscopy,  has  application  to  water  pollution  research  at  the 
lower  limit  of  the  troposphere.  We  have  documented  (Schwiesow,  1971)  some  aspects  of  the  scattering  from 
air  to  water  interfaces.  For  example  the  shape  of  the  principle  spectral  feature  of  a  synthetic  sea  water 
interface  with  air  is  strongly  temperature  dependent.  This  provides  a  way  of  sensing  thermal  water  pollution. 
Similarly,  a  gasoline  film  on  water  exhibits  a  characteristic  backscatter  spectrum  which  may  be  used  to 

identify  this  water-borne  pollutant.  Research  on  other  aspects  of  air  to  water  interface  scattering  is  a 
continuing  effort. 

Current  Research  Problems:  Field  Tests 
In  addition  to  the  laboratory  research  outlined,  field  tests  are  being  made  (Kobayasi  and  Inaba,  1970a 

and  1970b).  Instrument  tests  were  described  earlier.  Field  spectroscopic  questions  such  as  the  effect  of  sky 

brightness  background  noise  sources  on  the  pollutant  measurement  need  to  be  answered.  Differential 
absorption  of  the  pollutant  and  reference  gas  Raman  returns  affects  the  measurement.  While  it  is  estimated 
that  this  effect  gives  less  than  25%  error,  only  carefully  instrumented  field  trials  can  check  the  estimate.  Other 
unexpected  research  questions  will  probably  be  exposed  by  extended  field  tests  of  Raman  lidar  systems. 

24.2.3  Fluorescence  and  Resonance  Reradiation  Lidar 

Fluorescence  and  resonance  reradiation  are  scattering  processes  which  occur  in  two  separated  steps 
(10.2).  No  obvious  examples  of  these  scattering  mechanism  exist  for  atoms  and  molecules  at  total  pressures 

near  760  torr.  For  completeness,  the  possibility  of  fluorescence  and  resonance  reradiation  lidar  is  considered  here. 
Example 

Bowman  et  al.,  (1969)  report  measurements  of  stratospheric  sodium  using  a  dye  laser  to  excite 
resonance  reradiation  from  sodium  atoms  in  a  low  pressure  environment.  The  lidar  gives  a  definite,  though 
noisy,  profile  of  sodium  concentration  near  90  km.  An  interference  filter  provides  adequate  spectral 
discrimination  for  night  measurements. 
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Current  Research  Problems 

To  apply  fluorescence  and  resonance  reradiation  to  pollutant  mapping,  one  must  find  molecules  or 
atoms  of  interest  which  exhibit  these  types  of  scattering  interactions  at  tropospheric  pressure  (or  in  the  liquid 
state  at  an  air  to  water  interface).  This  search  is  the  first  research  problem. 

Pressure  quenching  of  fluorescence  at  760  torr  depends  on  the  excited  molecule  and  the  quenching 
molecule.  For  example,  NO2  in  N2  is  partially  (not  completely)  quenched  at  760  torr.  Measurements  to 
determine  the  quenching  coefficient  are  in  process  but  not  reported.  Practically,  there  is  no  observational 
difference  between  flourescence  and  resonance  Raman  scattering  except  the  pressure  dependence  of  the 
former.  The  scattering  of  gasoline  vapor,  earlier  called  resonance  Raman,  may  be  fluorescence.  Only  careful 
studies  of  scattering  at  different  pressures  (which  have  not  yet  been  done)  will  properly  classify  the 

experimental  observation. 
The  reason  for  a  scattering  survey  of  pollutant  molecules  likely  to  exhibit  fluorescence  or  resonance 

reradiation  effects  is  that  such  scattering,  if  it  exists,  will  result  in  much  stronger  scattering  than  results  from 
the  Raman  effect.  Fluorescent  scattering  lidar  will  have  much  greater  range  and  sensitivity  than  do  existing 

examples  of  Raman  lidar. 
Fluorescence  studies  of  water  borne  pollutants  have  been  described  in  general  in  the  latter  part  of 

24.2.2.  For  Uquids,  the  distinction  between  resonance  Raman  and  fluorescence  is  even  less  clear  than  it  is  for 
gases.  Broad  absorption  bands  in  liquids  mean  that  neither  effect  will  be  as  frequency  dependent  as 
fluorescence  in  gases. 

24.2.4  Mie  Lidar 

On-frequency  scattering  from  particulates  and  aerosols  (Mie  scattering)  is  not,  strictly  speaking,  a 
spectral  technique  for  pollutant  sensing.  Mie  scattering  is  a  highly  useful  remote  sensing  tool  for  the 
determination  of  aerosol  concentration,  which  is  closely  related  to  the  quantum  scattering  tools  discussed 
earlier.  Since  atmospheric  targets  are  spectrally  indistinguishable  in  Mie  (or  even  Rayleigh)  scattering,  Mie  lidar 
does  not  have  the  ability  to  distinguish  between  pollutants,  or  even  between  pollutants  and  natural  aerosols. 

In  contrast  to  the  striking  disadvantage  of  failure  to  identify  scatterers,  Mie  lidar  has  the  major 
advantage  of  many  orders  of  magnitude  stronger  scattering  signal  when  compared  to  Raman,  or  even 

fluorescence  and  resonance  reradiation  lidars.  That  is,  with  Mie  one  is  not  sure  what  one  is  seeing,  but  one  sees 
it  well.  For  some  purpose  where  the  scatterer  is  somewhat  known,  as  in  emissions  from  a  plume  or  when  a 
tracer  aerosol  is  injected  into  an  otherwise  clear  atmosphere,  Mie  lidar  can  provide  very  useful  information  on 

pollutant  intensity  and  dispersion  paths.  Other  pollution  related  applications,  such  as  detecting  an  inversion 
layer,  are  discussed  in  the  previous  chapter. 

Example 

Barrett  and  Oded  (1967),  among  others,  have  demonstrated  the  application  of  Mie  lidar  to  pollution 
sensing  problems.  Because  of  the  intense  return  and  nonselective  target  characteristics,  Mie  lidar  has  been 
much  more  widely  applied  than  any  other  sort  of  scattering  lidar.  CoUis  (1970)  as  well  as  Kent  and  Wright 
(1970)  review  some  of  the  extensive  research  and  applications  related  to  the  Mie  lidar  technique. 

In  general,  almost  any  pulsed  laser  is  suitable  as  a  transmitter.  Commercial  interference  filters  provide 

adequate  spectral  selection  for  the  on-frequency  signal.  Typical  scattering  returns  are  so  strong  that  daytime 
operations,  with  good  signal  to  noise,  are  often  possible. 

Current  Research  Problems 

One  line  of  research  effort  is  devoted  to  examining  the  scattering  intensity  of  real  aerosol  distributions 

as  a  function  of  pump  frequency  and  scattering  angle.  For  a  bistatic  lidar  arrangement,  where  scattering  angles 
other  than  tt  rad  can  be  observed,  angular  information  can  be  obtained.  Angle  and  perhaps  frequency 
dependence  information  enhances  somewhat  the  information  available  about  the  scatterer.  However,  even  for 
spherical  particles,  angular  dependence  of  the  scattering  gives  neither  size  or  refractive  index  of  the  scatterer.  A 
continuum  of  size  and  refractive  index  pairs  satisfy  a  given  angular  dependence.  The  addition  of  frequency 
dependent  effects  helps  the  situation  for  an  ideal  scatter.  For  practical  cases  of  nonspherical  particles  with  an 
inhomogenous  index  distribution,  identification  of  the  scatterer  is  even  more  difficult. 

Instrument  oriented  research  is  designed  to  display  the  lidar  information  in  a  higlily  usable  format. 
Scattering  diagrams  of  intensity  as  a  function  of  height  and  horizontal  distance,  as  well  as  intensity  as  a 

function  of  3-dimensional  coordinates,  are  examples  of  a  well  developed  field.  Improvement  in  laser  power  and 
beam  pattern  would  be  helpful  for  Mie  lidar  studies,  but  is  not  as  crucial  as  for  other  types  of  scattering 
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lidars.  High  repetition  rate  lasers  and  data  collection  systems  will  make  possible  the  study  of  tropospheric 
transients. 

Considerable  recent  research  has  been  devoted  to  the  identification  of  aerosol  size  distribution  and 

composition  by  means  of  multiple  measurements.  The  parameters  used  to  characterize  an  aerosol  sample  can 
include  the  scattered  intensity  and  scattered  polarization  as  a  function  of  scattering  angle  and  of  incident 
photon  frequency. 

The  depolarization  of  light  backscattered  from  water  clouds  has  been  studied  (Liou  and  Schotland, 
1971)  in  an  attempt  to  eventually  differentiate  between  water  droplet  and  ice  crystal  clouds.  A  bistatic  lidar 

(23.1 .4)  can  yield  the  angular  scattering  parameters  of  a  sufficiently  extended  (assumed  homogeneous)  aerosol 
sample.  Lidar  studies  of  Herman,  et  al.  (1971)  measure  the  four  Stokes  polarization  parameters  of  the 
scattering.  If  one  assumes  spherical  particles  with  a  known  index  of  refraction,  Herman^et  al.  (1971)  show  how 
the  aerosol  size  distribution  may  be  inferred.  Cohen  (1972)  and  Grassl  (1971)  have  discussed  an  alternative 
approach  to  the  determination  of  an  aerosol  size  distribution  by  means  of  a  multiple  wavelength  measurement 
of  Mie  scattering  intensity.  The  analysis  of  this  multicolor  scattering  experiment  can  proceed  via  iterative 
calculations  to  improve  a  first  estimate  of  the  aerosol  size  distribution  (Grassl,  1971)  or  via  an  a  priori  analysis 
technique  (Cohen,  1972).  The  latter  technique  is  essentially  a  correlation  search  for  the  intensity  minima 
spacing  in  an  intensity  vs.  scattering  parameter  a  plot  (10.4.2)  corresponding  to  a  particular  size  parameter. 

Unfortunately,  these  referenced  methods  all  require  some  significant  assumptions  about  the  sample 
aerosols.  Typically,  one  must  assume  that  the  refractive  index  of  the  aerosols  is  known,  that  the  particles  lie  in 
some  predetermined  size  range  and  that  all  particles  are  spherical.  Except  for  water  droplet  clouds,  it  has  not 

been  demonstrated  that  these  assumptions  are  valid  for  real-atmosphere  aerosol  distributions. 

24.3  Summary 

Ambient  air  quality  can  be  measured  by  long  path  optical  absorption  of  ultraviolet,  visible  or  infrared 
radiation.  These  absorption  techniques  inherently  provide  the  desired  spatial  average  of  pollutant 
concentration.  Many  uncertainties  in  the  absorption  technique  still  exist,  however.  The  effect  of  spectral 
interference  between  molecules  is  unclear.  Efficient  data  analysis  techniques  are  required  to  analyze  the 
spectra  for  the  many  interferring  components  present.  Reference  absorption  spectra  of  pollutants  at  high 
resolution  must  still  be  studied. 

Scattering  techniques  provide  a  method  of  three  dimensionally  mapping  pollutant  concentrations. 
However,  spectral  scattering  has  only  demonstrated  a  limited  range  and  pollutant  concentration  sensitivity 

while  on-frequency  scattering  maps  only  unidentified  aerosols.  Further  studies  of  molecular  scattering  cross 
sections  are  required.  Practical  remote  mapping  devices  depend  on  improvements  in  laser  transmitters  and  in 
the  spectral  discrimination  and  sensitivity  of  receivers. 
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24.A     Appendix  of  Infrared  Spectral  Data 

Figure  24.1 ,  taken  from  work  by  Calfee  and  Derr  of  NOAA's  Wave  Propagation  Laboratory,  shows  the 
regions  of  the  infrared  where  various  molecules  that  are  of  interest  to  remote  sensing  of  the  troposphere 
exhibit  significant  absorption  features.  In  addition,  (F24.1)  also  indicates  something  about  the  state  of  spectral 
knowledge  for  each  of  these  molecules. 

Section  9.7  gives  the  individual  spectra  of  the  molecules  N2,  O2,  H2O,  CO2,  O3,  CH4,  CO,  HCl,  Hj 
and  N2O.  Some  of  these  molecules  are  pollutants  when  present  in  higher  than  normal  concentrations.  In 
addition  to  the  spectra  in  (9.7),  the  following  spectra  give  an  indication  of  the  infrared  transmission  of  various 

other  pollutant  gases.  Figure  24.2  shows  previously  unpublished  data  on  NH3  and  SO2  at  a  resolution  of  1 

cm"'  below  1600  cm"'  and  of  3  cm"'  above  1600  cm"' .  Appendix  (24 .A)  is  a  compilation  of  spectra  from 
various  sources.  The  intent  of  (24.A)  is  merely  to  introduce  sources  of  quantitative  infrared  spectra  of  some 
pollutant  gases.  From  the  spectra  it  is  possible  to  abstract  some  notion  of  the  complexity  and  spectral  overlap 
inherent  in  any  multicomponent  sample. 
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24.A     Appendix  of  Infrared  Spectral  Data 

Figure  24.1,  taken  from  work  by  Calfee  and  Derr  of  NOAA's  Wave  Propagation  Laboratory,  shows  the 
regions  of  the  infrared  where  various  molecules  that  are  of  interest  to  remote  sensing  of  the  troposphere 
exhibit  significant  absorption  features.  In  addition,  (F24.1)  also  indicates  something  about  the  state  of  spectral 
knowledge  for  each  of  these  molecules. 

Section  9.7  gives  the  individual  spectra  of  the  molecules  Nj,  O2,  H2O,  CO2,  O3,  CH4,  CO,  HCl,  H2 

and  N2O.  Some  of  these  molecules  are  pollutants  when  present  in  higher  than  normal  concentrations.  In 

addition  to  the  spectra  in  (9.7),  the  following  spectra  give  an  indication  of  the  infrared  transmission  of  various 

other  pollutant  gases.  Figure  24.2  shows  previously  unpublished  data  on  NH3  and  SO2  at  a  resolution  of  1 

cm"'  below  1600  cm"'  and  of  3  cm"'  above  1600  cm"' .  Appendix  (24. A)  is  a  compilation  of  spectra  from 
various  sources.  The  intent  of  (24.A)  is  merely  to  introduce  sources  of  quantitative  infrared  spectra  of  some 
pollutant  gases.  From  the  spectra  it  is  possible  to  abstract  some  notion  of  the  complexity  and  spectral  overlap 
inherent  in  any  multicomponent  sample. 
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Figure  24. 1       Infrared  absorbing  regions  of  atmospheric  gases. 
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Figure 24.2  Infrared  spectra  of  NH3  and  SO^.  Resolution  is  1  cm'^  below  1600  cm'^  and  3  cm'^  for 
spectra  above  1600  cm'^ .  All  samples  were  buffered  with  N^  to  760  torr  total  pressure.  Tlie 
concentration  conversion  for  the  cell  used  is:  3  torr  sample  corresponds  to  1.06X10^^ 
molecules/cm^ ,  10  torr  sample  corresponds  to  3.54X10^^  molecules/cm^ ,  and  similarly  for 
other  powers  of  ten. 



Appendix 

24-17 

100 100 

940         920        900         880         860_,      840         820 

FREQUENCY      (cm") 

(b)    20 
940         920         900         880         860         84C         820 

FREQUENCY      (cnT') 

Nitric  Acid,  P.  E.  Rhine,  et  al  (1969). 

4000 

WAVELENGTH    (MICRONS) 
6  7  8 10         II       12     13  15 

3000 2000 
1200 

1800  1600  1400 

FREQUENCY   (CM"') Peroxyacetyl  Nitrate  (PAN),  Stephens,  et  al  (1960). 

I(XX) 

800 GOO 

n'n° 

00  4O00cM^300O       2500 
2000 

1500 
400 

1300 
1200 

100 1000    950       900 830 80O 

750 700 

CM-* 

V 

V 

r
^
 

1 

n If \ D 
\- 

-D 

-D 

r 

\, 

\-° 

/ ̂  / ^ 

" 

r 05 

\
-
 

1) h l 

!\ 

h A / 
\ A 1 

f. 

\ / 
/ w / 1 2 

1 

'
\
 

1 J \ 1 
^ y ¥ 1 \ 2 

20 

f 

1/ 

CHjCOCH, 

ACETONE            ~ 

— 

1 

10 

0 
L V ̂  1        1        1 

.'» 

MICF 
IONS 

5 6 e 1 0 2 3 
4MICR 

ONS  1 
5 

5000  4000  CM-.  5000       2500  2000 1500   1400     1300       1200  ",00  >0<>0    950       99O         850  690  750  79^  C»»M. 

10  n  12  13  i4yiCROM  (5 

CH3COCH3  Acetone,  HCHO  Formaldehyde,  Pierson,  et  al  (1956). 



24-18 Remote  Spectral  Sensing  of  Pollutants 

SOO0«OO0cM-i30OO       2500  3000 1500   1400     1300       1200  1100  lOOO    950       900        850  600  750  700  t 

"2  MICRONS  3 

50 100 00  40 

OOCM 

^3000       29< 

00 

20 00 1500  1400 300 

1200 

100 lO 

DO    950       900 850 eoo 

750 700 

CM^ 

p>r 

N 

—  C 

11^ 

r 

r- 

' — " 

— ^ 

  ' 

V H 

B~ 

ft < 

00 

\ 
/  / 

—A 

i 

'
(
 

1 

5.0 
m 

a. 

/ 

1 
* 

\1 

SOj 

61 
< 

20 

SULFUR            — 

0 

\i 

1 DIOXIDE 

1        1        1        1 

1 

1 MIC IONS 
4 ( 8 < 0 1 2 

13 

14  MICRONS  15 

.5? 
0O40 

OOcM 

i3000       25 00 

20< 

X) 500 

400 
1300 I20C 

100 

I0( 

OO    9 

SO       < 

00 850 ec 0 

750 700 

CM- 

rO 

80 

< 

z 

E 

r 

\,   

r 
* 
^ 

0 

2 

3 

540 
c 1 

48 

5 

20 

0 

V 

NO 

NITRIC    OXIDE 

1        1        1 

t 

a 

1 

!  MIC 
ioNs » 0 2 3 

4M1CF 
IONS 

5 

NH3  Ammonia,  SO2  Sulfur  Dioxide,  NO  Nitric  Oxide,  Pierson,  et  al  (1956). 



Appendix 

24-19 

,^° 

00  4000  CM ,  5000       2500 2000 

500 

400 

1300 I20C 
100 

lOOO    950       90O 850 eoo 

750 700 

CPrf-' 

\^ 

\ in / 
^ J 

• 

80 

z < 

z 

20 

1/ \ m 
f/V 

H^S 
37 

HYDROGEN 

SULFIDE 

0 1        1 1 
i   MIC 

)ONS 9 

10 

12 

1 3 
14  MICRONS  IS 

5000  4000  cm .300C 2500 
2000 

500 1400 
1300 

120C 
100 1000    950       900 850 eoo 

750 700 

CM-i 

1l -v^ 

r" 

V n r 

/^
 

"vO 

1 V j 
^ 

1 \v 

■B 

^ y \ 

80 

fl
 

II \ 
V I ^ 

< 
a: 

\ 

1    
   " 

-A 

1 
(C v " 

8 

20 

CsHs 

BENZENE V 1 
\ ^ 

V 
1        1        1        1 

\ 

J' 

V 

i  MTCf 
IONS 

3 < 7 0 1 2 3 
4  MIC 

ONS 

ib 

50OO  4000  CM--  3000      2500  2000 IWO   1400     1300       1200  llOO  lOOO    950       900        850  800  750  700  ( 
00 

vV 

■V 

V n 

^^ y] 

/      , r ^ 

-e 

/ 05 

so 
7 

/  -» 

/ \ 

—  8 

r v / \ \ / 

1/ 
\ 

/ ll 
/ 

\ \ / 
\ 

\i 

]f^ 

w 2 

40 
\ 

I 
" \ 1 

\ / 
\ 1 H 

■\ 

z « 
o 

V 

-A 

NOj 

(=N 
20«) 

50 

\ 
\ 

5 

20 
NITROGEN 
DIOXIDE J 

1 A. J e M \ (DINITROGEN 

yW
 

i/ 

10 

JU V. J TETROXIDE) 

J        1        1        1        1 
V 

_J 

^ 

,15 

■■fee 

ioNS 4 > 0 I : 3 
4MICf 

KINS 
S 

HiS  Hydrogen   Sulfide.    Cf,H(,    Benzene.   N02(=N20^)       Nitrogen   Dioxide  (Dinitrogen 
Tetroxide),Pierson,  et  al.  (1956). 



24-20 Remote  Spectral  Sensing  of  Pollutants 

5O00  4000  cwr  woo       2100  2000 1500  1400     1300       1200  IKX)  lOOO    950       900        650  800  750   700  gyi 

I4MCR0NS  15 

5000  4000  CM-"  3000       2500  20O0 500   1400     1300       1200  MOO  lOOO    950       900         850  900  750  700  ( 

14  MICRONS  15 

5000  4000  CM"  3000       2500  20O0  1500   1400     1300       1200  MOO  1000    950       900         850  800  750  700 

HCN Hydrogen  Cyanide,  CHz-CH^  Ethylene,  CHi-CH-CHO  Acrolein,  Pierson,  et  al  (1956). 



List  of  Symbols 

24-2  J 

List  of  Symbols •mj 
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a  matrix  element  which  determines  the 

scattering  intensity  for  the  mth  wave- 
length, scattering  angle,  or  polarization, 

and  sub-size   range  j 

matrix  containing  the  elements  a^^: 

cross  sectional  area  of  transmitted 
beam 

receiver  aperture 

system  calibration  coefficients 

aerosol  scattering  coefficient  of  Zu  for 
wavelength  or  polarization  j 

measured  aerosol  backscattering 

velocity  of  light 

aerosol  number  density  ratio 

number  density  of  particles  with 

radii  r^r+dr 

scattering  intensity  recorded  at  the 
mth  observation 

vector  of  M  D      values 

e charge  of  electron 

E partial  pressure  of  water  vapor 

f(r;m) aerosol  size  distribution  function 

g acceleration  of  gravity 

G photodetector  gain 

g{6,(p,m,a) angular  dependent  scattering  function 
for  Mie  scatterer 

h Planck's  constant 
h height 

I.('o) radiation  intensity  (incident) 

total  scattering  intensity 

Rayleigh  scattering  intensity 

Mie  (aerosol)  scattering  intensity 

photodetector  dark  current 

imaginary  part  of  complex  refractive 
index 
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refractive  index 
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real  part  of  complex  refractive  index 

noise  photons  counted  per  second 

vector  of  N-  value 

number  of  photons  received  per  laser 

pulse 

molecular  number  density  for  a 
standard  atmosphere 

number  of  photons  transmitted  per 
laser  pulse 

photons  counted  because  of  background 
noise 

photodetector  dark  counts  per  sec. 

peak  transmitted  power 

pressure  at  height  h 

a  parameter  used  in  the  definition  of  a 

specific  polytropic  atmosphere 
total  aerosol  mass 

particle  radius 
universal  gas  constant range 

molecular  number  density  ratio 

averaging  time 

temperature  of  height  h 

visibility  distance 

distance 
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particle  size  parameter 
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extinction  coefficient  (for  i-type extinction) 

extinction  coefficient  due  to  resonant 

absorption 

depolarization  factor 

pressure  change 

temperature  change 

spectral  bandwidth  of  the  receiver 

laser-radar  operating  angle  from  the 
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''q 

quantum  efficiency  of  photodetector 

■ni 

efficiency  of  receiver  optics 

^t 

efficiency  of  transmitter  optics 

d scattering  angle 

X wavelength 

V Junge  size  distribution  parameter 
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transmitted  wavelength 

P number  density  of  particles 
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Chapter  25  REMOTE  SENSING  BY  OPTICAL  LINE-OF-SIGHT  PROPAGATION 

Robert  S.  Lawrence 

Wave  Propagation  Laboratory 
Environmental  Researcti  Laboratories 

National  Oceanic  and  Atmospheric  Administration 

Turbulence  in  the  clear  atmosphere  causes  fluctuations  in  both  phase  and  amplitude  of  an  optical 
wave.  The  fluctuations  can  be  used  to  measure  remotely  the  strength  of  the  turbulence.  In 
addition,  motion  of  the  turbulent  eddies  produces  effects  that  permit  measurement  of  the 

transverse  component  of  wind  velocity  including,  for  space-to-earth  paths,  winds  aloft.  The  average 
density  of  the  air  along  a  light  beam  affects  the  phase  of  the  optical  wave  and  of  any  microwave 
modulation  These  effects  permit  the  measurement  of  average  air  temperature  along  the  beam,  and 
through  beam  curvature,  the  vertical  temperature  gradient. 

25.1      Review  of  Selected  Aspects  of  Propagation  through  Turbulence 

The  scintillations  and  phase  fluctuations  imposed  upon  an  optical  wave  by  propagation  through  a 
turbulent  medium  have  been  described  in  Chapter  1 1 .  The  use  of  those  fluctuations  for  remotely  sensing  the 

properties  of  the  clear  atmosphere  requires  appreciation  of  several  points  that  we  review  in  this  section. 

25.1.1  Refractive-index  Variations  in  the  Turbulent  Atmosphere 

Whenever  we  refer  to  "turbulence"  in  this  chapter,  we  shall  mean  refractive-index  (or  temperature) 
turbulence  rather  than  the  velocity  turbulence  commonly  measured  with  hot-wire  probes.  The  distinction  is 
important  because,  when  the  atmosphere  is  in  neutral  thermal  stability,  i.e.,  when  the  temperature  lapse  rate  is 
adiabatic,  strong  mechanical  turbulence  may  exist  with  little  or  no  optical  effect. 

The  refractivity  of  air  at  optical  frequencies  is,  to  a  good  approximation,  simply 

N*79  -  (25:1) 
T 

Here,  P  is  the  atmospheric  pressure  in  mb,  and  T  is  the  temperature  in  K.  The  deviation  of  the  refractive  index 

from  unity  in  parts  per  million  is  N  =  (n-l)lO*.  The  value  of  N  is  roughly  290  at  sea  level.  The  approximation 
(25:1)  neglects  the  variation  of  N  with  wavelength  and  the  minor  effect  of  the  variation  of  air  density  caused 
by  the  presence  of  water  vapor.  The  wavelength  variation  is  about  10  percent  over  the  optical  range;  the 
humidity  variation  is  less  than  1  percent.  These  matters  have  been  reviewed  in  detail  by  Owens  (1967). 

The  most  widely  accepted  description  of  the  structure  of  turbulence  appeared  when  Kolmogorov 

(1941)  considered  the  structure  function  between  two  components  of  velocity;  call  them  a,  /3  where  a,  /3  =  x, 

D^(r)=|v^(?)-v^(^r)|^  (25:2) 

for  a  span,  r,  along  coordinate  ^.  Purely  from  dimensional  analysis,  he  found  D^g  to  be  proportional  to  the 
two-thirds  power  of  the  separation,  i.e., 

Da^(0=C^|rl^'^  (25:3) 

where  C^  is  a  parameter  depending  on  the  components  and  the  energy  involved. 



25-2  Optical  Line-Of-Sight  Propagation 

An  advance  of  direct  interest  to  optical  propagation  came  when  Obukhov  (1949)  and  Corrsin  (1951) 
used  similar  dimensional  analysis  to  consider  the  temperature  fluctuations  in  turbulence.  The  structure 

function  of  this  scalar  parameter  turns  out  also  to  obey  the  two-thirds  law,  i.e., 

D^(r)  =  C^'U\^''  (25:4) 

where  Cj^,  the  "temperature  structure  parameter,"  depends  on  the  energy  involved  in  the  turbulence. 
TTie  structure  of  the  turbulence  has  been  treated  in  detail  in  a  number  of  places,  e.g.,  Lumley  and 

Panofsky(1964). 

The  small  scale  sizes  and  short  lifetime  of  the  temperature  fluctuations  ensure  that  they  are  adiabatic 
so  that 

5P  =  JL    5T 

P       tJ-1    T  (25:5) 

where  the  ratio  of  specific  heats,  v  =  c  /c^  =»  1 .4  for  air.  Differentiating  (25: 1)  and  eliminating  5P,  we  see  that 
the  refractive-index  fluctuations  are  proportional  to  the  temperature  fluctuations,  viz. 

6N=  ̂    ̂ 5T  (25:6) 

Accordingly,  from  (25:4),  the  refractive-index  structure  function. 

Dj^(r)=Cj^^|r|^'^  (25:7) 

where  C*^^  is- the  refractive-index  structure  parameter.  This  parameter,  Cxj^,  decreases  rapidly  with  height 
above  the  ground.  The  variation  has  been  measured  by  Tsvang  (1963)  and  discussed  by  Hufnagel  (1966)  and 
by  Fried  (1966). 

25. 1 .2  The  Production  of  Scintillations  by  Turbulence 

Let  us  consider  the  behavior  of  a  light  wave  as  it  travels  outward  from  a  point  source  through  the 
turbulent  atmosphere  (F25.1).  The  wave  front  is  initially  spherical,  as  at  A.  Upon  passing  through  irregularities 

to  reach  position  B,  it  becomes  distorted.  Since  absorption  and  wide-angle  scattering  are  negligible,  the  energy 
density  of  the  wave  front  B  is  still  uniform  and  equal  to  its  free-space  value.  Thus  an  ordinary  square-law 
detector  located  at  B  would  be  unaffected  by  the  irregularities  and  incapable  of  measuring  them.  The 

irregularities  in  the  wave  front  can,  of  course,  be  measured  by  a  phase-sensitive  detector  such  as  an 
interferometer. 

As  the  wave  progresses  from  B  toward  C,  the  various  portions  of  the  distorted  wave  front  travel  in 
slightly  different  directions  and  eventually  begin  to  interfere.  The  interference  is  equivalent  to  a  redistribution 

of  energy  in  the  wave  and  causes  intensity  fluctuations  (scintillations)  which  can  be  detected  by  a  square-law 
detector.  On  the  way  from  B  to  C,  the  wave  front  passes  throu^  additional  refractive-index  irregularities  and 
so  suffers  additional  phase  perturbations.  These  new  irregularities  are,  however,  relatively  ineffective  in 
producing  intensity  fluctuations. 

Let  us  examine  the  criteria  that  determine  which  of  the  turbulence  irregularities  along  a  line  of  sight 
are  most  effective  in  producing  intensity  fluctuations.  In  (F25.2)  consider  an  irregularity  of  diameter  r  at  an 
arbitrary  point,  A,  on  the  line  of  sight  between  the  source,  S,  and  the  receiver,  R.  That  irregularity  can  be  fully 
effective  in  producing  intensity  variations  only  if  the  extreme  ray  paths,  SAR  and  SBR,  involving  it  differ  in 
length  by  at  least  half  a  wavelength,  i.e.,  the  irregularity  must  be  at  least  equal  in  size  to  the  first  zone  of  a 
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Figure  25.1  Schematic  diagram  of  the  propagation 
of  a  spherical  light  wave  through  a  turbulent 
atmosphere.  Phase  fluctuations  at  B  develop  into 
phase  and  intensity  fluctuations  at  C. 

Figure  25.2  The  geometry  involved  in  determining 
the  irregularity  size  most  effective  in  producing 
scintillations. 

Fresnel  zone  plate  situated  at  A.  This  minimum  effective  size  is,  in  fact,  the  optimum  size  for  the  irregularity. 

Larger  irregularities  at  the  same  point  are  rendered  ineffective  by  the  smaller  ones  just  as  a  lens  is  made 

ineffective  by  a  ground  glass  surface.  While  it  is  true  that  smaller  irregularities  produce  intensity  fluctuations  at 

points  closer  than  R,  and  that  these  fluctuations  persist  in  a  modified  form  until  the  wave  reaches  R,  such 

smaller  irregularities  are  relatively  ineffective  because  of  the  steep  increase  in  the  spectrum  of  atmospheric 
turbulence  with  irregularity  size. 

Working  out  the  geometry  of  (F25.2),  we  find  that  the  diameter  of  the  most  effective  irregularity  is 

r  S5  Vq^.  where  X  is  the  wavelength  and  q  =  ZiZ^/Czi  +  Z2)  depends  upon  the  position  of  A.  This  diameter  is 

plotted  in  (F25.3)  for  a  wavelength  of  633  nm  and  a  path  length  of  10  km. 
If  we  assume,  for  the  moment,  that  the  turbulence  is  uniformly  distributed  along  the  path  and  has  a 

Kolmogorov  spectrum,  it  is  clear  that  the  mean-square  fluctuation  of  refractive  index  attributable  to 
irregularities  of  optimum  size  varies  systematically  along  the  path.  There  is,  therefore,  a  weighting  function 
that  expresses  the  relative  effectiveness  of  turbulence  in  producing  intensity  fluctuations  as  a  function  of 
position  along  the  path.  From  (F25.3)  it  is  clear  that  this  weighting  function  must  reach  a  maximum  at  the 
midpoint  of  the  path  and  must  drop  symmetrically  to  zero  at  the  ends.  The  expression  comes  directly  from 
the  integrals  gjven  in  1 1.4.  It  is 

E=(ZiZ2) 

(25:8) 

Figure  (25.4)  compares  this  function  of  position  along  the  path  with  the  best-fitting  parabola.  In  summary,  the 
relative  effectiveness  of  a  uniformly  turbulent  atmosphere  in  producing  intensity  scintillations  is 
approximately  a  parabolic  function  of  position  along  the  path,  being  a  maximum  at  the  midpoint  and  zero  at 
the  ends. 

Next,  let  us  examine  the  scale  sizes  of  the  intensity  patterns  at  the  receiver  due  to  the  optimum-sized 
refractive-index  irregularities  located  at  various  points  along  the  path.  Referring  to  (F25. 5)  and  recalling  that  the 
diameter  r  of  the  optimum-sized  irregularity  at  A  was  such  that  SBR  exceeded  SAR  by  a  half 
wavelength,  we  can  see  that  the  radius  p  of  the  pattern  at  the  receiver  is  determined  by  the  requirement  that 

SBR'  must  equal  SAR'.  Then,  when  destructive  interference  is  present  at  R,  constructive  interference  will 

occur  at  R'.  Working  out  the  geometry,  we  find  that  the  pattern  is  larger  than  the  turbulent  irregularity  by  the 
factor  p/r  =  Vi(l  +  Zj/z,).  The  pattern  radius  p  is  shown  in  (F25.3)  for  a  10  km  path. 

We  have  seen  that  the  diffraction  process  that  produces  intensity  fiuctuations  in  the  light  wave  selects 
only  certain  optimum  sizes  from  the  broad  spectrum  of  irregularities  available  in  Kolmogorov  turbulence.  The 
optimum  size  selected  depends  on  the  position  along  the  path,  and  each  position  produces  a  predominant,  and 
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Figure  25.3  The  diameter  of  the  most  effective  Figure  25.4  The  relative  effectiveness  of  Kolmogo- 
irregularity  at  various  points  along  a  10  km  path,  rov  turbulence  at  various  points  along  a  10  km  path 
and  the  resulting  pattern  size.  in  producing  intensity  fluctuations.   The  dashed 

curve    is    the    best-fit  parabolic  approximation. 

unique,  pattern  size  at  the  receiver.  When  the  weighting  function  shown  in  (F25.4)  is  combined  with  the 

pattern-size  function  of  (F25.3),  there  results  the  composite  spectrum  of  sizes  observable  in  the  intensity 
pattern.  Notice  that,  for  turbulence  distributed  uniformly  along  the  path,  this  composite  spectrum  of  sizes 
depends  only  on  the  wavelength  and  the  path  length;  it  is  not  indicative  of  any  predominant  size  of  turbulent 

eddies  in  the  atmosphere.  Expressions  for  this  spectrum  and  for  its  Fourier  transform,  the  log-intensity 
covariance  function,  have  been  given  in  Chapter  1 1 .  The  theoretical  covariance  function  is  compared  in 
(F25.6)  with  observations. 

25.1.3  Additional  Effects  of  Turbulence 

The  phase  fluctuations  caused  by  turbulence  eventually  produce  scintillation  but,  even  after  this 
diffraction  process  is  completed,  the  phase  fluctuations  persist  in  the  wavefront.  They  are  not  useful  in 

themselves  for  remote-sensing  purposes  because  phase-sensitive  optical  detectors,  such  as  interferometers,  tend 
to  be  expensive  and  difficult  to  use.  However,  when  the  source  of  the  optical  wave  is  a  laser,  the  energy  can  be 
confined  to  a  beam  having,  in  the  absence  of  atmospheric  turbulence,  a  divergence  angle  of  only  X/d,  where  d 

is  the  diameter  of  the  transmitter  aperture.  Turbulence-induced  phase  fluctuations  increase  the  divergence 
angle,  and  they  do  so  with  a  weighting  function  that  is  very  different  from  that  of  (25:8).  Rigorous  analysis  of 
beam  spreading  is  surprisingly  difficult,  though  an  approximate  geometrical  solution  has  been  presented  by 
Beckmann  (1965).  Simple  arguments  similar  to  those  used  by  Beckmann  indicate  that  the  weighting  function 
for  beam  diameter  is  linear.  It  has  a  maximum  at  the  laser  and  drops  to  zero  at  the  receiver. 

25.2      Remote  Measurement  of  Turbulence 

Beam  spreading  and  scintillations  are  both  produced  by  turbulence  along  the  path.  Therefore,  with 

certain  limitations,  observation  of  these  .phenomena  can  be  used  to  infer  the  presence  and  strength  of 

refractive-index  turbulence.  We  must  emphasize,  again,  the  distinction  between  retractive-index  turbulence, 
caused  by  thermal  irregularities,  and  dynamic  turbulence  involving  velocity  fluctuations. 
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An  important  limitation  to  the  use  of  optical  scintillations  for  remote  measurement  of  turbulence  is 

the  saturation  effect  described  in  Chapter  1 1.  Beyond  a  certain  point,  the  log-intensity  variance  of  the  light 

(Le.,  the  strength  of  scintillations)  no  longer  increases  with  an  increase  in  Cj^^  (i.e.,  strength  of  turbulence) 
integrated  over  the  path.  For  strong,  naturally  occurring  turbulence  within  a  meter  or  two  of  the  ground, 
saturation  arises  for  paths  as  short  as  0.5  or  1  km.  At  greater  heights,  much  longer  paths  are  free  from 
saturation.  Presumably,  beam  spread  is  not  affected  by  saturation  and  so  continues  to  increase  indefinitely. 
However,  neither  adequate  theory  nor  observations  exist  to  confirm  this  presumption.  Nevertheless,  Hogge  and 
Visinsky  (1971)  have  used  beam  spread  with  apparent  success  to  measure  the  strength  of  turbulence  in  the 
exhaust  of  a  jet  engine. 

The  "inner  scale"  of  turbulence  (i.e.,  the  irregularity  size  below  which  viscous  damping  steepens  the 
spectrum)  presents  a  limitation  to  the  use  of  scintillations  for  the  measurement  of  turbulence  on  short  paths. 
Under  normal  conditions,  the  inner  scale  is  a  few  millimeters  and  so  equals  or  exceeds  the  size  of  the  most 

important  irregularity  for  producing  scintillations  on  paths  shorter  than  a  few  hundred  meters.  Short  paths, 
then,  suffer  less  scintillation  than  might  otherwise  be  expected. 

25.2.1  Uniform  Path,  Kolmogorov  Spectrum 

With  the  exceptions  noted  above,  the  log-intensity  variance  of  an  optical  wave  depends  upon  path 
length  and  strength  of  turbulence  as  follows: 

'^finl  "  °-^°  ̂'^'"^^  "^  ̂'  ''*  S'  "^^^'^^ 

Here,  the  intensity  (more  properly,  the  irradiance)  is  assumed  to  be  measured  with  a  receiving  aperture  small 

compared  to  \/XL^and  the  light  is  assumed  to  originate  from  a  point  source  at  distance  L  from  the  receiver.  If, 
instead,  the  source  is  a  plane  wave  entering  the  turbulence. at  a  distance  L  from  the  receiver,  the  numerical 
:oefficient  is  increased  by  a  factor  of  about  2.5. 

5.2.2  Non-uniform  Path,  Kolmogorov  Spectrum 

We  pointed  out  in  25.1  that  the  turbulence  along  the  path  must  be  weighted  Unearly  to  account  for  its 
effect  upon  beamwidth,  while  it  has  a  symmetrical,  nearly  parabolic,  weight  in  its  effect  upon  intensity 
fluctuations.  If  the  turbulence  is  uniformly  distributed  along  the  path  there  will  be  a  fbced  relationship 

between  beamwidth  and  log-intensity  variance,  at  least  until  the  turbulence  becomes  sufficiently  strong  to 
saturate  the  scintillations.  If  the  turbulence  is  not  uniformly  distributed,  this  relationship  will  not  hold  in 

general.  Thus,  the  simultaneous  observation  of  beam  spread  and  log-intensity  variance  can  be  used  to  check  the 
uniformity  of  the  turbulence  along  a  path.  There  is  not,  however,  enough  information  in  such  a  pair  of 
measurements  to  invert  the  integral  and  leam  any  appreciable  details  of  how  the  turbulence  is  distributed 
along  the  path. 

The  covariance  function  of  log-intensity  scintillations  was  shown  in  (F25.6).  The  discussion  in  25.1.2 
showed  how  this  function  (or  its  Fourier  transform,  the  spatial  spectrum  of  the  fluctuations)  results  from  the 

combined  effects  of  the  turbulence  along  the  path.  The  turbulence  at  each  point  contributes  to  the  spectrum  a 
limited  range  of  pattern  sizes  distributed  closely  around  the  sizes  shown,  for  example,  in  (F25.3).  Accordingly, 
if  turbulence  were  absent  over  a  portion  of  the  path  the  spectrum  of  intensity  fluctuations  would  be  distorted 
in  a  characteristic  way. 

Thus,  we  have  a  possible  method  for  determining  the  distribution  of  turbulence  along  the  path.  Like  so 

many  remote-sensing  techniques,  it  involves  the  inversion  of  an  integral  to  obtain  the  desired  answer.  The 
measurements,  themselves,  are  statistical  in  nature  and  so  contain  a  random  element,  i.e.,  they  are  inherently 

noisy.  The  noise  cannot  be  reduced  indefinitely  by  extending  the  observation  period  because  the  open 

atmosphere  is  notorious  for  yielding  non-stationary  time  series.  Although  guesses  can  be  made  at  the  present 
time,  it  remains  for  experiment  to  disclose  how  accurate  the  method  can  be.  Such  experiments  are  in  progress 
at  Boulder.  Our  expectation  is  that  the  turbulence  distribution  can  be  represented  in  terms  of  a  third  or  fourth 

order  polynomial,  but  probably  not  in  much  more  detail.  Inclusion  of  beam-spread  measurements  might  yield 
a  slight  improvement. 
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Figure  25.5  The  geometry  involved  in  determining  Figure  25.6  The  theoretical  normalized  covariance 

the  pattern  size  produced  by  the  most  effective  of  log-intensity  fluctuations,  compared  with  obser- 

irregularities.  varions  made  over  a  path  length  L  =  5.5  km. 
The  detector  spacing  is  p. 

25.2.3  The  Effect  of  Spectrum  Variations 

While  the  Kolmogorov  spectrum  is  widely  used  to  represent  the  turbulent  atmosphere,  and  while,  on 
the  average,  it  seems  to  agree  well  with  measurements  in  the  inertial  subrange  well  above  the  ground,  individual 
measurements,  extending  over  periods  of  one  or  more  hours,  often  show  significant  deviations  from  the  ideal 

spectrum.  The  effect  on  scintillations  of  these  spectrum  variations  is  similar  to  the  effect  of  non-uniformity  of 

turbulence  along  the  path.  Thus,  scintillation  remote-sensing  techniques  intended  to  measure  either  of  these 
atmospheric  parameters  must,  in  fact,  determine  them  simultaneously. 

An  additional  complication  arises  for  path  lengths  shorter  than  about  100  m  as  the  size  of  the  most 

effective  irregularity  approximates  the  inner  scale  of  turbulence.  Gray  and  Waterman  (1970)  have  used  this 

fact  to  measure,  with  short-path  scintillations,  the  size  of  the  inner  scale  and  the  slope  of  the  spectmm  in  the 
dissipation  subrange. 

Strohbehn  (1970a)  has  calculated  a  number  of  scintillation  covariance  functions  corresponding  to 
various  models  of  the  turbulent  spectrum,  and  he  discusses  the  sensitivity  of  scintillation  covariance 
measurements  for  the  determination  of  spectral  parameters  of  turbulence,  particularly  the  slope  of  the 
spectrum  in  the  inertial  subrange.  While  his  work  is  useful  in  showing  the  magnitude  and  nature  of  the  effects, 

it  cannot  be  applied  directly  to  remote  sensing  because  it  ignores  the  highly  coupled  effects  of  non-uniformity 
of  turbulence  along  the  path. 

25.2.4  The  Effect  of  Aperture  Size  on  the  Weighting  Function 

We  saw  in  (F25.3)  that  turbulence  near  the  receiver  produces  fine-scale  scintillations,  while  near  the 
light  source  it  produces  large  patterns.  A  very  small  receiver  will  be  sensitive  to  all  these  scales  as  the 
scintillation  pattern  drifts  by  and  so  will  measure  turbulence  over  the  entire  path.  As  the  size  of  the  receiving 

aperture  increases,  the  receiver  becomes  less  sensitive  to  the  fine-scale  structures  in  the  pattern  because  both 
bright  and  dark  portions  of  the  wave  enter  the  aperture  simultaneously  and  their  variations  tend  to  cancel. 
Such  aperture  averaging  modifies  the  weighting  function  along  the  path,  larger  receiving  apertures  being 
relatively  more  sensitive  to  turbulence  farther  from  the  receiver.  In  principle,  then,  we  have  another  method  of 
probing  the  distribution  of  turbulence  along  the  path.  The  disclaimers  mentioned  at  the  end  of  25.2.2  still 

apply,  and  it  should  be  noted  that  the  aperture-averaging  method  is  not  independent  of  the 
scintillation-covariance  method.  They  are  really  slightly  different  ways  of  looking  at  the  same  phenomenon. 
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A  related,  but  more  complicated,  situation  has  been  considered  by  Carlson  (1969)  in  which  he  shows 
that  the  use  of  sizeable  transmitting  apertures  and  coUimated  or  focused  laser  beams  produces  sharper 
weighting  functions  that  should  be  correspondingly  more  powerful  for  the  determination  of  turbulence 
profiles  and  spectral  form.  This  method  has  apparently  not  yet  been  tried  in  practice  and  it  will,  of  course,  be 
Hmited  to  conditions  of  moderate  turbulence  where  the  concept  of  focused  beams  is  meaningful. 

25.2.5  Practical  Applications 

Here,  we  try  to  assess  the  probable  success  of  scintillation-sensing  of  turbulence  in  typical  practical 
situations,  keeping  in  mind  the  fact  that  the  turbulence  being  measured  is  temperature  turbulence,  not 
dynamic  turbulence.  We  can  expect  in  each  case,  as  mentioned  in  25.2.2,  that  the  distribution  of  the 

turbulence  along  the  line  of  si^t  will  be  determined  only  roughly,  perhaps  in  terms  of  a  best-fitting 
3-parameter  function. 

The  wake  turbulence  produced  by  large  aircraft  presents  a  serious  safety  problem  for  smaller  aircraft  in 
the  vicinity  of  airports,  and  it  is  important  for  traffic  controllers  or  pilots  to  have  a  simple,  immediate 

indication  that  turbulence  from  preceding  traffic  has  cleared  the  immediate  vicinity  of  the  runway.  For  the 
region  near  the  ground  where  both  ends  of  the  hne  of  sight  are  accessible,  a  scintillation  monitor  can 
clearly  give  the  desired  information,  assuming  that  it  is  not  necessary  to  pinpoint  the  exact  location  along 
the  path  of  the  turbulent  vortex. 

High-level,  clear-air  turbulence  (CAT)  is  also  important  to  aviation  interests.  Many  methods  have  been 
suggested  for  sensing  the  presence  of  CAT  before  an  airplane  enters  it.  Airborne  lidar  and  infrared  radiometers 
have  been  flown  extensively,  but  with  httle  or  no  success  (Veazey,  1970).  Peskoff  (1968)  and  Fried  (1969) 

have  suggested  that  ground-based  measurements  of  scintillation  of  starlight  could,  in  principle,  indicate  the 
presence  of  CAT,  though  Strohbehn  (1970b)  pointed  out  that  small  deviations  from  the  normal  Kolmogorov 
spectrum  would  affect  the  covariance  function  of  scintillations  in  much  the  same  way  as  would  a  sizeable  CAT 
layer.  Peskoff  (1971)  disagrees,  stating  that  the  extreme  tail  of  the  covariance  function  would  be  changed  in  a 
characteristic  way  by  a  CAT  layer.  The  truth  probably  lies  somewhere  between  the  two  views,  since  it  is 

unlikely  that  the  tails  of  the  covariance  curve  can  be  measured  accurately  enough  in  a  real,  non-stationary 
atmosphere  to  provide  unambiguous  indication  of  CAT.  The  stellar-scintillation  method  has  not  been  tried,  so 
its  possibilities  remain  uncertain. 

A  satellite-borne  laser  would  provide  a  more  suitable  light  source,  for  scintillation  detection  of  CAT. 
The  greater  spectral  irradiance  would  permit  covariance  measurements  to  be  made  more  quickly,  thus  helping 

to  eliminate  the  problems  of  atmospheric  non-stationarity.  Also,  laser  measurements  would  be  feasible  in  the 
presence  of  sunlight.  When,  in  the  next  few  years,  lasers  become  available  on  geostationary  satellites, 

ground-based  detection  of  CAT  will  surely  be  attempted. 

25.3      Remote  Measurement  of  Wind 

We  discussed  in  25.1.2  the  spatial  spectrum  of  the  scintillation  pattern  and  we  showed  its  Fourier 

transform,  the  spatial  covariance  funcfion,  in  (F25.6).  This  curve,  of  course,  is  only  the  cross-section  in  the 

space  direction  of  the  complete  time-space  covariance  function  of  the  scintillations.  The  complete  function 
depends  upon  the  distribution  of  turbulence  along  the  path  and  the  distribution  of  winds,  primarily  those 

components  normal  to  the  path  of  the  light  beam,  that  move  the  turbulent  eddies  through  the  beam.  In 

principle,  a  measurement  of  the  complete  time-space  covariance  function  provides  the  information  needed  to 
invert  the  integral  equation  and  determine  the  distribution  of  turbulence  and  of  transverse  wind  along  the 
propagation  path.  Fried  (1969)  derived  the  pertinent  equations  for  the  cases  where  the  scintillations  have  not 

become  saturated.  As  in  all  integral-inversion,  remote-sensing  situations,  questions  must  be  raised  concerning 
the  detail  that  can  be  expected  in  the  answer  in  light  of  the  unavoidable  errors  in  measuring  covariance  with 

the  real,  non-stationaiy  atmosphere.  In  this  case,  other  practical  difficulties  arise.  First,  the  measurement  of 
the  complete  covariance  function  would  require  a  large  number  of  spaced  sensors  and  their  signals  would  have 
to  be  compared  pairwise,  each  with  a  large  number  of  different  time  lags.  Second,  the  integral  equation  is 

non-linear  and  apparently  cannot  be  inverted  analytically  in  a  useful  form.  Because  of  these  difficulties,  all 
attempts  to  measure  wind  have  involved  approximations  and  simplifications  of  one  kind  or  another. 



25-8  Optical  Line-Of-Sight  Propagation 

25.3.1  The  Temporal  Power-spectrum  Method. 

Perhaps  the  simplest  way  to  estimate  the  wind  velocity  from  observations  of  scintillations  is  to  measure 
the  temporal  power  spectrum  of  the  scintillations  with  a  single  detector.  Assuming  that  the  turbulence  is 
unchanging  and  is  simply  being  transported  across  the  line  of  sight  by  the  mean  wind,  the  temporal  spectrum  is 
a  direct  replica  of  the  spatial  spectrum  and  is  related  to  it  by  the  wind  velocity  as  a  simple  proportionality 

constant.  The  assumption  involved  is  "Taylor's  hypothesis,"  and  it  permits  the  peak  frequency  in  the  temporal 
spectrum  to  be  interpreted  directly  as  the  frequency  with  which  Fresnel-zone  sized  irregularities  are  carried 
past  the  line  of  sight  by  the  wind. 

The  theoretical  shape  of  the  temporal  frequency  spectrum  has  been  derived  by  Clifford  (1971).  The 

frequency-spectrum  method  of  estimating  winds  has  been  checked  by  Ryznar  (1965)  and  by  Hohn  (1966), 
though  some  of  their  results  may  have  been  confused  by  aperture  averaging.  Mandics  (1971)  demonstrated 
that  the  method  works  well  with  acoustic  waves  over  a  68  m  path.  Lee  and  Harp  (1969)  briefly  discuss  and 
illustrate  the  same  method,  described  in  terms  of  the  width  of  the  autocovariance  function. 

25.3.2  Use  of  the  Time  Delay  between  Spaced  Detectors. 

If  the  scintillation  pattern  could  be  assumed  not  to  change  in  time,  but  simply  to  be  moved  bodily  by 
the  wind,  it  would  be  a  straightforward  process  to  measure  the  velocity  of  the  pattern  and,  therefore,  of  the 
wind  normal  to  the  propagation  direction.  Two  detectors  ahgned  parallel  to  the  wind  vector  would  display 
identical  fluctuations,  one  lagging  the  other  by  the  time  interval  required  for  the  wind  to  move  the  scintillation 
pattern  between  the  detectors.  In  the  more  general  case  where  the  direction  of  the  wind  vector  (still  assumed 
normal  to  the  propagation  path)  is  unknown,  three  sensors  are  sufficient  to  defme  wdnd  speed  and  direction. 
This  method  of  similar  fades  was  first  used  with  reflected  radio  waves  to  measure  ionospheric  winds  (Mitra, 

1949).  The  method  was  soon  supplanted  by  a  correlation  technique  (Briggs  and  Spencer,  1954)  that  is  less 
affected  by  random  pattern  changes  that  partially  destroy  the  similarity  of  fades  observed  at  the  two 
detectors.  The  correlation  technique  continues  to  be  used  to  measure  ionospheric  winds  (Fedor,  1967)  and  has 

recently  been  applied  to  radio-star  scintillations  to  measure  the  speed  of  the  interplanetary  solar  wind  (Cohen 
etal.  1967). 

The  techniques  just  mentioned  are  essentially  measurements  of  the  time  delay  required  to  maximize 

the  time-lagged  cross-correlation  function,  illustrated  schematically  in  (F25.7),  of  the  scintillations  observed  at 
the  two  detectors,  corrections  being  applied  for  the  fact  that  the  correlation  is  imperfect  because  of  pattern 
decay.  They  work  well  as  long  as  the  pattern  decay  is  slight  during  the  time  it  takes  the  pattern  to  move 

between  the  detectors.  The  applications  mentioned  above  meet  this  criterion:  the  ionospheric  case  because  the 

scintillations  are  all  impressed  at  a  single  portion  of  the  path  (the  point  of  reflection),  and  the  radio-star  case 
because  the  solar  wind  is  reasonably  localized  (to  the  point  nearest  the  sun)  along  the  path  and  also  because 

the  wave  is  originally  a  plane  rather  than  a  diverging  wave.  Line-of-sight  paths  throu^  the  troposphere  are 
quite  different.  We  have  already  seen  that,  at  each  point  along  the  path,  a  specific  irregularity  size  is  most 

effective  in  producing  scintillations,  and  it  produces  a  unique  pattern  size.  The  small-scale  irregularities  that  are 
effective  near  the  transmitter  produce  large  patterns,  while  irregularities  of  the  same  size  near  the  receiver 

produce  fine-scale  patterns.  Each  of  these  patterns  moves  through  its  own  characteristic  dimension  during  the 
time  required  for  the  wind  to  carry  the  irregularity  throu^  its  own  diameter.  Thus,  it  is  a  general  property  of 

the  scintillation  pattern  of  a  diverging  wave  passing  through  an  extended  turbulent  medium  that  the  large-scale 
components  of  the  pattern  move  more  rapidly  than  do  the  fme-scale  details.  As  a  result,  the  pattern  decays 
rapidly  even  in  the  absence  of  random  motion  or  eddy  decay  in  the  turbulent  medium.  This  means  that  the 
correlation  sketched  in  (F25.7)  will  be  progressively  reduced  as  the  time  delay  increases  from  zero.  The  effect 
is  not  only  to  lower  the  curve  but  to  displace  the  peak  toward  the  vertical  axis.  The  time  delay  to  the  peak  is 
systematically  reduced  and  the  deduced  wind  speed  is  biased  toward  high  values. 

25.3.3  The  Correlation-slope  Method 

Measurement  of  the  slope  of  the  correlation  function  at  zero  time  lag  avoids  the  problems  of  pattern 
decay,  since  it  involves  comparing  features  at  nearly  the  same  instant  (see  F25.7).  Shen  (1970)  showed  that 

this  slope  is  proportional  to  the  mean  transverse-wind  speed.  Lawrence,  Ochs,  and  Clifford  (1972) 
demonstrated  that  it  produces  a  correct  result  for  all  profile  realizations  with  the  same  average  wind.  It  is  also 
relatively  insensitive  to  reasonable  variations  in  the  strength  of  turbulence  along  the  path.  As  distinct  from  the 

time-delay  method,  the  correlation-slope  method  is  unaffected  by  the  presence  of  a  component  of  transverse 
wind  perpendicular  to  the  line  joining  the  detectors. 
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Figure  25.7      A  schematic  illustration  of  two  methods 

of  using  the  cross-correlation  function  of  scintillations 
observed  at  spaced  detectors  to  measure  wind  and 

speed. 
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Figure  25.8  A  24-hour  comparison  between  the  optically  measured  wind  (upper  curve),  using  the 
correlation-slope  method,  and  the  mean  of  seven  propeller-type  anemometers  spaced  evenly  along  the  1  km 
test  path. 

When  evaluating  these  methods,  or  any  method  amenable  to  simple,  on-line  calculation  and  display,  it 
is  important  to  realize  that  they  use  only  a  portion  of  the  information  contained  in  the  entire  space-time 
correlation  function  and  must  necessarily  involve  assumptions  concerning  the  over-all  form  of  that  function. 
The  extent  to  which  these  assumptions  limit  the  usefulness  of  a  particular  method  can  be  indicated  by 
computer  simulations  using  a  wide  range  of  wind  and  turbulence  profiles,  but  is  finally  determined  only 
through  extensive  quantitative  comparison  with  direct  measurements  on  real  paths  in  the  open  atmosphere. 
One  very  important  reason  for  the  need  for  actual  outdoor  tests  is  our  present  lack  of  knowledge  of  the  effect 
of  saturation  on  the  correlation  function.  Until  an  adequate  saturation  theory  is  developed,  it  will  not  be 
possible  to  make  a  complete  theoretical  analysis  of  the  performance  of  scintillation  wind  sensors  operating 

over  long,  low-level  paths  where  saturation  is  likely  to  occur. 

We  have  tested  the  correlation-slope  method  over  a  one-kilometer  path  1.6  m  above  flat  ground,  using 
seven  propeller-type  anemometers  equally  spaced  along  the  path  for  comparison.  Figure  (25.8)  shows  a 

24-hour  sample  of  such  a  comparison,  indicating  that  the  correlation-slope  method  does,  indeed,  produce  very 
acceptable  results  for  many  practical  purposes.  The  apparatus  used  to  produce  this  record  has  been 
dfiscribed  by  Lawrence  et  al.  (1972)  and  in  more  detail  by  Ochs  (1972). 

25.3.4  The  Path  Weighting  Function 

We  have  seen  that  the  center  of  the  propagation  path  is  more  effective  than  the  ends  in  producing 
scintillations  and  that  the  various  scale  sizes  in  the  scintillation  pattern  are  produced  primarily  at  specific 
portions  of  the  path.  It  follows  that  the  slope  of  the  correlation  function  at  zero  lag  will  be  most  strongly 
affected  by  winds  near  the  center  of  the  path,  and  that  this  path  weighting  function  can  be  modified  by 
selective  spatial  filtering  of  the  received  scintillation  pattern.  For  example,  large  receiving  apertures  placed 
before  each  of  the  two  detectors  will  tend  to  average  out  those  scintillations  with  scale  sizes  much  smaller  than 

the  apertures,  leaving  the  large  scales  in  the  scintillation  pattern  to  predominate.  This  aperture-averaging  effect 
will  cause  the  winds  near  the  transmitter  end  of  the  path  to  be  relatively  more  effective  than  those  near  the 

receivers.  Similarly,  spacing  the  detectors  widely  will  accentuate  the  large  scales  in  the  pattern  because  the 

fine-scale  structure  will  decay  during  the  time  required  for  it  to  drift  between  the  detectors. 
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Figure  25.9  The  relative  weights  of  different  portions  of  the  path  in  determining  winds  by  the 

correlation-slope  method.  The  parameter  j3  =  p(XL)"'  '^  is  the  separation  of  the  sensors  measured  in  units  of 
the  Fresnel  distance.  These  curves  are  calculated  for  point  sensors;  the  finite  area  of  a  real  sensor  will  tend 
to  remove  the  negative  weights  near  the  receiver. 

Figure  (25.9)  shows  the  path  weighting  function  for  various  values  of  /3^p(XL)"'  '^  where  p  is  the 
spacing  between  detectors  and  L  is  the  length  of  the  propagation  path.  These  calculations  are  made  for  point 
detectors  and  neglect  any  modification  of  the  correlation  function  that  may  be  produced  by  saturation.  The 
negative  weights  shown  in  the  figure  can  be  removed  in  practice  by  the  use  of  finite  apertures. 

Ability  to  manipulate  the  path  weighting  function  suggests  the  possibility  of  determining 
independently  the  winds  at  various  portions  of  the  path.  In  general,  the  distribution  of  turbulence  along  the 
path  must  be  determined  at  the  same  time.  Lee  and  Harp  (1969),  Fried  (1969),  and  Peskoff  (1971)  have  all 
presented  the  integral  equation  relating  the  time  and  space  intensity  covariance  function  to  turbulence  and 

velocity,  at  least  for  non-saturated  scintillations.  The  equation  is  nonUnear  and  no  attempts  have  been  made  to 
invert  actual  observations  of  the  integral  to  obtain  turbulence  and  velocity.  All  the  cautions  and  difficulties 
mentioned  in  25.2  still  apply,  but  in  this  case  the  equation  is  nonlinear  and  numerical  inversions  are  likely  to 
be  less  well  behaved.  Analytic  inversion  appears  to  be  impossible. 

Lee  and  Harp  (1969)  suggested  that  the  correlation-slope  method  can  be  used  to  linearize  the  equation, 
though  this  process  certainly  involves  loss  of  information  and  presumably  increases  the  sensitivity  of  the 
answer  to  unknown  changes  in  the  spectrum  of  turbulence.  Shen  (1970)  inverted  the  Hnearized  equation,  using 
some  actual  observations  but  inadequate  direct  wind  measurements  did  not  permit  satisfactory  verification  of 
the  results.  Peskoff  (1971)  presented  a  formal  inversion  of  the  linearized  equation. 

25.3.5  Practical  Applications 

Lawrence,  Ochs,  and  Clifford  (1972)  have  shown  direct,  on-line  measurement  of  the  average  wind 
crossing  a  laser  beam  to  be  practical.  The  method  has  already  been  used  for  observations  of  total  fiow  over  the 
mountains  west  of  Boulder,  Colorado,  and  for  studies  of  the  drifting  of  air  pollutants  over  Salt  Lake  City. 

Measurement  of  total,  or  average,  wind  across  a  long  path  has  an  important  advantage  for  such  applications 
over  point  measurements  with  conventional  anemometers.  Point  measurements  are  affected  by  variations  that 
occur  on  scales  smaller  than  the  separation  of  the  sensors,  and  their  interpretation  suffers  from  spatial  aliasing, 
an  effect  in  the  space  domain  exactly  analagous  to  the  frequency  aliasing  that  occurs  when  a  physical  quantity 
is  sampled  in  the  time  domain  at  a  rate  too  slow  to  reproduce  all  its  frequency  components.  The  optical 

method  of  average  measurement  across  a  light  beam  inserts  a  low-pass  spatial  filter  into  the  measurement 
process  and  so  prevents  spatial  aliasing. 



Remote  Measurement  of  Temperature 25-11 

Proposed  applications  for  the  laser-beam  method  include  measurement  of  cross-wind  components  at 
airport  runways  and  measurement  of  total  convergence  of  air  into,  say,  a  city  or  a  thunderstorm  by 
surrounding  an  area  with  laser  beams.  This  could  best  be  done  with  mirrors,  though  the  effect  of  finite  mirrors 

in  eliminating  large-scale  scintillations  must  be  investigated.  Mirrors,  if  they  can  be  used,  would  permit  the  use 
of  a  zig-zag  beam  across  an  airport  runway  that  would  permit  determination  of  longitudinal  wind. 

Fried  (1969)  has  suggested  the  possibility  of  analysis  of  the  scintillation  of  stariight  to  determine  winds 
aloft.  Fried  has  been  very  optimistic  about  the  potential  accuracy  of  the  measurement,  apparently  ignoring  the 

severe  limitation  to  observational  accuracy  that  is  imposed  by  the  non-stationary  statistical  nature  of  the 
actual  atmosphere.  Despite  this  difficulty,  some  measurement  of  winds  aloft  can  certainly  be  made,  and  the 
method  is  presently  being  tested  at  our  laboratories  in  Boulder.  As  in  the  case  of  measurement  of  turbulence 
aloft,  the  method  will  have  marginal  practical  utOity  with  starlight  but  may  be  quite  useful  when  lasers  have 
been  placed  on  geostationary  satellites. 

25.4      Remote  Measurement  of  Temperature 

We  now  leave  the  effects  of  turbulence  and  discuss  briefly  a  remote-sensing  method  that  depends 
only  on  the  average  density  of  the  air  along  a  line  of  sight.  This,  of  course,  determines  the  optical  path 

length.  A  change  of  1°C  in  temperature  or  of  300  n-m~^  (3  mb)  in  pressure  is  sufficient  to  affect  the 
optical  path  length  by  one  part  in  10*.  This  is  several  hundred  times  greater  than  the  second-to-second 
fluctuations  in  optical  path  length  caused  by  turbulence.  Figure  (25.10)  shows  an  example  of  path-length 

changes  measured  over  a  3  km  round-trip  path.  The  reference  temperature  was  measured  with  a 
thermometer  at  the  center  of  the  path. 

If  we  assume  that  the  barometric  pressure  is  known,  the  average  temperature  along  a  fixed  open-air 
path  can  be  determined  by  comparing  the  optical  path  length  with  the  known  true  geometrical  length.  The 
apparatus  for  doing  this  could,  in  principle,  be  as  simple  as  that  shown  in  (F25. 11).  This  is  a  modern  version  of 

Fizeau's  classical  experiment.  A  laser  beam  is  passed  through  a  modulator  and  traverses  the  open-air  path  to  a 
retro-reflector.  It  returns  through  the  modulator  and  is  deflected  by  a  beam  splitter  to  a  detector.  A  small 
adjustment  of  the  modulation  frequency  is  made  to  minimize  the  detected  signal.  The  frequency  is  then 

measured  by  the  counter.  In  practice,  it  would  be  desirable  to  provide  a  means  for  servo-controlling  the 
oscillator  to  maintain  a  null  output.  The  frequency  read  from  the  counter  provides  the  optical  path  length, 
subject  only  to  an  ambiguity  that  can  be  removed  by  using  several  nearby  frequencies  that  also  minimize 
detector  output.  Optical  path  length  can  be  converted  to  temperature  given  only  the  barometric  pressure. 
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Figure  25.10  The  relationship  between  optical  path  length  over  a  1.5  km  path  and  the  temperature  measured 

at  the  midpoint.  In  this  plot  the  relative  scales  have  not  been  properly  adjusted,  so  the  variation  of  path 
length  appears  too  small. 
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Figure  25.11    A  block  diagram  of  a  simple  device  for 
measuring  average  temperature  over  a  fixed  path. 
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Figure  25.12    A  typical  day's  measurements,  made  every  15  minutes,  of  the  width  and  wander  of  a  laser  beam 
propagated  over  a  15  km  path  near  Boulder,  Colorado. 

Turbulence  will  not  be  a  limitation  to  measurements  of  average  temperature  unless  the  required 

accuracy  is  better  than  0.1°C.  For  0.1°C  temperature  accuracy,  the  barometric  pressure  must  be  measured  to 

30  n*m~^  (0.3  mb)  and  both  the  modulation  frequency  and  the  fixed  geometrical  length  of  the  path  to  1  part 
in  10^.  The  effect  of  varying  composition  of  the  air,  particularly  the  effect  of  water  vapor,  has  been  discussed 

in  detail  by  Owens  (1967).  For  temperatures  near  20°C.,  a  relative  humidity  error  of  15  percent  results  in  a 
temperature  error  of  0. 1°C. 

Determination  of  the  geometrical  length  to  one  part  in  10^  is  at,  or  perhaps  just  beyond,  the;  limit  of 
the  state  of  the  art,  and  requires  the  averaging  of  a  large  number  of  optical  measurements  taken  under  various 
carefully  measured  weather  conditions. 

If  the  path  is  not  fixed,  or  if  the  path  length  is  unknown,  a  more  complicated  variant  of  the  optical 

path-length  method  can  be  used,  utiHzing  the  dispersion  of  the  atmosphere.  In  round  numbers,  the  atmosphere 
reduces  the  velocity  of  blue  hght  by  330  parts  per  million  while  it  reduces  the  velocity  of  red  light  by  only  300 

ppm.  Both  these  numbers  are  proportional  to  atmospheric  density  and  therefore,  for  a  given  barometric 
pressure,  inversely  proportional  to  temperature.  Simultaneous  measurement  of  optical  path  length  with  both 
red  and  blue  light  provides  the  two  equations  needed  to  solve  for  the  path  length  and  temperature.  A 
discussion  of  this  method  and  its  accuracy  has  been  given  by  Owens  and  Earnshaw  (1968).  Briefly, 

temperature  measurements  to  1°C.  and  distance  measurements  accurate  to  one  part  in  10*  are  feasible. 
A  further  elaboration  of  the  two  frequency  principle  suggests  itself  and  has  been  investigated  by  Bean 

and  McGavin  (1970).  Simultaneous  measurement  of  apparent  path  length  over  a  fixed  path  with  an  optical 

frequency  and  a  microwave  frequency  yields  the  average  temperature  and  the  average  water-vapor  content. 

25.5      Measurement  of  Vertical  Temperature  Gradient 

The  curvature  C  of  a  ray  is  given  by  the  transverse  gradient  of  refractive  index  or,  for  nearly  horizontal 

rays,  by  the  vertical  refractive-index  gradient.  Adopting  a  sign  convention  that  downward  curvature  is  positive 

and  expressing  refractivity  in  N  units  (defined  as  N  =  [n-1  ]  10*)  so  that  curvature  is  measured  in  /irad'km"' , 
we  can  differentiate  (25: 1)  with  respect  to  height  to  obtain 

_  dN   _      79   dP        79P    dT 
*^"dh    ""  T  dh    "^  1^   dh 

(25:10) 

For  sea-level  conditions,  where  the  pressure  is   1.01325  x  10'  n-m  ̂    (1013.25  mb),  the  vertical  pressure 

gradient  is  -12.1  n-m'^-m"'  (-121  mb-km"'),  and  the  temperature  is  20°C;  the  ray  curvature  is  related  to  the 
temperature  lapse  rate  (   C*  km    )  by 

dT 

C=  32.6 +  0.93  ̂ uradkm"' 

(25:11) 
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Under  these  conditions  the  temperature  gradient  needed  to  prevent  bending  (C  =  0)  is  -35°C-km"' .  Although 
this  temperature  lapse  rate  is  much  greater  than  that  for  a  normal  atmosphere  (-6°C*lon~')  or  an  adiabatic 
atmosphere  (-10°C*km~'),  even  greater  lapse  rates  can  occur  for  a  short  distance  above  a  hot  surface.  Such 
conditions  produce  upward  curvature  and  cause  a  mirage.  On  the  other  hand,  if  the  vertical  temperature 

gradient  becomes  strongly  positive,  exceeding  about  134°C*km"''  as  may  well  happen  above  a  cold  surface,  the 
normal  downward  curvature  of  the  ray  may  exceed  157  /L/rad-km"' ,  the  curvature  of  the  earth's  surface.  This 
produces  another  kind  of  mirage  known  as  looming.  A  review  of  the  theory  and  observation  of  mirages,  with 
an  extensive  bibliography,  was  recently  prepared  by  Viezee  ( 1968). 

Since  the  curvature  of  a  light  ray  depends  so  strongly  on  the  vertical  temperature  gradient  of  the 
atmosphere,  the  apparent  position  of  (or  angle  or  arrival  of  the  light  from)  a  distant  object  or,  what  is 
equivalent,  the  spot  produced  at  a  distance  by  a  fixed  laser,  will  vary  from  time  to  time  and  can  be  used  to 
measure  changes  in  the  vertical  temperature  gradient.  Figure  (25.12)  shows  measurements  made  in  Boulder 
of  this  effect  over  a  15  km  path  during  a  typical  day.  For  this  path,  a  beam  deflection  of  50  jurad  is  a  sizeable 
fraction  of  the  turbulent  broadening  of  the  beam  and  is  easily  measurable.  Such  a  deflection  corresponds  to  a 

change  in  curvature  of  6.7  /xrad-km"'  or  a  change  in  vertical  temperature  gradient  of  7°C*km"' 
25.6      References 

Bean,  B.  R.  and  R.  E.  McGavin,  1970:  Electromagnetic  phase  variability  as  a  measure  of  water  vapor  and 

temperature  variations  over  extended  paths,  Chap.  58,  pp.  729-743  of  K.  Davies,  ed.  Phase  and 
Frequency  Instabilities  in  Electromagnetic  Wave  Propagation,  AGARD  Conference  Proceedings  No.  33. 
Technivision  Services,  Slough,  England. 

Beckmaim,P.  (1965),  Signal  degeneration  in  laser  beams  propagated  through  a  turbulent  atmosphere.  Radio 
Sci.  69D,  4,  629-640. 

Briggs,  B.  H.  and  M.  Spencer  (1954), Horizontal  movements  in  the  ionosphere.  Reports  on  Prog,  in  Phys. 

7  7,245-280. 

Carlson,  F.  P.  (1969),  Application  of  optical  scintillation  measurements  to  turbulence  diagnostics.  J.  Opt.  Soc. 
Am.  59,  10,  1343-1347. 

Clifford,  S.  F.  (1971),  Temporal  frequency  spectra  for  a  spherical  wave  propagating  through  atmospheric 

turbulence.  J.  Opt.  Soc.  Am.  6],  10,  1285-1292. 

Cohen,  M.  H.,  E.J.  Gundermann,  H.  E.  Hardebeck,  and  L.  E.  Sharp,  (1967),  Interplanetary  scintillations.  II. 

Observations.  Astrophys.  J.  147,  2,  449-466. 

Corrsin,  S.  (1951),  On  the  spectrum  of  isotropic  temperature  fluctuations  in  an  isotropic  turbulence.  J.  Appl. 
Phys.  22,  469473. 

Fedor,  L.  S.  (1967),  A  statistical  approach  to  the  determination  of  three-dimensional  ionospheric  drifts.  J. 
Geophys.  Res.  72,  2 1 ,  540 1-5415. 

Fried,  D.  L.  (1966),  Limiting  resolution  looking  down  througli  the  atmosphere.  J.  Opt.  Soc.  Am.  56,  10, 
1380-1384. 

Fried,  D.  L.  (1969),  Remote  probing  of  the  optical  strength  of  atmospheric  turbulence  and  of  wind  velocity. 
Proc.  IEEE  57,  4,  415-420. 

Gray,  D.  A.  and  A.  T.  Waterman  Jr.  (1970),  Measurement  of  fine-scale  atmospheric  structure  using  an  optical 

propagation  technique.  J.  Geophys.  Res.  75,  6,  1077-1083. 

Hogge,  C.  B.  and  W.  L  Visinsky  (1971),  Laser  beam  probing  of  jet  exhaust  turbulence.  Appl.  Opt.  10,4, 
889-892. 



25-14  Optical  Line-Of-Sight  Propagation 

Hohn,  D.  H.  (1966),  Effects  of  atmospheric  turbulence  on  the  transmission  of  a  laser  beam  at  6328  A.  II  — 
Frequency  spectra.  Appl.  Opt.  5,  9,  1433-1436. 

Hufnagel,  R.  E.,  1966:  An  improved  model  turbulent  atmosphere,  NAS  Summer  Study,  Restoration  of 
atmospherically  degraded  images..  Appendix  3. 

Kolmogorov,  A.,  1941:  in  Turbulence,  Classic  papers  on  statistical  theory,  S.  K.  Friedlander  and  L.  Topper, 
Eds.,  New  York,  Interscience,  p.  151  (1961). 

Lawrence,  R.  S.,  G.  R.  Ochs,  and  S.  F.  Clifford  (1972),  The  use  of  scintillations  to  measure  average  wdnd 

across  a  light  beam.  Appl.  Opt.  11  2,  239-243. 

Lee,  R.  W.  and  J.  C.  Harp  (1969),Weak  scattering  in  random  media,  with  applications  to  remote  probing.  Proc. 
IEEE  57,  4,  375406. 

Lumley,  J.  L.  and  H.  A.  Panofsky,  1964:  The  structure  of  atmospheric  turbulence,  John  Wiley  and  Sons,  New 
York. 

Mandics,  P.  A.  (1971),  Line-of-sight  acoustical  probing  of  atmospheric  turbulence,  Stanford  Electronics 
Laboratories  Technical  Report  No.  4502-1  (SEL-7 1-002)  (March  1971). 

Mitra,  S.  N.  (1949),  A  radio  method  of  measuring  winds  in  the  ionosphere.  I  Proc.  lEE  441,  96-111. 

Obukhov,  A.  M.  (1949),  Structure  of  the  temperature  field  in  a  turbulent  flow.  Izv.  Akad.  Nauk,  SSSR.  Ser. 
Geograf.  Geofiz.  13,38. 

Ochs,  G.  R.  1972:  Pattern  velocity  computers  -  Two  types  developed  for  wind  velocity  measurement  by 
optical  means.  Rev.  Sci.  Instr.  43,  6,  879-882. 

Owens,  J.  C.  (1967),  Optical  refractive  index  of  air:  Dependence  on  pressure,  temperature,  and  composition. 

Appl.  Opt.  6,  1,51-59. 

Owens,  J.  C.  and  K.  B.  Earnshaw,  1968:  Development  of  a  microwave  modulated,  dual  optical  wavelength 

geodetic  distance-measuring  instrument,  ESSA  Tech.  Rept  ERL  1 17-WPL  8,  U.  S.  Government  Printing 
Office. 

Peskoff,  A.  (1968),  Theory  of  remote  sensing  of  clear-air  turbulence  profiles,  J.  Opt.  Soc.  Am.  58,  8, 
1032-1040. 

Peskoff,  A.,  (1971),  Theory  for  remote  sensing  of  wind-velocity  profiles,  Proc.  IEEE  59,  2,  324-326. 

Ryznar,  E.  (1965),  Dependency  of  optical  scintillation  frequency  on  wind  speed.  Appl.  Opt.  •^,  11,  1416-1418. 

Shen,  L.  (1970),  Remote  probing  of  atmosphere  and  wind  velocity  by  mihimeter  waves.  IEEE  Trans.  .^P-iS,  4, 
493497. 

Strohbehn,  J.  W.  (1970a),  The  feasibility  of  laser  experiments  for  measuring  the  permittivity  spectrum  of  the 

turbulent  atmosphere.  J.  Geophys.  Res.  75,  6,  1067-1076. 

Strohbehn,  J.  W.  (1970b),Remote  sensing  of  clear-air  turbulence,  J.  Opt.  Soc.  Am.  60,  7,  948-950. 

Tsvang,  L.  R.  (1963),  Some  characteristics  of  the  spectra  of  temperature  pulsations  in  the  boundary  layer  of 

tlie  atmosphere.  Izv.  Geophys.  Ser.  No.  10,  1594-1600. 



List  of  Symbols  25-15 

Veazey,  D.  R.  (1970),  A  literature  survey  "of  clear  air  turbulence,  Texas  A.  and  M.  University,  College  Station, 
Texas  77840,  Rept.  No.  NASA  CR- 10621 1. 

Viezee,  W.,  1968:  Optical  mirage,  in  Scientific  Study  of  Unidentified  Flying  Objects,  E.  U.  Condon,  Ed.  New 

York:  Bantam  Books,  ch.  VI-4. 

List  of  Symbols 

N  optical  refractivity,  (n  -  1)10^ 

P  atmospheric  pressure,  mb. 

T  temperature,  Kelvin 

D  structure  function 

C-p  temperature  structure  parameter 

D'Y  temperature  structure  function 

r  separation  of  sensors,  or  diameter  of  an 
atmospheric  irregularity 

V  ratio  of  specific  heats,  cJcy 

Cp  specific  heat  at  constant  pressure 

Cy  specific  heat  at  constant  volume 

X  wavelength  of  light 

z  distance  along  a  propagation  path 

p  size  of  a  scintillation  pattern  from  an 

irregularity  of  size  r 

d  aperture  diameter 

L  optical  path  length 

Cj«4  refractive  index  structure  parameter 

agj^j        log-intensity  variance 

I  intensity  (more  properly,  irradiance) 

0  path  weighting  function 

C  curvature  of  a  ray 

h  height  above  the  ground 
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The  Satellite  has  enormous  advantages  in  both  temporal  and  spatial  coverage  of  the  earth  for 
remote  sensing  applications.  It  also  has  limitations  imposed  by  its  relatively  great  distance  from  its 
target,  its  position  (it  must  view  the  surface  of  the  earth  and  the  lower  troposphere  through  the 
remainder  of  the  atmosphere)  and  the  weight,  size  and  power  capabilities  of  practical  spacecraft. 
Achievements  of  the  research  and  operational  satellites  are  briefly  described  and  the  directions  of 
current  developmental  efforts  are  enumerated.  We  are  entering  a  phase  of  satellite  sensors  when 
microwave  and  radar  systems  are  being  practically  exploited  in  addition  to  the  traditional  passive 
sensors  operating  in  the  infrared  and  visible  regions  of  the  spectrum. 

26.1      The  Satellite  as  a  Platform  for  Observation 

A  principal  reason  for  tlie  current  importance  of  remote  sensing  is  the  need  for  the  collection  of 
data  on  a  scale  and  with  a  coverage  either  prohibitively  expensive  or  virtually  impossible  by  conventional  or 
direct  means.  In  terms  of  accuracy  and  precision,  direct  or  contact  methods  are  almost  always  superior  to 

remote  techniques.!  However,  the  requirements  of  modern  technology  -  especially  meteorology  -  cannot 
be  met  by  any  imaginable  network  of  in  situ  sensors.  Thus  a  weather  radar  produces  an  image  of 
precipitation  and  dense  clouds  within  its  operating  range  which  could  be  equaled  only  by  an  enormous 

network  of  local  sensors  and  data  transmission  circuits.  Similarly  an  earth-orbiting  satellite  covering  the 
entire  globe  of  the  earth  once  every  12  hours  in  a  polar  orbit,  can  provide  a  coverage  which  has  never 
before  been  possible  with  local  sensors  because  the  resources  to  install  and  operate  such  a  vast  network 

never  have  been  —  and  in  all  probability  never  will  be  —  available  for  that  purpose. 

Remote  sensing  from  a  satellite  is  particularly  advantageous  in  the  study  of  the  earth's  atmosphere. 
This  is  because  the  atmosphere  is  an  enormous  three-dimensional  fluid  (there  are  more  than  2  million  tons 
of  air  for  each  of  the  3.5  billion  inhabitants  of  the  earth),  the  majority  of  which  lies  over  the  oceans.  An 
adequate  network  of  implanted  sensors  would  be  quite  impracticalffand  would  be  unacceptable  in  any 

event  because  of  the  hazard  to  air  transportation.  Aircraft,  which  today  supply  a  large  amount  of 
operational  data,  cannot  provide  global  coverage  because  the  bulk  of  commercial  traffic  is  concentrated  in 

areas  of  dense,  affluent  population  and  extending  this  to  all  other  areas  would  be  prohibitively  expensive. 

It  is  mteresting  to  note  that  the  most  productive  use  of  the  satellite  for  earth  studies  has  been  in 

meteorology  —  the  observation  of  the  atmosphere  rather  than  the  surface  of  the  earth.  This  is  no  accident 
but  results  from  the  fact  that  in  looking  down  from  a  satellite  the  first  thing  one  sees  is  the  atmosphere 

which  is  the  target,  or  object  of  study,  to  the  meteorologist.  To  observe  surface  features,  one  must  look 
through  the  atmosphere  and  for  most  such  observations  our  essential  mande  of  gas,  haze  and  clouds 
constitutes  a  nuisance  and  formidable  source  of  masking  and  interference.  This  is  also  true  to  a  large  extent 

of  observing  the  troposphere  where  one  must  look  through  the  overlying  atmosphere.  Often  the  success  of 
a  promising  technique  will  hinge  on  the  ability  to  overcome  these  interferences. 

fThere  axe  exceptions,  particularly  where  the  energy  required  to  drive  the  contact  sensor  is  large  enough  to  distort  the 
object  being  observed.  An  example  is  thermography  of  the  human  body  (see  AppUed  Optics,  Sept.  1968). 

tfThere  have  been  effective  research  programs  in  implanted  sensors,  such  as  the  free  floating,  constant-altitude  GHOST 
balloons  or  the  French  EOLE  program,  but  only  on  a  limited  scale  and  for  very  specific  purposes. 
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26.1.1  Advantages  and  Disadvantages  -  General  Discussion 

Coverage  and  Resolution  in  Time  and  Space 
In  coverage  the  satellite  has  no  peer  for  remote  sensing.  From  an  altitude  of  1500  km  the  NOAA 

satellites  can  effectively  observe  instantaneously  a  circular  area  of  the  earth  roughly  1300  km  in  radius, 
which  is  about  2%  of  the  surface  of  the  earth.  Its  orbit  is  such  that  it  will  cover  the  entire  globe  in  12 
hours  (24  hours  to  observe  the  full  globe  under  sunht  conditions).  Figure  (26.1)  is  a  mercator  montage  of 

approximately  84  individual  TV  pictures  taken  from  the  ITOS  satellite  over  a  24-hour  period.  A 
geostationary  satellite  will  continuously  see  nearly  half  of  the  earth  and  can  effectively  observe  about  25% 

of  the  surface  of  the  earth.  Figure  (26.2)  is  a  single  frame  from  the  ATS  III  spin-scan  camera  which  requires 
20  minutes  to  produce  one  full  frame.  The  vantage  point  of  space  provides  a  view  of  the  earth  and  its 
atmosphere  not  possible  before  the  advent  of  earth  orbiting  satellites. 

Along  with  this  extensive  and  speedy  coverage,  however,  come  the  disadvantages  of  distance  from 
the  target  and  the  attendant  limitations  on  resolution  and  sensitivity.  These  limitations  are  important  for 
applications  concerned  with  observations  of  the  surface  of  the  earth  but  are  less  restrictive  for  systems 

designed  to  observe  the  atmosphere  of  the  earth.  For  atmospheric  observations,  passive  systems  —  and  we 

consider  here  only  passive  systems  —  are  more  likely  to  be  energy  limited  than  resolution  limited  so  that 
design  becomes  a  matter  of  trading  off  between  the  parameter  of  spatial  resolution,  temporal  resolution 

and  intensity  resolution  or  contrast.  As  an  example  of  this  process  in  developing  a  system  to  meet  a 
specific  application,  the  design  of  a  specific  instrument,  the  VISSR  (Visible  Infrared  Spin  Scan  Radiometer) 
will  be  discussed  briefly. 

The  VISSR  is  a  radiometer  being  designed  to  produce,  from  Geosynchronous  altitude  of  35,300  km 

(see  26.1.2),  an  image  of  the  earth  similar  to  the  ATS  image  shown  in  Figure  (26.2).  Whereas  the 

ATS  scanner  produced  only  an  image  in  the  visible  region  of  the  spectrum,  the  VISSR  will  produce  an 
image  in  the  10  to  12  micrometer  region  of  the  infrared  as  well  as  an  image  in  tire  visible.  A  primary  use 
of  these  images,  which  are  produced  at  the  rate  of  three  per  hour,  will  be  to  deduce  wind  vectors  from 
cloud  motions  (26.2.1,  ATS  satellite).  Both  the  visible  and  infrared  channels  will  be  used  for  this  purpose 
and  the  infrared  images  are  particularly  important  because  they  are  produced  both  day  and  night,  whereas 
the  visual  images  come  only  from  the  sunlit  portion  of  the  earth.  The  infrared  channel  is  further  valuable 
in  that  it  can  provide  a  good  estimate  of  the  altitude  of  a  cloud  under  observation,  and  hence  position  the 
derived  wind  vector  vertically.  The  temperature  of  the  cloud  is  deduced  from  the  infrared  radiance  and  tlie 
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Figure  26. 1    Mercator  montage  of  Vidicon  pictures  from  ITOS  satellite. 
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NASA    ATS   III     MSSCC     18   NOV  67    153255Z    SSP    49.1 6"^    0.03°S    ALT  22240^9    SM 

Figure  26.2   ATS  III  Earth  image  Nov.  18,  1967. 

altitude  is  taken  as  that  point  at  which  this  temperature  equals  that  of  the  air  in  tlie  best  available  vertical 
temperature  profile  for  the  region  of  observation.  The  accuracy  of  tliis  determination  depends  upon  the 
opacity  (density)  of  the  cloud,  whether  or  not  it  fills  the  field  of  view  of  the  radiometer,  the  transmission 

of  the  atmosphere,  above  the  cloud  and,  of  course,  on  the  accuracy  of  the  vertical  temperature  profile  used. 
A  dense  cloud  with  a  well  defined  top  which  fills  the  field  of  view  of  the  radiometer  and  has  clear  air 

above  it  in  a  region  where  there  is  a  good  observed  temperature  profile  can  be  positioned  to  ±100  meters 
in  altitude. 

Wind  vectors  are  derived  from  the  observed  motion  of  a  cloud  between  two  or  more  successive 

frames  taken  20  minutes  apart.  The  asumption,  valid  under  most  circumstances,  is  that  the  cloud  has  both 
the  same  vector  velocity  and  the  same  temperature  as  tlie  air  in  which  it  is  entrained.  The  actual  extraction 
of  winds  will  be  discussed  in  somewhat  more  detail  later  (26.2.1,  ATS  Satellites).  Here  we  are  concerned 
with  the  design  of  the  instrument  which  will  produce  tlie  images  to  be  used  in  these  derivations  and  the 

trade-offs  involved  in  optimizing  performance  for  the  application. 
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The  VISSR  works  from  geosynchronous  altitude  and  from  this  great  distance  maximum  sensitivity  is 

required,  particularly  in  the  infrared  channel.  Therefore  the  largest  practical  diffraction-limited  optical 
system  commensurate  with  spacecraft  capabilities  and  the  most  sensitive  available  detector  define  the  basic 

system.  These  are  a  16'  diameter  aperture  and  a  HgCdTe  detector  radiatively  cooled  to  100  °K  or  below. 
Now  the  designer  must  adapt  to  the  optimum  trade-off  between  spatial  resolution  (IFOV  or  instantaneous 
field  of  view),  temporal  resolution  (frame  time,  or  time  between  consecutive  looks  at  the  same  spot  in  the 
field  of  view)  and  temperature  resolution,  or  the  ability  to  discern  a  cloud  against  the  earth  background  by 
virtue  of  its  difference  in  temperature  from  that  background.  A  small  field  of  view  will  enable  one  to  see 
and  follow  a  small  cloud  or  feature  but  at  a  sacrifice  in  temperature  and  temporal  resolution.  Similarly  a 
large  field  of  view  will  give  good  temperature  resolution,  better  temporal  resolution  but  at  a  sacrifice  in 

detail.  Taking  the  fundamental  system  as  a  starting  point  —  16"  optical  system,  HgCdTe  detector  and  100 
rpm  for  the  spacecraft  —  one  computes  for  a  0.2  mr  field  of  view  (4  nautical  miles  spot  size  at  the  earth)  a 
frame  time,  or  time  to  complete  one  full  scan  of  the  earth,  as  20  minutes  and  the  temperature  resolution 

as  1.3  °K  for  a  background  at  300  °K.  This  temperature  resolution,  or  smallest  discernable  contrast  between 
a  feature  and  its  background,  is  a  function  of  the  field  of  view  and  of  the  background  temperature.  The 

instrument  responds  to  radiance  (watts/cm^)  and  a  1  K  temperature  difference  represents  a  larger  radiance 
difference  at  300  K  than  at  a  lower  temperature.  The  relationships  between  IFOV,  NEDT  (noise  equivalent 
temperature  difference,  or  least  discernable  contrast  between  an  element  of  the  field  of  view  and  its 
surroundings)  and  temporal  resolution  can  be  presented  in  graphical  form  to  facilitate  understanding  the 

trade-offs  which  are  possible. 

0  =  T-I80'K 
a  =  T=  240«K 
A=  T-300'K 

FRAME    TIME=  20  mill 

SPIN   RATE   SCALED  FROM   lOORPM 
FOR   O.Z  mr   IFOV 

(IFOV)   (mr) 

Figure  26.3    Temp,  resolution  (NEDT)  for  VISSR  asa  function  of  instantaneous  field-of -view  (IFOV). 
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Figure  (26.3)  shows  the  relationship  between  IFOV  and  NEDT  for  a  fixed  frame  time  of  20 

minutes.  Because  NEDT  depends  also  upon  the  average  temperature  of  the  scene,  three  curves  are  shown 
for  180  K,  240  K  and  300  K.  The  VISSR  scans  one  line  of  the  picture  for  each  rotation  of  the  satellite 
and  at  0.2  mr  IFOV,  the  1 800  Hnes  required  to  cover  the  full  disc  of  the  earth  and  the  retrace  time  absorb 
20  minutes.  Therefore  the  plot  is  normalized  to  100  rpm  spin  rate  of  the  satellite  at  0.2  mr  IFOV.  To 
maintain  20  minutes  frame  time,  the  satellite  rpm  would  have  to  be  increased  if  a  smaller  IFOV  were  used 
and  decreased  for  a  larger  IFOV.  The  plot  shows  that  if  one  is  willing  to  accept  less  spatial  resolution 
(larger  IFOV)  a  much  more  sensitive  temperature  resolution  is  possible.  However,  the  more  coarse  spatial 
resolution  may  result  in  the  loss  of  discrimination  of  a  small  cloud  or  other  feature  in  the  picture. 

Figure  (26.4)  relates  NEDT  to  frame  time  for  a  constant  field  of  view  of  0.2  mr,  again  for  three 
different  scene  temperatures.  If  one  is  willing  to  accept  a  longer  frame  time,  a  higher  sensitivity  in 
temperature  resolution  is  possible.  The  sacrifice,  of  course,  is  in  the  rate  at  which  any  one  element  of  the 
scene  is  sampled.  An  hour  of  frame  time,  for  example,  may  be  too  gross  for  a  phenomenon  of  interest. 

Figures  (26.3)  and  (26.4)  enable  one  to  relate  the  parameters  of  NEDT,  IFOV  and  frame  time  for  a 
single  element  of  the  scene.  If  the  feature  of  interest  in  the  scene  is  larger  than  the  IFOV,  as  it  frequently 
and  usually  is,  these  results  must  be  modified  to  include  the  increased  sampling  time  afforded  by  a  large 
target.  If  the  target  of  interest  is  a  cloud  subtending  0.6  mr,  for  example,  and  the  radiometer  has  a  0.2  mr 

IFOV,  the  output  is  the  result  of  the  integration  of  3  samples  and  the  temperature  resolution  is  improved 
by  about  /3  or  1.732.  Figure  (26.5)  illustrates  how  the  temperature  resolution  (A  T,  or  temperature 
difference  between  the  cloud  and  its  surround,  which  is  the  equivalent  of  NEDT),  varies  with  the  cloud 

NOISE   EQUIVALENT  TEMPERATURE  DIFFERENCE 

AS  A   FUNCTION  OF  FRAME  TIME.   IFOV- 0.2  mr 

A  -  leO*  SCENE  TEMPERATURE 

O  -240*  SCENE  TEMPERATURE 

□    -300*  SCENE  TEMPERATURE 

PARAMETERS  ASSUMED  CONSTANT:  (EQON.I-lS) 
I  )   NOISE  FACTOR 

21    DETECTOR  AREA  AND  0" 3)  IFOV  (02  mr) 
4)  EFFECTIVE  APERTURE 

51   SPECTRAL  EFFICIENCY 
6)  MODULATION  TRANSFER  FUNCTION 

FRAME   TIME  (minutes 

Figure  26.4    Temp,  resolution  {NEbJ}for  VISSR  as  a  function  of  frame  time. 
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dimensions  for  a  fixed  satellite  rotation  rate  of  100  rpm  (not  frame  time,  note).  Observe  that  A  T  here 
equals  NEDT  in  the  other  plots  when  the  cloud  subtends  the  IFOV.  If  the  cloud  is  larger  than  the  IFOV,  it 
can  still  be  discerned  even  though  its  contrast  is  less  than  the  NEDT.  Conversely,  a  cloud  smaller  than  the 
IFOV  can  be  seen  if  its  contrast  is  sufficiently  large.  This  relationship  between  contrast  and  discernable 

level  can  be  observed  in  other  optical  systems  —  the  human  eye  for  example.  A  %  inch  diameter  telephone 

wire  can  be  "seen"  from  a  distance  of  200  feet  against  the  sky  if  it  is  black,  even  though  it  subtends  an 
angle  only  1/10  the  1.0  mr  resolution  limit  of  the  human  eye.  Reduce  the  contrast  to,  say,  50%  by 
painting  the  wire  gray  and  it  can  no  longer  be  seen. 

The  above  example  is  chosen  to  do  two  things:  (1)  illustrate  the  relationship  between  spatial, 
temporal  and  temperature  (contrast)  resolution  in  radiometric  sensors  and  (2)  indicate  the  approximate 

state-of-the-art  of  infrared  systems  today.  The  situation  in  the  visible  region  of  the  spectrum  is  entirely 
different,  in  general  being  restricted  only  by  the  limits  imposed  by  the  optical  inhomogeneity  of  the 

atmosphere  of  the  earth.  Since  these  limits  in  general  range  from  1  to  10  m  radian,  data  handling 
considerations  usually  determine  system  parameters  for  systems  designed  to  observe  the  atmosphere.  It 

becomes  expensive  to  process  and  store  the  data  from  very  high  resolution  pictures  so  that  the  lowest 
acceptable  resolution  is  normally  employed. 

Limitations  of  Weight,  Size  and  Power 

In  almost  all  instances,  weight,  physical  size  and  power  requirements  for  all  spacebome  sensors  must 

be  minimized  —  and  in  some  cases  compromised  —  to  fall  within  the  capabilities  of  the  sateUites  which 
carry  them.  In  general,  power  and  weight  are  the  more  serious  restrictions,  with  size  of  secondary 
consideration.  The  ITOS  spacecraft,  for  example,  is  a  rectangular  box  whose  size  is  dictated  by  the  area  of 
the  solar  panels  to  be  deployed  (they  are  stored  flush  with  3  large  sides  of  the  rectangle  for  launch  and 
fold  out  in  orbit).  The  resulting  volume  is  several  times  larger  than  that  required  to  accommodate  all  of  the 
ITOS  sensors  and  instruments,  and  the  inside  of  the  spacecraft  is  mostly  empty  area. 

TEMP.   OF  BACKGROUND  «  T,  «290"K 

AT  =  Ts-Tc 

CLOUD   TEMP. 

IFOV- 0.50  mr     X 

20         22  24         2«         2S         30         S2  34         M  36        40         42  44         46         48         SO 

CLOUD     DIAMETER        (Nouficol  Mil**) 

ANGLE       SUBTENDED    BY   CLOUD    FROM    SYN.  ORBIT   (mr  ) 

Figure  26.5    Least  discernable  target  contrast  (^T)for  VISSR  as  a  function  of  target  size  and  IFOV. 
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Power  is  the  most  restrictive  commodity.  Virtually  all  spacecraft  power  is  supplied  at  present  by 
silicon  photovoltaic  cells  which  convert  sunlight  into  electric  power.  A  square  meter  of  these  cells  can 

produce  about  100  watts  when  in  full  sunlight  at  the  earth's  distance  from  the  sun.  The  period  of  power 
production  is  determined  by  the  orbit.  Polar  orbiters,  such  as  Nimbus  and  ITOS,  are  in  eclipse  by  the  earth 
nearly  half  the  time  while  geosynchronous  satellites,  such  as  ATS  and  SMS,  are  eclipsed  only  around  the 
time  of  the  equinoxes  and  then  only  for  about  5%  of  each  orbit.  Thus  a  polar  orbiter  must  have  a  solar 
panel  capacity  at  least  twice  its  average  power  consumption  and  a  battery  to  sustain  it  during  eclipse, 
whereas  a  geosynchronous  satellite  can  operate  continuously  near  peak  power  and  requires  only  a  very 
small  storage  capacity.  A  further  consideration  is  the  lifetime  of  the  satellite,  since  solar  cells  degrade  to 
about  half  their  initial  output  after  about  two  years  in  space. 

Table  (26.1)  summarizes  the  weight,  size  and  power  for  spacecraft  having  missions  related  to  remote 

sensing.  Nimbus,  ITOS  and  ATS  are  in  current  use  with  4,  2  and  3  respectively  of  their  number  having 

been  successfuUy  launched.  TIROS-N  is  a  planned  follow-on  to  ITOS  as  the  NOAA  operational  satellite; 
ERTS  (Earth  Resources  Technology  Satellite)  will  have  the  first  of  two  approved  spacecraft  launched  in 
late  1972  or  early  1973;  SMS  will  become  the  operational  version  of  the  ATS  research  satellites;  and 

SKYLAB  is  the  manned,  earth-orbiting  follow-on  to  the  Apollo  program. 
The  only  practical  relief  from  the  rather  serious  power  restrictions  of  current  spacecraft  will 

probably  come  from  small  nuclear  fission  generators.  Development  is  underway  and  several  units  have  been 
tested  aboard  Nimbus  and  other  spacecraft,  but  they  are  not  yet  entirely  satisfactory.  Practical  systems  wall 
likely  employ  solar  panels  for  some  time  to  come  and  this  will  mean  that  active  sensor  systems,  such  as 
LIDAR  and  RADAR,  will  be  severely  limited  or  in  many  cases  not  possible. 

Effects  of  the  Atmosphere  of  the  Earth 
A  cursory  examination  of  the  effective  application  of  spaceborne  sensors  to  observation  of  the  earth 

will  show  that  meteorological  observations  predominate,  particularly  where  quantitative  measurements  are 
required.  This  is  not  to  say  that  studies  of  the  surface  of  the  earth  have  not  or  will  not  be  effectively 

pursued,  but  the  atmosphere,  the  first  thing  seen  on  looking  down  from  a  satellite,  is  the  target  for 
meteorological  observations  and  is  an  intervening  source  of  interference  for  surfac«  observations.  This 
interference  is  always  present  and  ranges  from  minor  to  so  severe  as  to  render  some  desirable  observations 
essentially  impossible. 

Even  in  the  case  of  atmospheric  studies,  atmospheric  interference  can  be  serious.  Infrared  radiance 
measurements  of  dense  clouds  are  used  to  estimate  the  height  of  the  clouds  by  computing  a  temperature 
from  the  observed  radiance  and  finding  where  this  temperature  prevails  in  the  vertical  temperature  profile 
for  the  subject  geographical  position  and  time.  (The  assumption,  normally  valid,  is  that  the  cloud  and  its 
surrounding  air  are  at  the  same  temperature.)  If  there  are  thin  clouds  or  even  appreciable  haze  present 
above  the  target  cloud,  the  radiance  measurements  will  be  distorted  by  emission  and  scattering  from  the 
intervening  materials.  The  resulting  errors  in  deduced  cloud  altitude  can  be  minimized  by  corrections  based 

on  multi-frequency  observations,  but  may  still  be  significant. 
More  serious  is  the  interference  of  clouds  in  the  derivation  of  vertical  temperature  profiles  of  the 

atmosphere  from  infrared  radiance  measurements  (26.2.2,  ITOS  satellite  systems).  Successful  application  of 
the  method  depends  critically  on  the  degree  to  which  that  portion  of  the  observed  radiance  emanating 

from  clouds  and  aerosol  can  be  evaluated  and  subtracted  in  order  to  produce  a  "clear  column  radiance."  If 
the  clouds  are  solid  and  opaque,  the  soundings  can  be  extended  only  down  to  the  top  of  the  cloud.  These 
limitations  have  led  to  an  active  interest  in  the  microwave  region  of  the  electromagnetic  spectrum  for 

making  such  observations.  The  advantage  is  that  in  the  microwave  region  the  wavelength  -  from  0.5  to  10 

cm  -  is  large  compared  to  the  dimensions  of  aerosol  and  cloud  particles  —  from  1  to  20  micrometer  in 
general  -  so  that  scattering  is  orders  of  magnitude  less  than  in  the  infrared  region.  This  enhanced 
transparency  of  clouds  in  the  microwave  region  is  very  important.  However,  the  cloud  effects,  tliougli 
small,  are  still  not  zero  and  effective  application  for  quantitative  measurements  will  depend  upon  tlieir 
magnitude  and  the  degree  to  which  corrections  can  be  applied.  Probably  a  combination  of  infrared  and 
microwave  systems  will  have  synergistic  advantages  which  will  make  their  joint  use  almost  assured. 

Many  operational  and  research  techniques  of  tropospheric  measurements  involve  radiation  exchange 

between  the  earth,  its  atmosphere,  the  sun  and  space.  For  earth-atmosphere  temperatures,  the  peak  of  the 
Planck  blackbody  curve  lies  in  the  range  10  to  15/Lt  meters  and  tlierefore  tliis  region  of  tlie  infrared  is  of 
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particular  interest.  The  earth  -  both  land  and  water  -  radiates  essentially  as  a  gray  body  of  high 
emissivity,  generally  above  0.9.  The  atmosphere  is  a  mixture  of  clear  (non-absorbing,  non-emitting)  gasses, 
gasses  which  have  absorption  bands  and  aerosols  (clouds,  haze,  dust,  etc.)  which  scatter,  absorb  and  emit. 
In  order  to  understand  some  of  these  processes  and  how  they  interrelate,  consider  (F26.6)  which 

shows  the  radiance  of  the  earth-atmosphere  system  as  observed  from  the  Nimbus  IV  satelUte  by  the  IRIS 
spectrometer  (this  instrument  will  be  discussed  more  fully  in  26.2.2,  (Hanel,  1970)). 

The  spectral  range  is  400  to  1500  cm"'  (25  to  6.5/Lt  meters)  and  three  geographical  areas  are 
represented  under  clear,  cloudless  conditions  —  the  Sahara  Desert,  the  Mediterranean  Sea  nearby,  and 

finally  the  Antarctic  continent.  The  Sahara  appears  as  a  40  to  50°C  blackbody  peaking  between  700  and 
880  cm- '  (bear  in  mind  that  the  peak  of  a  blackbody  curve  is  displaced  toward  longer  wavelengths  when 

the  abscissa  units  are  cm"'  rather  than  fi  meters)  viewed  through  the  atmosphere.  H2O  vapor,  CO2,  O3 
and  CH4  (as  well  as  some  minor  constituents)  have  absorption  bands  in  this  region  and  show  as  such.  If  the 

atmosphere  were  at  the  same  temperature  as  the  desert  below,  these  bands  would  disappear  and  a  smooth 
blackbody  curve  would  be  seen.  The  atmosphere,  however,  is  neither  isothermal  nor  homogeneous  but  has 
a  temperature  structure  typically  like  that  shown  in  (F26.12). 

Two  features  of  particular  interest  are  the  CO2  band  between  600  and  750  cm"'  and  the  O3  band 

between  1000  and  1100  cm"'.  The  CO2  absorption  band  has  three  branches,  labeled  P,  Q,  and  R 
respectively,  or  identifiable  regions.  A  very  narrow  central  Q-branch  of  extremely  high  absorbing  (and 
hence  emitting)  power  is  bracketed  by  two  broad  branches,  the  P  and  R,  of  lower,  but  still  fairly  high, 
absorbing  power.  The  O3  band,  on  the  other  hand,  consists  of  two  broad  branches  separated  by  a  narrow 
region  of  fairly  low  absorptivity.  In  the  P,  Q  and  R  branches  of  the  CO2  band,  the  atmosphere  is 
essentially  opaque  and  one  sees  only  radiation  from  the  gas  integrated  over  a  path  which  reaches  deeper 
into  the  atmosphere  as  the  absorptivity  of  the  gas  decreases.  One  sees  deeper  in  the  P  and  R  branches  than 

in  the  Q-branch.  The  bulk  of  the  radiation  for  the  P  and  R  branches  arises  in  the  upper  troposphere  and 
lower  stratosphere,  the  region  of  lowest  temperature  in  the  atmosphere.  The  Q-branch  sees  mainly  the 
middle  stratosphere  where  the  temperature  is  higher  and  hence  it  appears  as  a  warm  spike  between  the  P 
and  R  branches.  Note  that  there  is  relatively  little  difference  between  the  absolute  levels  in  the  CO2  band 
for  all  three  curves.  Over  the  Mediterranean,  the  upper  troposphere  is  actually  a  Httle  warmer  than  over  the 
Sahara  though,  of  course,  the  water  is  much  cooler  than  the  desert.  The  Antarctic  continent  is  colder  than 
the  upper  troposphere  above  it  and  the  P  and  R  branches  both  appear  reversed  from  the  other  two 
situations. 

The  O3  band  behaves  in  a  similar  fashion  with  one  notable  exception.  The  central  spike  over  the 
Sahara  and  Mediterranean  appears  warm  because  one  sees  the  lower  troposphere  and  the  surface.  Over  the 
Antarctic,  where  the  surface  is  colder,  not  warmer  than  the  air,  this  central  spike  is  reversed.  Further 
differences,  which  contribute  to  the  larger  variations  in  absolute  level  for  the  O3  band,  are  that  CO2  is 
uniformly  distributed  throughout  the  atmosphere  whereas  O3  has  a  concentration  peaked  in  the  lower 
stratosphere  and  that  the  O3  layer  is  not  entirely  opaque  so  that  the  surface  of  the  earth  is  always 
contributing. 

Figure  (26.6)  provides  a  dramatic  illustration  of  radiation  exchange  in  the  earth-atmosphere  system. 

26.1.2  Optimum  Orbits 

The  number  of  orbits  possible  for  an  earth  satellite  is  infinite.  Those  which  have  the  greatest  utility 

for  earth  observation,  however,  fall  into  three  categories:  (1)  polar  orbit,  sun-synchronous;  (2)  Geosta- 

tionary; and  (3)  inclined  orbit.  Each  has  its  unique  characteristics  -  advantages  and  disadvantages  -  and  no 
one  orbit  is  optimum  for  all  uses . 

Polar  Orbit,  Sun-Synchronous 
A  satellite  in  a  polar  orbit  travels  in  a  plane  that  contains,  or  makes  a  small  angle  with,  the  axis  of 

the  earth.  Its  period  of  revolution  is  a  function  of  its  altitude  above  the  earth,  increasing  upward  from  a 

practical  minimum  of  about  90  minutes.  The  optimum  polar  orbit  for  a  meteorological  or  earth  observing 
satellite  is  one  with  the  following  characteristics,  which  are  essentially  those  of  the  NOAA  operational 
satellites: 

(1)        As   near   polar  as  possible.  This  is  determined  by   the  inchnation   angle   necessary   to  induce   a 
precession  of  one  rotation  of  the  orbit  plane  in  a  year.  A  perfectly  polar  orbit  would  not  precess 
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Figure  26.6    Thermal  emission  spectra  of  the  earth  from  IRIS  D  experiment  on  NIMBUS  IV  (from  Hand, 

R.  A.  and B.  J.  Conrath,  1970). 

and  hence  would  not  be  sun-synchronous  (i.e.,  pass  over  the  equator  at  the  same  local  time  on  each 
pass).  An  inclined  orbit  precesses  because  the  earth,  which  is  essentially  an  oblate  spheroid,  does  not 

have  a  spherically  symmetrical  gravitational  field.  The  angle  required  to  produce  sun-synchronous 
operation  is  a  function  of  altitude  (e.g.,  as  shown  in  (T26.1)),  ERTS  at  an  altitude  of  912  km. 

requires  an  inclination  of  82°,  or  8°  away  from  the  pole,  while  ITOS  at  1500  km  altitude  requires  a 
78°  inclination). 

(2)  Sun-synchronous  and  retrograde  to  the  equator  (i.e.,  moving  from  west  to  east)  witli  an  equator 

crossing  time  of  0900  or  1500  local  time  to  provide  a  45°  sun  illumination  angle  for  increased 
contrast  in  reflected  light. 

(3)  A  period  of  1 15-120  minutes  in  a  circular  orbit  at  an  altitude  of  about  1500  km.  enabling  observation 
contiguity  at  the  equator. 

The  polar  orbit  provides  full  coverage  of  the  earth  surface  in  a  12  hour  period  from  an  altitude  low 

enough  to  provide  reasonably  good  resolution  at  the  surface  of  the  earth.  However,  since  it  sees  any  one 
point  on  the  major  equatorial  belt  of  the  earth  only  twice  each  day  (once  under  sunlit  conditions)  it 

cannot  be  used  to  study  dynamic  phenomena  which  occur  on  a  shorter  time  scale.  The  sub-point  (nadir) 
track  of  a  polar  satellite  on  a  Mercator  projection  is  illustrated  in  (F26.7).  Note  that  the  period  is 
adjusted  such  that  each  succeeding  day  has  the  equator  crossings  approximately  midway  between  those  of 
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Figure  26.7    Ground  track  of  subsatellite  point  of  syn-synchronous  polar  orbit. 

the  previous  day.  This  allows  a  point  which  was  viewed  only  at  an  oblique  angle  between  two  passes  on 
one  day  to  be  viewed  from  directly  above  on  the  next. 

Geostationary  Orbit 

The  geostationary  or  earth-synchronous  orbit  is  a  circular  one  in  which  the  satellite  is  at  such  a 

distance  (35,300  km.)  that  its  period  of  revolution  is  identical  to  that  of  the  earth's  period  of  rotation. 
Thus,  it  always  remains  above  the  same  meridian.  If  the  orbital  plane  coincides  with  the  equatorial  plane  of 

the  earth,  the  satellite  hovers  above  the  same  point  on  the  equator.  If  it  is  inclined  N°  to  the  equatorial 
plane,  the  satellite  moves  N°  north  and  N°  south  of  the  equator  with  a  period  very  nearly  equal  to  a 
siderial  day.  The  great  distance  of  the  geostationary  satellite  makes  high  spatial  resolution  much  more 
difficult  but  it  is  ideally  suited  to  the  study  of  phenomena  varying  rapidly  in  time,  since  it  looks 
continuously  at  one  section  of  the  earth.  The  earth  coverage  of  two  geostationary  satellites  is  illustrated  in 
(F26.8)  where  the  large  circles  define  the  maximum  range  for  communications  and  the  small  circles 

the  limits  of  useful  observations  at  a  local  observing  angle  of  <60°.  Full  coverage  of  the  equatorial  belt  of 
the  earth  would  require  four  satellites  spaced  90°  apart. 

Inclined  Orbit 

An  inclined  orbit  is  one  similar  to  the  sun-synchronous  orbit  but  with  a  much  larger  angle  between 
the  orbital  plane  and  the  axis  of  the  earth.  The  plane  usually  precesses  fairiy  rapidly  and  the  orbit  drift  can 
be  virtually  anything  desired.  A  typical  inclined  orbit  is  shown  in  (F26.9)  where  the  ground  track  of 
the  first  five  orbits  of  APOLLO  7  are  shown  on  a  Mercator  map  of  half  of  the  equatorial  belt  of  the  earth. 

APOLLO  7  fiew  at  an  altitude  of  240  km  with  a  period  of  100  mins.  This  orbit  provides  excellent  coverage 
of  the  equatorial  belt  of  the  earth  without  the  repetitive  and  redundant  coverage  of  the  poles  characteristic 
of  a  polar  orbit.  It  can  be  adjusted  to  observe  the  sun  eclipsed  by  the  horizon  of  the  earth  over  a  wide 
geographic  range  and  this  is  an  advantage,  to  be  discussed  later,  which  is  not  available  with  the  other  orbits. 

It  does  not  observe  the  polar  region,  however,  and  cannot  be  used  if  such  observations  are  a  requirement. 
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Figure  26.8    Earth  coverage  of  two  satellites  in  geostationary  orbit. 
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Figure  26.9    Path  of  subsatellite  point  of  a  typical  inclined  orbit  -  Apollo  7,  first  5  passes. 
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26.2      Current  Operational  Satellites  and  Research  Program 

26.2.1  Research  Satellites 

NIMBUS 

The  Nimbus  series  of  satellites  has  been  devoted  to  meteorological  research.  Four  members  of  the 
series  have  been  successfully  launched  in  the  past  seven  years  with  some  sensors  on  Nimbus  IV,  launched  in 

April  of  1970,  still  operational.  The  orbit  and  physical  characteristics  of  the  basic  Nimbus  satellite  are  given 
in  (T26.1)  and  the  sensor  complement  for  Nimbus  IV  and  Nimbus  E  (the  members  of  a  series  of  spacecraft  are 
designated  by  a  letter  prior  to  launch  and  by  a  numeral  after  launch)  are  Usted  in  (T26.2)  and  (T26.3) 
respectively. 

The  primary  emphasis  of  Nimbus  IV  is  the  test  of  several  instrumental  approaches  to  sounding  the 
atmosphere  for  temperature  and  humidity  profiles.  All  of  the  instruments  on  this  spacecraft  function  in  the 
infrared  and  differ  primarily  in  the  instrumental  approach  to  measuring  infrared  radiance.  The  SIRS 

(Satellite  Infrared  Spectrometer)  is  a  conventional  Fastie-Ebert  spectrometer  with  14  detectors  whose 
positions  and  masks  in  the  image  plane  determine  the  center  and  bandpass  of  the  14  channels  observed 
(Wark,  1970).  IRIS  (Infrared  Interferometer  Spectrometer)  is  a  Michelson  interferometer  which  scans 

continuously  through  the  spectrum  from  6.3  to  50  micrometers  with  a  resolution  of  3  cm~' .  Both  SIRS 
and  IRIS  were  flown  in  earlier  versions  aboard  the  Nimbus  III,  which  preceded  Nimbus  IV  by  about  one 

year. 
The  SCR  (Selective  Chopper  Radiometer)  employs  cells  containing  CO2  gas  -  the  atmospheric 

constituent  being  observed  —  and  modulates  by  switching  between  cells  of  differing  concentrations  or 
between  space  and  earth  through  a  fixed  cell  (Barnett,  1971).  This  provides  a  narrower  band  radiation 
measurement  for  temperature  determinations  in  the  stratosphere. 

The  primary  mission  of  the  instruments  on  Nimbus  IV  is  the  measurement  of  temperature  and 
humidity  profiles  of  the  atmosphere.  Secondary  objectives  are  profiles  of  other  atmospheric  constituents, 
such  as  O3,  and  cloud  observations.  The  measurement  of  atmospheric  temperature  profiles  from  spacecraft 
is  the  most  significant  of  the  many  contributions  of  space  technology  to  meteorology.  WhUe  some  parts  of 

the  globe  —  notably  North  American  and  Europe  —  are  adequately  covered  by  today's  network  of 
radiosonde  stations,  vast  areas,  particularly  in  the  Southern  Hemisphere,  have  inadequate  coverage.  Satellites 

can  provide  a  uniform  and  near-synoptic  coverage  of  the  globe  never  before  available. 
Nimbus  E,  due  to  be  launched  in  November,  1972,  carries  three  advanced  sounding  instruments:  (1) 

the  ITPR  (Infrared  Temperature  Profile  Radiometer);  (2)  an  expanded  and  improved  SCR;  (3)  NEMS 
(Nimbus  E  Microwave  Spectrometer).  ITPR  measures  infrared  radiance  much  as  SIRS,  but  makes  a  large 

number  of  contiguous  samplings  with  a  smaller  field-of-view  in  order  to  operate  in  the  presence  of  a  partial 
cloud  cover,  (Smith,  1968).  NEMS  is  the  first  satellite  experiment  designed  to  deduce  temperature  and 
humidity  profiles  from  radiance  measurements  in.  the  microwave  region  of  the  spectrum.  It  has  5  channels; 
3  on  the  edge  of  the  60  GHz  oxygen  band,  one  in  the  22  GHz  water  vapor  band  and  one  in  the  window 
region  between  these  bands.  The  principal  advantage  of  the  microwave  region  is  that  the  scattering  by 
clouds  and  aerosols  is  many  orders  of  magnitude  less  than  in  the  infrared  region.  A  passive  microwave 

radiometer  can  see  through  most  clouds  and  could  provide  data  in  regions  where  infrared  systems  could  not 
penetrate.  Clouds  are  not  enrirely  transparent  in  the  microwave  region,  however,  and  it  is  the  purpose  of 

the  NEMS  experiment  to  evaluate  its  efficacy  in  the  presence  of  a  wide  variety  of  meteorological 
conditions. 

The  deduction  of  temperature  and  constituent  profiles  of  a  planetary  atmosphere  from  passive 
radiation  measurements  was  first  proposed  by  Dr.  Jean  King  (1956)  and  suggested  for  application  to  tlie 
meteorological  problem  by  Kaplan  (1959).  The  method,  as  applied  to  the  Nimbus  instruments,  involves 
measuring  the  radiation  emanating  from  different  regions  of  an  emission  band  of  an  atmospheric  gas.  The 
regions  are  chosen  for  different  opacities  so  that  the  received  radiation  in  each  channel  is  integrated  over  a 
different  region  of  the  vertical  atmosphere.  The  radiance  is  a  function  both  of  the  temperature  of  the 
atmospheric  gas  and  its  emissivity  which,  in  tum,  is  dependent  upon  tlie  concentration  of  tlie  gas.  Thus  in 
order  to  measure  temperature  one  must  know  the  emissivity  which  can  only  be  accomplished  by  employing 
a  gas  of  known  and  constant  concentration.  In  the  infrared  region  COj  is  so  used  and  in  the  microwave 
region  O2  is  used. 
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Table  26.3    Radiometric  Instruments  for  Remote  Probing  From  the  Nimbus-E  Satellite 

Radiometric 

InstrumenI Channel(s) 

Instantaneous 

field  of  view 
Detector(s)  (deg) 

Linear  resolution 

at  subsatellite 

point  from  nominal 
orbital  height 

(110  km)  for 
indicated  satellite 

(km) 

Application 

Infrared  Temperature         Total  of  7  channels        Pyroelectric  1 .5 

Profile  Radiometer  4  in  1  5/li  CO;  band      (Tryglycine      (scanning  ±35° 
(ITPR)  1  in  Hi  0  rotation  band   Sulfate)  each  side  nadir) 

1  in  1 1/j  window 

1  in  3.8/u  window 

30.6 Operational  temperature  soundings 
to  20km  with  cluster  sampling 

Selective  Chopper Total  of  16  channels 
Pyroelectric 

1.5 30.6 
Radiometer  (SCR) 8  in  1  5;u  CO;  band 

(Tryglycine 

and 
and 

1  in  1  l/i  window 
Sulfate) 

4.0 

4.0 

3  in  pure  rotation  HiO 
band  at  18.6,46.5 

and  100m 

Surface  Composition Total  of  3  channels 
Mercury .03 

.545 

Mapping  Radiometer 2IR(8.5,10.7a() Cadmium 

±60 

(SCMR) 1  visible  (I. Op) Telluride 

(cooled 

photocon- 

ductive) 

(scanning) 

Temperature  profiles  to  60  km  under 
clear  and  partially  cloudy  conditions, 

and  cloud  density  and  distribution 

Surface  mineral  composition,  surface 
temperature  with  very  high  spatial 

resolution;  selected  coverage 

Temperature  Humidity 
Infrared  Radiometer 

(THIR) 

Total  of  2  channels        Germanium  1.2 

6.7^  water  vapor            immersed  0.3 

1 0.5-1 2. 5p  window        thermistor  ±60 
bolometer  (scanning) 

NIMBUS  E  Microwave        Total  of  5  channels RCVR 10 

22  for  HjG 

channel  8  for 
window  channel 

200 

Spectrometer  (NEMS) 22.235  GHz 

(Super 
(antenna 31.400  GHz 

Heterodyne) beamwidth) 

53.650  GHz 
54.900  GHz 

58.800  GHz 

Electrically 1.55cm RCVR 1.4,  ±50 

27 

Scanning  MW (19.35  GHz) 
(Super 

(scanning) 

Radiometer  (ESMR) 
Heterodyne) 

Tracking  and  Data 2.063  GHz  RCVR (Transponder) 

1       10°, 

not 

Relay  Experiment 2.253  GHz  XMTR 2  axis 

applicable (T&DRE) 

gimbal 

Day  and  night  cloud  top  or  surface 
temperatures  moisture  content  of  upper 

troposphere  and  stratosphere 

Tropospheric  temperature  soundings  to 
20km  in  presence  of  clouds 

Cloud  liquid  water  content  and  ice  mapping 

Track  NIMBUS  Satellite  via  ATS  satellite data  relay 
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CO to 

1000, 

Figure  26. 1 0    Transmittance  of  SIRS  B  CO^  channels. 

In  order  to  understand  the  concept,  consider  the  transmissivities  of  the  atmosphere  in  the  8 
channels  of  the  SIRS  B  (Nimbus  IV)  instrument.  The  transmission  from  any  given  altitude  through  to  the 

top  of  the  atmosphere  is  plotted  in  (F26.10).  Channel  8(668.7  cm"')  is  chosen  in  the  most  strongly 
absorbing  region  of  the  CO2  band  and  hence  the  atmosphere  becomes  opaque  at  about  200  mb  (about  13 
km).  The  remaining  channels  are  selected  for  steadily  increasing  transmission  so  that  received  radiation 
comes  from  lower  and  lower  regions  of  the  atmosphere.  The  relative  contribution  of  the  atmosphere  as  a 

function  of  height  is  given  by  the  derivative,  dr/dx,  of  the  curves  of  (F26.10)  and  these  are  plotted  in 

(F26.il).  Channel  7  receives  more  radiation  from  the  vicinity  of  20  km  in  the  atmosphere  than  from 
the  remainder,  but  it  receives  radiation  from  a  wide  range  and  overlaps  all  but  one  of  the  other  channels. 
This  overlapping,  which  is  determined  by  the  exponential  structure  of  the  atmosphere  and  hence 
unavoidable,  means  that  an  exact  solution  for  temperature  derived  from  these  radiance  measurements  is  not 

possible. 

The  weighting  functions  for  two  other  Nimbus  experiments,  SCR  and  NEMS,  are  shown  in  (F26.12) 
and  (F26.13).  Figure  (26.12)  illustrates  the  higher  altitude  objective  of  SCR. 

There  are  a  number  ot  mathematical  approaches  to  computing  temperature  from  the  observed 

radiances,  and  these  are  treated  in  detail  in  Chapter  16,  "Inversion  Techniques,"  of  this  book.  All  of  these 
solutions  are  approximations  whose  quality  (accuracy  and  precision)  are  determined  by  the  number  of 
channels,  the  noise  level  on  these  channels,  and  the  degree  of  contamination  by  radiation  from  clouds  and 
aerosol  within  the  field  of  view  of  the  radiometer. 

Performance  of  the  instruments  aboard  Nimbus  are  illustrated  in  (F26.14),  (F26.15),  and  (F26.16) 

where  derived  temperature  profiles  are  compared  with  data  from  radiosondes  where  the  two 
observations  were  geographically  and  temporally  close  enough  to  assure  comparability.  SIRS,  SCR,  and 
IRIS  show  very  similar  capabilities  (except  that  SCR  reaches  to  higlier  altitudes)  averaging  an  rms  deviation 
from  radiosonde  curves  between  ±  0.5  K  and  ±  l.OK  for  clear  (cloudless)  atmospheric  conditions.  Under 
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Figure  26. 1 1     Weighting  functions,  dr/dx,  for  SIRS  B  COj  channels. 

partly  cloudy  conditions  the  techniques  for  removing  the  cloud  contributions  to  tlie  radiance  are  still  less 
than  perfect  and  rms  deviations  up  to  ±  3.5  K  are  typical.  Considerable  effort,  both  analytical  and 
instrumental,  is  being  put  into  improving  this  capability  because  a  very  large  part  of  the  most  interesting 
part  of  the  earth  is  normally  partly  cloudy. 

Nimbus  F  is  the  last  of  the  approved  Nimbus  series.  NASA  plans  beyond  Nimbus  F,  call  for 
combining  the  missions  of  Nimbus  and  ERTS  (see  following  section)  into  a  single  spacecraft  called  EOS 
(Earth  Observation  Satellite).  Nimbus  F  is  heavily  oriented  toward  experimental  investigations  in  the 
microwave  region  of  the  spectrum.  Table  (26.4)  lists  the  approved  experiments  and  the  purpose  and 
characteristics. 

Aside  from  the  microwave  experiments,  the  ERB  (Earth  Radiation  Balance)  and  tlie  LRI  (Limb 
Radiance  Inversion)  experiments  are  of  particular  interest  for  possible  operational  use.  The  ERB  is  aimed  at 

a  very  accurate  measurement  (meteorologists  maintain  tliat  ±  1%  is  required  in  order  for  the  data  to  be 
truly  meaningful)  of  the  earth  radiation  to  space  with  particular  emphasis  on  tlie  angular  variation  (i.e.,  is  it 
Lambertian,  as  has  been  assumed).  The  LRI  has  important  applications  in  the  measurement  of  stratospheric 
constituents  and  may  be  adaptable  to  pollution  monitoring  should  such  measurements  in  tlie  stratosphere 
become  important  in  the  monitoring  of  long  range  changes. 

ERTS  (Earth  Resources  Technology  Satellites) 

There  are  two  approved  ERTS  satellites,  llie  first  of  whicli  is  sclicduled  to  be  launched  in  1^)73. 
They  carry  two  primary  sensors:  (1)  a  Return  Beam  Vidicon  (RBV)  and  (2)  a  Multispectral  Scanner 
(MSS).  Both  instruments  are  designed  to  study  the  surface  of  the  eartii  rather  than  the  troposphere  so  that 
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Table  26.4    Radiometric  Instruments  for  Remote  Probing  From  the  Nimbus-F  Satellite 

Radiometric 

Instrument Channel(s) 

Instantaneous 

field  of  view 
Detector(s)  (deg.) 

Linear  resolution  (NM) 

sub-satel.  point  nom. 
orb.  hgt.  (1  lOnm) 

Objective 

Earth  Radiation  Budget 
Radiometer  (ERB) 

Total  of  22  channels 

10  solar  flux,  0.2 

through  50  +  /jm 
4  earth  flux,  0.2 

through  50  +  jjm 
4  short-wave  scanning 
channels,  0.3  to  4.0 /urn 

4  long-wave  scanning 
channels,  4.0  to 

Temperature  Humidity       Total  of  2  channels 

Infrared  Radiometer  6.7;u  water  vapor 

(THIR)  10.5-1  2.5/j  window 

High  Resolution 
Infrared  Radiation 

Sounder  (HIRS) 

Pressure  Modulated 

Carbon  Dioxide 

Radiometer  (PMR) 

Total  of  1 7  channels 

668.680,690.703, 

716,733,749,900, 

1225,1490,2190, 

2210,2240.2270 

2700  and  14,500  cm"' 

Total  of  2  channels 

in  ISfim  COj  band. 

Thermopile      Ch  1S-8S  Max.F0V<26° 

Ch9S-10S"     "      <28° 

ThermopUe      Ch  1 1E-14E  Max.FOV<33.3° 

Pyroelectric     0.25°  x  5.14° or  thin  film 
thermopile 

Pyroelectric      0.25°  x  5.14° or  thin  film 

thermopile. 

Approx.  50  miles      Determine  the  earth's  radiation 
at  sub-satellite  budget  including  effects  of 

point 

angular  dependence  of  out- 

going radiation. 

Germanium  1 .2 

immersed  0.3° 
thermistor  ±60°  (scanning) 
bolometer 

Mercury  1 .5°  step  scan  complete 
cadmium  contiguous  coverage 

and  indium  ±  38°  right  left  of antimonide.  nadir. 

Pyroelectric  10°  straight  down  and 

and  mercury  ±  1 5°  along  the  orbital 
cadmium  track, 
tellunde. 

Electronically 1  channel RCVR ±35°  conical  scan  at 

Scanning  Microwave 37  GHz 

(superhet- 

constant  nadir  angle 
Radiometer 

eorodynes) 

at  50°. 

(ESMR) dual. 

Scanning  Microwave Total  of  5  channels RCVR ±45°  in  7°  incremeni 

Spectrometer  (SCAMS) 22.235  GHz 

(superhet- 
(same channels  as 31.400  GHz erodyne). 

Nimbus  E  NEMS) 53.650  GHz 
54.900  GHz 

58.800  GHz 

Limb  Radiance Total  of  4  channels 

Mercury 

.03°  x  0.3°  and 
Inversion 9,4-1  OAim cadmium 

0.1°  X  0.7° 
1 4.0-1 6.3Aim telluride  and 

l4.0-16.7Aim thermistor 
20-40Aim bolometer. 

22  for  Hi  0  Day  and  night  cloud  top  or 
channel  8  for  surface  temperature  moisture 
window  channel        content  of  upper  troposphere 

and  stratosphere 

15 

About  1    width 
using  stepped 

scan. 

200 

Global  soundings  up  to  40  km 
obtained. 

Radiometric  measurements  of 

the  temperature  of  selected 

layers  at  altitudes  between  40 
and  65  km  on  a  global  scale. 

Map  the  cloud  liquid  water 
content  and  ice  mapping. 

Map  tropospheric  temperature 
profiles,  water  vapor  content 

2  km  vertical  Limb  radiance  to  determine 

resolution  at  the  global  stratospheric  tempera- 
limb  from  1  5-60  ture  structure,  and  ozone 
km  (5  km  for  distribution. 

20-40;:im  channel. 
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Table  26.5    Design  Summary 

Design  Parameters Visible  Channel Thermal  Channel 

Number  of  Channels 8 1   plus   1    redundant 
channel 

Wavelength  Band  of  Operation, 0.  54-0.  7  microns 10.  5-12.  6  microns 
Half-Power  Points 

Instantaneous  Geometric  Field 0.  025  xO.  021  mr 0.  2  XO.  2  mr 
of  View  (IGFOV) 

Collecting  Aperture 

1090  cm^ 
1090  cm^ 

Detector PMT 

HgCdTe Size -- 0.105X0.  105  mm 

Response S-20  (enhanced) -- 

Scan  Period 0.  6  sec 0.  6  sec 

Dwell  Time 
2.4x10-^  sec 

1.  9x10-5  ggj. 
Information  Bandwidth'*) 

210  kHz 26  kHz 

Dynannic  Range,    Albedo  (%); 0  to  100 0  to  3 1 5 

Target  Temperature  (°K) 

Performance  Characteristics Visible  Channel Thermal  Channel 

Noise  Equivalent  Radiance,    NEN -. 

1  XiO-5 
for  an  Extended  Source  (watt- 

cm"^ -sterad"') 

Noise  Equivalent  Differential 

-. 

1. 5°K  at  200°K 
Temperature  for  an  Extended 

0.  4°K  at  300°K Source 

S/N  at  0.  5%  Albedo,    for  an 3:1 

Ebctended  Source 

Modulation  Transfer  Function 0.  34  at 0.  42  at 

2  xl04  cycles/rad 2.  5  xio3  cycles/rad 

Vp/Vgg,    Target  Size  Equal  to 
IGFOV's,    Includes  Optical 

0.45 0.  55 

Response  Factors  (Approximate) 

Physical  Characteristics Scanner Electronics 
Module 

Estimated  Weight 
124  lb 12.  5  lb 

Size  C^'
 

60  x25.  5  x25.  5 

450  in.  ̂ 
Power  Requirements 

20  watts 

Inflight  Calibration  Provisions Visible  Channel 

1.     Sun  and  Space 

2.     Electronics  Gain 
and  Linearity 

Thermal  Channel 

1.     Sun  and  Space 

2.     Calibration  Blackbody  and  Space            | 
3.     Electronics  Gain 

and  Linearity                | 

(a) 

(b) 
Physical  location  of  information  bandwidth  filters  ia  in  the  spacecraft. 

Excluding  entrance  aperture  sunshade. 



26-20 Remote  Sensing  From  Satellites 

■loqc^/ 

Figure  26.12    Weighting  functions  for  SCR  (from  Burnett,  J.  J.  ,etal.,  19  72). 

they  are  not  ot  direct  application  to  this  study.  However,  because  of  interaction  between  the  surface  and 
the  troposphere,  the  ERTS  data  is  expected  to  be  useful  for  tropospheric  studies. 

The  RBV  consists  of  three  vidicon  cameras  filtered  to  the  spectral  bands  0.475  to  0.575,  0.580  to 
0.680,  and  0.698  to  0.830  micrometers.  The  three  are  boresighted  and  have  an  instantaneous  field  of  view 
on  the  ground  of  185  km  square.  Resolution  within  this  square  is  approximately  45  meters  on  the  ground 
with  a  33  db  S/N  ratio  and  about  10  gray  scale  steps  for  tlie  first  two  wavelength  regions.  The  0.698  to 
0.830  micrometer  channel  has  a  25  dB  S/N  at  8  gray  scale  steps. 

The  MSS  is  a  4  channel  mechanical  scanner  which  scans  across  the  track  below  the  spacecraft  with 
six  detectors  in  each  channel.  From  nominal  altitude  tlie  resolution  element  at  nadir  for  each  channel  is  79 

meters  square  and  the  spectral  bands  covered  are:  0.5  to  0.6,  0.6  to  0.7,  0.7  to  0.8,  and  0.8  to  1.1 

micrometers.  Bands  1  througli  3  use  photomultiplier  tubes  while  band  4  uses  silicon  photodiodes.  For  the 
ERTS  B  mission  a  fifth  band  will  be  added  in  the  10.4  to  12.6  micrometer  region.  The  ground  resolution 
element  for  this  added  band  will  be  240  meters  or  about  3  times  larger  than  bands  1  through  4. 
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Figure  26. 1 3     Weighting  functions  for  NEMS  (from  Nimbus  User's  Guide). 

ATS  (Application  Technology  Satellite) 

The  NASA  Goddard  Space  Flight  Center  has  flown  a  series  of  satellites  in  Geostationary  orbit 
(26.1.2)  for  the  primary  purpose  of  research  in  communications  systems.  Three  of  the  series,  ATS  1 

through  3,  have  been  launched  with  1  and  3  achieving  successful  orbits  in  June,  1966  and  May,  1967, 
respectively.  Two  additional  members  of  the  series,  ATS  F  and  G,  are  scheduled  for  launch  in  1973  and 
1975. 

In  addition  to  the  communications  experiments,  ATS  1  and  3  carry  optical  scanners  which  produce 

an  1800  line  image  of  the  full  earth  disc  (see  (F26.2))  every  20  minutes.  ATS-1  has  a  single  channel  in 
the  visible  region  while  ATS-3  has  three  channels  which  combine  to  produce  a  color  image  of  tlie  earth. 

These  ATS  images  provide  a  unique  and  valuable  means  of  studying  phenomena  which  vary  fairly 
rapidly  in  time.  Whereas  the  polar  orbiting  satellites  see  a  given  point  on  tlie  earth  only  once  every  12 
hours  (once  very  24  hours  under  sunlit  conditions)  the  geostationary  satellite  hangs  continuously  above  the 

same  point  on  the  equator  and  the  ATS  cameras  give  three  pictures  per  hour.  A  very  fruitful  application  of 
these  images  is  the  derivation  of  wind  vectors  from  cloud  motions.  By  measuring  the  velocity  vector  of  a 
given  cloud  or  cloud  feature  as  it  moves  from  one  frame  to  the  next,  the  wind  velocity  is  measured.  One 
must,  of  course,  assume  that  the  cloud  is  moving  at  the  same  speed  as  the  air  in  which  it  is  entrained,  and 
this  is  not  always  a  valid  assumption.  However,  it  is  so  for  most  cases  and  questionable  conditions  can  be 
identified  and  rejected. 
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Temperature  Profiles  from  Radiosonde 

and  Nimbus  III  "SIRS"  Data 

These  two  figures  show  the  temperature 
of  the  atmosphere  over  the  Caribbean  near 
Kingston.  Jamaica,  and  over  Green  Bay. 

Wisconsin,  obtained  by  conventional  ra- 
diosondes    (dashed     lines)     and     from     the 

SIRS  data  (solid  lines).  Temperature  is  in 
degrees  Kelvin  (above  absolute  zero 

Celsius),  and  the  height  is  shown  in  milli- 
bars of  pressure  and  kilometers  of  height- 

The  Kingston  sounding  was  the  first  indirect 

TCMPCRATURE 

temperature  sounding  obtained  from  satellite 
data.  The  Green  Bay  sounding  is  an  ex- 

ample from  the  intercomparison  program, 
in  which  special  radiosondes  are  released 
to   coincide   with   the   passage  of  Nimbus. 

Figure  26.14    Temperature  profiles  for  Kingston,  Jamaica  and  Green  Bay,  Wisconsin,  from  SIRS  data. 
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Figure  26.1 5    Temperature  profile  for  Wallops  Island.  Va.  from  SCR  data  (from  Barnett,  J.  J.,  et  al,  1972). 
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Figure  26.16    Temperature  profile  for  Gibraltar,  from  IRIS  data  (from  Hanel,  R.  A.  and  B.  J.  Conrath,  1970). 

Wind  fields  from  ATS  cloud  motions  have  been  the  subject  of  major  research  efforts  at  the 
University  of  Wisconsin,  the  University  of  Chicago  and  in  the  research  activities  at  the  National 

Environmental  Satellite  Service.  At  NESS  the  operational  accuracy  has  been  estimated  at  ±  3  to  6  knots  in 
displacement  routinely  with  ±  2  knots  achieveable  with  careful  procedures.  A  more  serious  problem  is  in 
the  identification  of  the  height  of  the  cloud  being  studied.  The  chief  limitation  to  accuracy  of  wind 
estimate  is  due  to  uncertainty  in  cloud  height.  In  general,  clouds  at  150  mb  are  indistinguishable  in 

appearance  from  tliose  at  450  mb,  but  in  that  layer  winds  can  change  by  180°  in  direction  and  upward  of 
35  knots  in  velocity.  Placed  at  the  correct  elevation,  a  wind  estimate  may  be  accurate  to  3  knots.  But 

placed  at  the  wrong  elevation,  the  same  measurement  may  imply  a  wind  vector  in  error  by  180°  in 
direction  and  35  kts  in  speed. 

The  addition  of  infrared  images  will  significantly  improve  the  heiglit  determination  by  relating 
indicated  cloup  top  temperatures  (for  dense  clouds)  to  specific  altitudes  in  the  temperature  profile.  In  the 
near  future  infrared  channels  will  be  added  for  this  purpose,  and  for  tlie  further  purpose  of  providing 

nighttime  coverage  as  well.  Figure  (26.17)  illustrates  the  wind  vectors  derived  for  a  specific  time  along  with 
available  wind  reports  from  aircraft  for  comparison. 

26.2.2  Operational  Satellites 

The  Operational  Satellites  are  those  managed  and  controlled  by  the  Environmental  Satellite  Service 
of  NOAA.  They  differ  from  die  research  satellites  of  NASA  in  that  they  provide  a  continuous  daily  flow  of 
data  to  specified  users.  Their  operation  must  be  assured  by  tlie  availability  of  a  replacement  for  expeditious 
launch  in  the  event  of  a  failure  in  orbit  and  each  spacecraft  carries  redundant  primary  sensors  so  that  the 
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Figure  26.17    Global  wind  vectors  from  A  TS  images. 

failure  of  one  instrument  will  not  constitute  a  failure.  There  are  two  prerequisites  to  the  inclusion  of  a  new 

sensor  on  the  operational  satellite:  (1)  the  concept  and  tlie  instrumentation  must  have  been  proven  by 
research  and  development  programs  aboard  research  satellites  and  (2)  there  must  be  a  demonstrated 
requirement  for  the  data  by  qualified  users. 

The  Operational  Satellites  started  with  the  TIROS  (Television  and  Infrared  Observation  Satellites) 

series  early  in  1960.  They,  and  the  follow  on  TOS  (TIROS  Operational  Satellites)/ESSA  continued  until 
early  1970,  when  the  first  of  the  current  generation  of  ITOS  (Improved  TIROS  Operational  Satellite)  was 
launched.  The  TIROS  and  ESSA  spacecraft  carried,  as  primary  sensors,  vidicon  cameras  which  took  a  series 

of  overlapping  snapshots  which  could  be  assembled  and  registered  to  provide  a  full-eartli  picture  in  the 
visible  region  (see  (F26.1)).  Alternate  members  of  the  ESSA  series  stored  the  pictures  from  each  orbit  on 

a  tape  recorder  to  be  read  out  when  passing  over  the  NESS  ground  Station  at  Wallops  Island,  Virginia  and 

Gilmore  Creek,  Alaska.  The  other  members  carried  similar  vidicon  cameras  but  broadcast  each  picture  in 
real   time   so   that  a  ground   station   in  view  of  the   satellite   could   receive   as   transmitted.   The  stored 
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Figure  26. 1 8    ITOS  scanning  radiometer  infrared  image  of  eastern  North  America,  June  1,  1971. 

pictures  were  used  by  NESS  to  provide  the  full-earth  cloud  cover  pictures;  the  real  time  transmissions, 
called  APT  (Automatic  Picture  Transmission),  were  and  are  received  by  hundreds  of  ground  stations,  both 

professional  and  private,  throughout  the  world.  They  provide  the  receiver  with  a  real-time  view  of  the 
world  around  him  (each  picture  covers  a  square  roughly  1400  km  on  a  side)  as  seen  from  the  satellite  and 
have  been  of  enormous  value  to  such  users  as  meteorologists  lacking  an  adequate  observational  network  and 
ships  at  sea. 

ITOS 

The  current  operational  satellites  are  the  ITOS,  the  first  of  which  was  launched  in  January  of  1970. 
The  physical  characteristics  and  orbit  parameters  are  given  in  (T26.1).  The  spacecraft  is  stabilized  in 

roll,  pitch  and  yaw  to  ±1°  and  carries  two  vidicons  for  stored  TV  pictures,  two  vidicons  for  APT 
(Automatic  Picture  Transmission),  two  Scanning  Radiometers,  one  flat-plate  radiometer  and  one  solar 
proton  monitor.  The  principal  advance  of  the  early  ITOS  satellites  has  been  tlie  provision  of  infrared 
images  from  the  Scanning  Radiometer. 

The  Scanning  Radiometer  (SR)  is  a  new  system  based  on  tlie  technology  of  previously  proven 

instruments.  In  this  device,  a  mirror,  rotating  at  48  rpm,  provides  an  optical  scan  perpendicular  to  the 
direction  of  spacecraft  motion.  Energy  from  tlie  single  spot,  which  is  the  elemental  field  of  view  at  any 
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Figure  26. 1 9    Mercator  montage  of  ITOS  infrared  images.  May  24,  1971. 

instant,  passes  tlirough  a  beam  splitter  and  spectral  filters  to  provide  both  a  10.5-12.5  ̂ m  IR  channel  and  a 
0.52-0.73  /urn  visible  channel. 

System  optics  provide  a  5.3  mrad  field  of  view  for  the  IR  detector.  It  will  tlierefore  "see"  a  4  n  mi 

spot  at  the  nadir.  As  the  scan  mirror  rotates  and  the  "spot"  moves  toward  the  horizon,  its  size  increases.  In 
equatorial  regions,  contiguous  data  from  successive  orbits  will  occur  at  points  about  900  n  mi  from  the 

subsatellite  point  where  the  data  zenith  angle  is  60°  and  the  spot  covers  an  area  of  about  8  by  12  n  mi. 
If  data  from  this  IR  channel  are  interpreted  in  terms  of  the  temperature  of  an  equivalent  blackbody 

radiator,  the  noise  equivalent  temperature  difference  (NEAT),  which  is  the  smallest  temperature  difference 
the  instrument  can  discern,  is  expected  to  range  from  IK  for  a  300K  scene  to  4K  for  a  185K  scene. 

Instrument  stability,  combined  with  pre-Iaunch  calibration  and  post-launch  in-flight  calibration  and  analysis, 
is  expected  to  provide  absolute  temperature  measurement  accuracy  (for  an  equivalent  blackbody)  equal  to 
about  2K. 

The  visible  channel  optics  are  designed  for  a  2.7  mrad  field  of  view  or  a  2-mi  "spot"  at  tlie  nadir. 
Since  the  scan  advances  about  4  mi  per  mirror  rotation,  visible  scan  lines  are  separated  at  the  nadir. 
However,  they  expand  to  fill  the  scene  at  the  sides  where  orbit-to-orbit  contiguity  occurs.  This  sensor 
geometry  allows  higlier  effective  resolution  to  be  obtained  than  would  otherwise  be  possible.  Due  to  its 
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Figure  26.20   Northern  hemisphere,  polar  stereographic  montage  oflTOS  infrared.  May  24,  J 97]. 

more  favorable  modulation  transfer  function  and  dynamic  range,  SR  visible  data  are  expected  to  be  of 
better  quality  than  APT  or  AVCS  pictures. 

The  scanning  radiometer  IR  channel  provides  the  only  ITOS  primary  sensor  data  that  will  be  usable 
at  niglit.  it  is  equally  usable  for  daytime  observations  as  is  tJie  visible  channel.  This  instrument  versatility  is 
combined  in  the  ITOS  with  a  flexible  data  programming  system  so  diat  the  SR  becomes  a  nearly  universal 
sensory  subsystem.  Since  the  SR  will  be  capable  of  providing  completely  usable  data  over  the  daylight  side 
of  the  earth,  it  will  function  as  an  operational  replacement  for  botl;  camera  systems  in  the  event  of  their 
total  failure.  Figures  (26.18),  (26.19)  and  (26.20)  illustrate  tlie  data  being  provided  from  the  infrared 
channel  of  the  scanning  radiometer.  Figure  (26.18)  shows  tlie  direct  analog  read  out  over  the  eastern  part 
of  the  North  American  continent  on  the  left  and  as  seen  sliced  to  5  gray  scale  levels  on  tlie  right.  Figure 
(26.19)  is  a  montage  similar  to  (F26.1)  and  (F26.20)  is  a  polar  stereographic  presentation  of  the 
Northern  Hemisphere.  These  figures  are  examples  of  the  product  of  ITOS  infrared  images  as  prepared  by 
NESS. 

For  direct  readout  to  local  APT  stations,  IR  data  may  be  broadcast  continuously  during  the  70-min 
nighttime  period,  and  eitlier  IR  or  visible  channel  data  may  be  broadcast  continuously  in  place  of  APT 

video  during  the  45-min  day  portion  of  the  orbit.  For  global  observations  (data  recorded  on  magnetic  tape 
and  replayed  through  CDA  stations  to  global  weather  analysis  centers),  IR  data  may  be  recorded  during  tlie 
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Figure  26.21     VTPR  ground  element  and  scan  pattern. 

day  or  ni^t  portions  of  each  orbit.  Daytime  visible  channel  data  may  also  be  recorded.  TIROS  M  and 
early  ITOS  recorder  capacity  limitations  will  prevent  fuU  day  and  night  recorded  data  recovery  when  CDA 

contacts  are  missed,  bi^t  AVCS  cloud  picture  coverage  requirements  can  be  fully  met. 
A  special  feature  of  the  ITOS  SR  is  its  broadcast  for  94  sec  of  the  102  sec  between  APT 

transmissions.  In  this  way  about  75  lines  of  IR  data  can  be  provided  with  each  APT  frame.  The  area 
covered  by  IR  is  near  the  center  of  the  next  APT  picture. 

The  FPR  (Flat  Plate  Radiometer)  and  the  SPM  (Solar  Proton  Monitor)  are  considered  to  be 
secondary  sensors.  Only  one  of  each  is  carried  on  the  ITOS.  Although  their  data  are  to  be  used 
operationally,  their  failure  will  not  be  deemed  a  mission  failure. 

The  FPR  measures  energy  in  broad  spectral  bands  with  hemispheric  angular  acceptance.  The  sum  of 
energy  emitted  by  the  earth  and  solar  energy  reflected  by  the  earth  is  measured  by  black  sensors  sensitive 

between  0.3  and  30  /i.  White  sensors  measure  earth-emitted  energy  between  4  and  30  ̂ i  only.  These 
measurements  are  used  to  determine  the  heat  balance  of  the  earth. 

Two  pairs  of  sensors  have  been  used  on  the  ITOS  FPR.  One  black-white  pair  will  operate  as 
radiative  equilibrium  detectors  in  the  same  manner  as  the  heat  balance  radiometers  used  on  TOS.  Data 
from  this  pair  are  expected  to  be  closely  comparable  to  data  observed  on  tlie  TOS  flights.  The  two  sets  of 
data  are  expected  to  be  sufficiently  similar  in  calibration  that  they  may  be  considered  together  for 
climatological  purposes. 

The  second  black-white 'sensor  pair  is  of  a  new  thermal  feedback  design.  The  energy  required  to 
maintain  a  constant  temperature  is  measured.  Except  for  calibrated  losses  to  the  mounts,  energy  (not  its 
fourth  root,  temperature)  is  measured  direcdy.  As  an  added  feature,  this  thermal  feedback  sensor  pair 

rotates  to  view  its  housing  for  in-flight  calibration  of  IR  response. 
The  sensor  measurements  and  auxiliary  calibration  data  are  recorded  on  a  digital  tape  recorder  for 

relay  through  CDA  stations  to  the  National  Environmental  Satellite  Service  for  processing  and  study. 
The  SPM  measures  the  flux  of  energetic  particles  (protons,  electrons,  etc.)  in  several  energy  ranges. 

The  primary  function  of  the  SPM  is  to  detect  the  arrival  of  energetic  solar  protons  in  the  vicinity  of  the 

earth.  The  SPM  measures  the  energetic  particles  flux  in  several  ranges-protons  in  the  10,  30  and  60  MeV 



Current  Operational  Satellites  and  Research  Program  26-29 

range  and  electrons  in  the  100-750  keV  range.  The  flux  toward  the  eartli  along  tlie  vertical  is  measured 
with  one  set  of  detectors.  A  second  set  measures  the  flux  along  the  orbit  normal,  from  the  side  of  the 

spacecraft  away  from  the  sun. 

The  fourth  member  of  the  ITOS  series,  ITOS-D  due  to  be  launched  in  July  1972,  and  the  three  or 
four  following  spacecraft  will  have  several  significant  advances  over  the  earlier  members.  In  addition  to  the 
scanning  radiometers,  this  spacecraft  will  carry  a  Very  Higli  Resolution  Radiometer  (VHRR)  which  is 

operationally  very  similar  to  the  Scanning  Radiometer  but  has  a  much  higher  resolution.  The  field  of  view 
in  both  the  visible  and  infrared  channels  will  be  0.6  mrad,  which  is  an  order  of  magnitude  higher  resolution 

than  the  SR.  The  amount  of  data  collected  by  the  VHRR  exceeds  the  on-board  storage  capabilities  of 
ITOS  so  that  it  will  not  be  used  to  provide  the  full  earth  pictures  as  are  the  SR  data.  The  VHRR  will  be 
broadcast  in  real  time  as  APT  and  will  be  capable  of  being  stored  for  limited  areas  of  the  earth  for  special 
events. 

The  visible  channel,  with  a  silicon  detector,  will  respond  to  radiation  of  wavelengths  between  0.55 

and  0.75  fim  at  a  signal-to-noise  ratio  of  at  least  4: 1  when  viewing  a  field  whose  albedo  is  0.5%. 
The  IR  channel  detects  radiation  of  wavelengths  between  10.5  and  12.5  nm.  The  detector  will  be 

radiatively  cooled  to  a  temperature  of  90°K,  yielding  an  NEAT  of  30°K  for  a  source  temperature  of  185°K, 
and  NEAT  of  0.6°K  for  a  source  temperature  of  300°K. 

The  output  of  this  instrument  wOl  be  used  to  determine  the  distribution  of  cloud  cover,  and  to 
provide  a  map  of  cloud  top  temperatures  and  surface  temperatures  (in  the  cloudless  areas).  A  dynamic 
range  of  160:1  will  be  preserved  in  the  transmission  of  the  output  data  from  each  channel.  This  will  permit 

making  a  visual  display  of  the  data  with  an  eight-level  gray  scale. 
It  is  important  to  note  that  on  the  ITOS  D  spacecraft,  the  vidicon  systems  have  been  completely 

replaced  by  the  two  scanning  radiometers,  the  SR  and  the  VHRR.  The  vidicons  suffer  a  number  of 
problems  which  have  made  it  virtually  impossible  to  quantitatively  interpret  their  data.  Among  these  are: 
(1)  shading  or  variation  of  response  across  the  sensitive  area  and  with  time;  (2)  susceptibility  to  magnetic 

or  electrostatic  interference;  and  (3)  drift  in  black  level  or  compression  of  dynamic  range.  The  scanning 
radiometers,  with  a  single  detector,  are  more  stable,  are  capable  of  onboard  calibration,  and  have  a  much 

wider  dynamic  range. 
Another  important  advance  with  ITOS  D  will  be  the  initiation  of  temperature  soundings  on  an 

operational  basis.  Based  on  the  successful  SIRS,  IRIS  and  SCR  experiments  on  Nimbus  (27.2.2)  the  VTPR 
(Vertical  Temperature  Profile  Radiometer)  will  measure  the  radiation  emitted  by  the  CO2  and  H2O  vapor 
in  the  atmosphere  in  8  spectral  bands.  Temperature  profiles  will  be  computed  from  these  radiances  as 

described  in  27.2.2  and  in  Chapter  16  of  this  text.  An  advanced  feature  of  the  VTPR  is  its  scan  pattern. 

Whereas  SIRS,  IRIS  and  SCR  stared  at  the  nadir  below  Nimbus  (SIRS-B  did  have  limited  coverage  to  both 
sides  of  nadir).  VTPR  will  scan  a  continuous  swath  nearly  2000  km  wide  with  an  instantaneous  field  of  view  of 

67  km  square  at  nadir.  The  scan  pattern  is  illustrated  in  (F26.21).  In  addition  to  the  obvious  increase  in 

geographical  coverage,  this  scan  will  provide  a  means  of  correcting  for  scattered  clouds  in  the  field  of  view  by  a 
statistical  comparing  of  many  contiguous  instaneous  fields  (Smith,  1968).  A  single  temperature  profile  will  be 
produced  from  the  processing  of  between  80  and  100  instantaneous  looks. 

GOES  (Geostationary  Operation  Environmental  Satellite) 

The  spin-scan  cameras  on  the  ATS  1  and  3  satellites  have  been  so  fruitful  that  an  operational 
Geostationary  Satellite  system  is  under  development.  There  will  be  four  satellites  in  the  full  system,  witii 
two  currently  planned.  Tliey  are  called  SMS  (Synchronous  Meteorological  Satellite)  and  are  scheduled  for 
launch  in  1973  and  1974.  The  principal  sensor  aboard  is  the  VISSR  (Visible  Infrared  Spin  Scan 

Radiometer),  a  large  dual  channel  radiometer  with  a  primary  aperture  of  16"  diameter.  The  radiometer 
looks  out  the  side  of  the  spacecraft  which  spins  on  its  axis  at  100  rpm.  On  each  rotation  tlie  VISSR  scans 
one  line  across  the  earth  and  then  steps  down  one  line  before  the  next  rotation.  The  radiometer  has  a 
visual  channel  at  0.54  to  0.7  jum  and  an  infrared  channel  at  10.5  to  12.6  /im.  The  infrared  field  of  view  is  0.2  X 

0.2  mrad  (8  km  spot  size  on  the  earth)  and  the  visible  field  of  view  of  0.025  mrad  achieved  by  a  linear  array  of 

8  detectors.  This  is  possible  because  of  the  much  greater  sensitivity  of  visible  detectors  and  the  fact  that 

resolving  power  foi  the  diffraction-limited  optical  system  is  20  times  smaller  in  the  visible  region  than  in  the 
infrared. 
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A  cut  away  drawing  of  the  VISSR  is  shown  in  (F26.22).  The  spacecraft  orientation  and  the  scan 

pattern  are  illustrated  in  (F26.23)  and  the  VISSR  specifications  are  listed  in  (T26.5).  The  sensitivity  needed 
in  the  infrared  channel  of  this  instrument  requires  the  use  of  a  HgCdTe  detector  which  must  be  cooled  to 

<  100  °K.  For  an  operational  spacecraft,  mechanical  refrigerators  or  stored,  solid  cryogens  are  impractical 
and  a  radiation  cooler  is  used.  In  this  device  a  black  target  patch  is  restricted  to  viewdng  cold  space  by  a 

highly-reflecting  dual  cone  assembly  pointing  out  the  top  of  the  spacecraft.  The  patch,  to  which  the 

detector  is  mounted,  cools  by  radiating  to  space  which  is  essentially  at  0  °K.  The  temperature  achievable  is 
dependent  upon  the  residual  heat  leaks  in  the  mechanical  support  for  tlie  patch  and  the  reflectance  of  the 

cones.  Temperatures  down  to  80  °K  have  been  achieved  in  vacuum  chamber  tests  in  the  laboratory. 

26.3     Trends  in  Research  and  Development 

26.3.1  Passive  Sensors. 

Passive  sensors  are,  and  will  continue  to  be  in  the  near  future,  the  most  important  for  spacecraft 

application.  Active  sensors  are  required  for  many  desirable  measurements— particularly  where  a  range 
determination  is  necessary— but  the  power  requirements  of  active  systems  exceed  the  capabilities  of  most 
practical  satellites.  This  is  especially  true  of  the  operational  satellites.  Acuve  current  research  efforts  are 
aimed  at  determining  the  concentration  of  atmospheric  constituents,  both  gaseous  and  particulate,  and  in 
some  cases  the  vertical  distribution  of  concentration.  Limb  scanning  and  absorption  spectroscopy  are 
primary  techniques  being  employed  and  the  microwave  region  is  receiving  increased  attention. 

Limb  Scanning 

Limb  scanning  from  a  satellite  involves  observing  the  horizon  of  the  earth  either  in  emission  or 
transmission  and  deducing  temperature  or  constituent  concentration  profiles  from  the  observations.  The 
technique  is  essentially  limited  to  the  stratosphere  of  the  earth  because  cloud  interference  below  the 
tropopause  becomes  too  severe  in  most  instances.  Microwave  observations  might  be  considered  to  reduce 
the  cloud  interference,  but  achieving  acceptable  vertical  resolution  with  a  microwave  radiometer  would 
require  an  enormous  and  impractical  antenna  diameter. 

A  good  example  of  current  activity  in  this  area  is  the  Nimbus-F  Limb  Radiance  Inversion 
Experiment,  for  which  Professor  John  Gille  of  the  Florida  State  University,  is  the  Principal  Investigator. 
This  experiment  is  aimed  at  determining  temperature  profiles  from  observations  of  emission  in  tlie  15 

/im  CO2  band  and  O3  and  HjO  concentration  profiles  from  the  measurement  of  radiances  in 
absorption  bands  of  these  gases.  First  the  temperature  must  be  determined  from  CO2  radiance  because  this 
gas  is  present  in  a  uniform,  stable  concentration  of  320  parts/million  and  hence  emissivities  can  be 
calculated.  Using  2  channels  in  the  CO2  band  (14.0  to  16.3  and  14.0  to  16.7  /im),  the  experiment 

is  predicted  to  be  capable  of  an  accuracy  of  ±3  K  from  15  to  40  Km  and  ±6  K  from  25  to  60  km  with  a  2 
km  vertical  resolution.  Then,  using  the  temperatures  so  derived,  a  9.4  to  10.0  iim  channel  will  be 

used  to  determine  O3  density  to  an  accuracy  of  10"^  cm  NTP/km  over  the  height  range  15  to  50  km  with 
a  vertical  resolution  of  2  km.  H2O  vapor  will  be  measured  with  a  20-40  |/m  channel  to  ±  1 

part/million  from  15-35  km  and  ±2  ppm  from  35-42  km  with  a  5  km  vertical  resolution.  It  must  be 
remembered  that  these  figures,  taken  from  the  technical  proposal  for  this  instrument,  are  predictions  of 
performance. 

Another  limb  scanning  technique  is  to  measure  absorption  using  as  a  source  the  sun,  the  moon,  or 
an  emitter  carried  aboard  a  second  satellite.  This  technique  is  capable  of  much  greater  precision  tlian 

observing  limb  emission,  particulady  if  the  sun  is  used  as  a  source,  but  the  coverage  of  tlie  earth's 
atmosphere  is  severely  restricted.  Observing  from  a  polar  orbiting  satellite,  the  sun  rises  and  sets  only  near 

the  poles,  and  equatorial  coverage  could  not  be  possible.  For  solar  occultation  measurements  an  inclined 

orbit  like  that  of  Apollo  (26.1.2)  is  the  best.  Theoretically  any  gas  having  a  clear  absorption  band 
unobstructed  by  bands  from  other  constituents  could  be  measured  by  absorption  spectroscopy  on  the  limb. 
The  technique  is  being  evaluated  for  potential  application  to  the  measurement  of  H2O  and  pollutants  such 
as  CO,  N2O  and  NO2  in  the  stratosphere.  The  principal  problems  to  be  investigated  are  the  effects  of 
refraction  (including  tlie  strong  variation  of  refractive  index  througli  an  absorption  band)  and  the  ability  to 
predict  or  relate  laboratory  values  of  absorption  strengths  for  stratospheric  conditions.  There  have  been 
some    experimental    programs    whose    results    indicate    great    promise    for    the    technique.    The    British 
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Figure  26.23    SMSjCOES  spacecraft  orientation  and  VISSR  scan  pattern  (courtesy  of  Santa  Barbara  Research 
Center). 
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Figure  26.24   Stratospheric  H-i  0  measurement  from  solar  occultation  measurement. 

Meteorologjcal  Office  (Dr.  Miller-private  communication  of  unpublished  data)  has  flown  a  spectrometer  on 

a  Skylark  sounding  rocket  at  the  Woomera  Range,  Australia,  and  observed  the  sun  through  the  earth's  Hmb. 

Water  vapor  concentration  was  calculated  from  the  measured  absorption  at  3830  cm"'  with  a  15  cm"' 
bandwidth.  The  second  channel  was  situated  in  a  region  of  no  absorption  and  served  as  the  normalizing 

signal.  Tlie  measured  points  from  a  flight  during  the  summer  of  1970  are  shown  plotted  in  (F26.24),  along 
with  computed  contours  for  3  and  10  parts/million  of  water  vapor.  The  indicated  3  ppm  average  is  in  good 
agreement  with  the  2  to  4  ppm  results  of  balloon  sampling  observations.  With  refined  instruments  and 

techniques,  it  is  estimated  that  a  precision  of  ±  0.1  ppm  could  be  achieved  in  such  a  measurement  of 
stratospheric  water  vapor. 

Absorption  Spectroscopy 

Absorption  spectroscopy  is  a  powerful  quantitative  analytical  technique.  Its  application  from  a 
satellite  depends  upon  the  existence  of  a  suitable  source  of  radiation.  In  tlie  preceding  section  an  example 

was  given  using  the  sun  as  a  source.  Looking  down  from  a  spacecraft,  earth-bound  discreet  sources  could  be 
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used  for  limited  coverage  or  the  radiation  emitted  and  reflected  by  the  earth  could  be  used  as  a  source. 
Barringer,  1966,  has  applied  this  technique  to  the  measurement  of  SO2  from  a  balloon.  A  correlation 
spectrometer  looks  at  the  earth  and  responds  to  the  presence  and  quantity  of  absorber  in  the  intervening 
atmosphere.  The  absorption  bands  of  SO2  in  the  ultraviolet  region  were  used.  Working  in  the  thermal 
infrared  would  not  be  possible  because  a  good  temperature  contrast  between  the  earth  (source)  and 
atmosphere  (sample)  is  required  and  in  the  natural  environment  the  earth  can  be  either  warmer  or  colder 
than  the  air,  has  a  small  difference  in  either  event,  and  can  fluctuate  rapidly  spatially. 

Barringer  uses  a  separate  optical  channel  to  observe  fluctuations  in  the  source  intensity  as  the 

instrument  scans  along  over  the  terrain  below  it.  There  are,  of  course,  limitations  to  the  technique— it 
measures  total  burden  of  absorber  and  cannot  discern  vertical  distribution— but  it  appears  from  limited  tests 
to  be  an  effective  and  promising  tool.  Balloon  measurements  around  Chicago  agreed  with  ground 

measurements  to  ±20%  over  much  of  the  flight. 

An  interesting  application  of  absorption  spectroscopy  to  other  purposes— specifically  the  measure- 
ment of  cloud  top  altitudes— is  found  in  the  CAR  (Cloud  Top  Altitude  Radiometer)  described  by  Saiedy, 

Hilleary  and  Morgan  (1965).  The  instrument  observes,  from  a  spacecraft,  the  brightness  of  a  cloud  top  in 
three  wavelength  regions,  two  at  0.763  and  0.7600  iim  in  the  absorption  region  of  oxygen  and  one  just  outside 

the  band  at  0.765  /im.  The  ratio  of  in-band  to  out-of-band  intensities  (two  in-band  frequencies  are  employed 
to  extend  the  available  dynamic  range)  is  related  to  the  total  amount  of  oxygen  traversed  by  the  radiation  in 

travelling  from  the  sun  down  through  the  atmosphere  to  the  cloud  and  back  through  the  atmosphere  to  the 

spacecraft.  The  total  oxygen  traversed  is,  in  turn,  a  function  of  the  altitude  of  the  cloud.  The  method  was 

tested  from  the  Gemini  V  spacecraft  using  a  hand-held  photographic  spectrometer  to  measure  selected  cloud 
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Figure  26.25    CAR  evaluation,  Gemini  V  flight. 
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formations.  Three  spectra,  above  low-lying  stratus,  intermediate  inter-tropical  convergence  clouds  and  the  high 
altitude  top  of  Hurricane  Doreen,  are  shown  in  (F26.25).  The  conversion  of  absorptance  to  height  requires  a 

knowledge  of  the  incidence  and  observations  angles  and,  for  a  sharp,  well-defined  cloud  top  can  yield  an 
altitude  accurate  to  100  meters.  Unfortunately  if  the  cloud  top  is  ill  defined  or  the  cloud  optically  thin,  a 

significant  amount  of  the  radiation  received  comes  either  from  below  the  cloud  or  after  multiple  reflections 
within  the  cloud  and  both  components  make  the  cloud  look  lower  than  it  actually  is,  necessitating  the 
derivation  of  a  correction  factor.  For  thin  high  cirrus,  the  most  troublesome  cloud,  this  correction  factor  can 
exceed  the  altitude  of  the  cloud  and  so  it  must  be  determined  with  high  precision.  The  concept  is  being 

expanded  to  include  infrared  channels  which  will  yield  data  on  the  cloud  characteristic  which  will  be  used  to 
calculate  the  correction  factors.  When  proven,  it  will  be  considered  for  spaceflight  testing. 

Microwave  Sensors 

As  mentioned  earlier,  the  microwave  region  of  the  spectrum  has  a  very  desirable  advantage  over  the 
visible  and  infrared  regions:  at  the  longer  microwave  wavelengths,  scattering  by  aerosol  and  cloud  particles 
is  orders  of  magnitude  reduced  and  in  many  cases  is  negligible.  It  has  been  demonstrated  that  passive 
microwave  and  radar  imaging  systems  can  function  satisfactorily  through  very  dense  cloud  cover.  Of  course, 
the  effects  of  aerosol  and  clouds,  though  small,  are  still  not  zero  and  increase  wath  particle  size  to  the 

point  where  raindrops  do  have  a  significant  effect  —  otherwise  a  weather  radar  could  not  function.  An 
important  part  of  current  microwave  research  for  sateUite  application  is  involved  with  investigating  the 
quantitative  atmospheric  effects  and  their  bearing  on  accuracy  in  atmospheric  temperature  and  constituent 
sounding  with  microwave  radiometers.  The  experiments  aboard  Nimbus  E  and  F,  (26.2.1)  illustrate  the 
trend  of  the  present  efforts. 

A  very  desirable  use  of  microwave  radiometers  would  be  to  provide  a  measure  of  surface 
temperature  through  cloud  cover.  Such  a  measure,  aside  from  the  direct  value  to  oceanographers,  etc.,  is 
needed  for  the  measurement  of  temperature  profiles  by  inversion  techniques.  Unfortunately  liquid  water 

has  a  very  high  reflectivity  -  between  50  and  60%  —  throughout  the  useful  microwave  region  and  this 
causes  serious  problems.  Radiation  received  from  open  water  has  two  primary  components:  (1)  that 
emitted  by  the  water  at  an  emissivity  of  about  40%  and  (2)  the  sky  and  atmosphere  reflected  by  the  water 

at  about  60%  reflectivity.  The  indicated  temperature  of  the  sea  -  whose  actual  temperature  may  be  290  °K  - 
will  range  from  perhaps  140  °K  on  a  clear  day  when  the  apparent  temperature  of  the  sky  is  low,  around  100 
°K,  to  above  200  °K  for  an  overcast  day  when  the  sea  mirrors  the  warmer  clouds.  The  apparent 
temperature  is  also  influenced  by  sea  state  because  a  rough  sea  mirrors  more  of  the  warmer  horizon  than  a 

calm  sea  and  the  emissivity  goes  up  slightly  due  to  foam  and  trapping.  Corrections  can  be  applied  for  these 
effects,  but  they  are  so  large  that  the  resultant  accuracy  is  not  very  promising.  Over  land,  dry  soil  has  a 
high  emissivity  and  yields  a  good  radiometric  temperature,  but  the  presence  of  even  small  amounts  of 
moisture  reduces  the  apparent  temperature  by  increasing  the  reflectivity. 

The  synergystic  benefits  of  combining  infrared  and  microwave  radiometers  is  under  consideration. 
Infrared  systems  give  a  true  radiometric  temperature  for  most  situations  because  tlie  emissivity  is  higli, 
>90%,  for  the  majority  of  land  features  and  water  as  well.  However,  infrared  systems  are  seriously  affected 
by  clouds  and  aerosol.  Microwave  systems  are  fairly  free  of  cloud  and  aerosol  interference,  but  sensifive  to 
the  nature  of  the  target.  Combined  systems  should  provide  results  unattainable  with  either  alone. 

26.3.2  Active  Sensors 

Laser  Probing 

Active  systems  are  in  general  the  only  means  of  supplying  a  measure  of  range  and  hence  tlie  only 
technique  for  providing  constituent  profiles  of  tlie  atmosphere  from  a  spacecraft.  There  is  an  exception  in 
the  case  of  deducing  temperature  profiles  from  radiance  measurements  in  the  CO2  band.  Here  temperature 
is  related  to  pressure,  assuming  the  CO2  to  exhibit  an  exponenfial  concentrafion  profile  and  this  in  turn 

relates  to  altitude  when  a  pressure  reference  —  the  barometric  surface  pressure  for  example  -  is  known. 
This  is,  therefore,  a  passive  technique  with  a  range  capability. 

Lasers  are  enormously  powerful  probing  tools  and  are  being  exploited  with  great  success  in  remote 
sensing  applications.  Chapter  23  deals  with  such  systems  immersed  in  the  atmosphere.  Unfortunately  when 

removed  from  the  target  (atmosphere)  to  satellite  orbit  distances  -  800  to  200  km  for  most  polar  and 
inclined  orbits  -  the  sensitivity  of  Resonance,  Raman  and  even  stimulated  emission  backscatter  systems  is 
below  practical  levels.  Resonance  scattering  may  be  an  observable  phenomenon  above   100  km  (at  higlier 
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pressures  reradiation  is  quenched  by  collisions  between  molecules)  but  there  is  no  particular  need  or 
application  for  such  measurements  in  this  region. 

One  area  of  potential  promise  for  LIDAR  (Light  Detection  and  Ranging)  from  spacecraft  is  in  the 
measurement  of  particle  size  distribution  and  concentration.  There  is  great  interest  in  this  information  for 
clouds  and  aerosols  but  no  satisfactory  means  of  collecting  such  data  on  a  large  scale.  By  using  lasers 

covering  a  wide  range  of  wavelengths  —  an  ultraviolet  laser  would  be  appropriately  scattered  by  aerosol 
particles  but  stopped  by  a  dense  cloud,  whereas  a  laser  at  100  micrometers  would  respond  appropriately  to 

a  cloud  while  being  essentially  unaffected  by  the  aerosol  particles  —  particle  size  and  concentration  may  be 
measurable  under  some  conditions  from  spacecraft.  Power  requirements  and  safety  regulations  will  always 
be  serious  considerations  for  any  such  system,  however. 

Radar 

Radar  has  limited  application  from  spacecraft  both  because  of  the  power  requirements  and  the  size 
of  antennas  needed  to  achieve  acceptable  angular  resolution.  One  application  of  promise,  however,  is  the 
radar  scatterometer  for  the  measure  of  sea  state.  As  a  radar  scans  out  in  angle  from  the  nadir,  the  return 
echo  falls  off  very  rapidly  to  essentially  zero  for  a  calm,  specularly  reflecting  ocean.  As  the  surface 

becomes  more  rough,  the  fall-off  becomes  less  pronounced  (i.e.  the  back-scatter  increases  for  rough  water) 
and  the  rate  of  fall-off  with  angle  is  relatable  to  sea  state.  The  technique  has  been  demonstrated  from 
aircraft  and  proposed  for  spacecraft  test  but  has  not  been  flown  to  date. 

Separated  Source  and  Receiver 

Several  systems  employing  multiple  satellites  have  been  proposed  for  studying  the  atmosphere  but 
none  have  been  implemented.  In  general  they  involve  a  source  of  radiation  on  one  satellite  (or  on  several 
satellites  in  an  array)  and  a  receiver  on  a  following  sateUite  whos  orbit  is  choses  so  that  the  source  sateUite 
is  viewed  through  the  atmosphere.  It  is  a  powerful  method  but  the  expense  of  multiple  satellites  and  the 
complexity  of  maintaining  the  orientation  of  the  satellites  reduce  the  practicality  of  the  method 
significantly. 

26.4      Compilation  of  Electronic  and  Mechanical  Imaging  Devices  for  Spacecraft  Applications 

Tables  26.6  and  26.7  summarize  the  characteristics  and  capabilities  of  the  large  variety  of  imaging 
devices  which  have  been  and  will  be  carried  on  planned  space  missions.  They  are  taken  from  NASA 

SP-8078  "Spacebome  Electronic  Imaging  Systems"  dated  June  1971. 
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Table  26.6    Image  Tube  Cameras 
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Spacecraft 

First 
launch 
date 

Orbit 
Application Sensor 

Horizontal 
resolution 
(TV  lines) 

Frame 

time, 

sec 

Video 
bandwidth, 

kHz 

TIROS TIROX  I-IX 4-1-60 550  km 
(300  nmi) 
inclined 

Visible  cloud 
cover 

1.27-cm(y-in.) 
vidicon  EM  defl 
and  foe 

400 

2.0 

62.5 

AVCS Nimbus 

TOS/ESSA 

ITOS 

Applications Technology 
Satellite 
(ATS) 

8-28-64 1,110  km 
( 600  nmi ) 
sun-synchronous 
( noon ) 

1,390  km (750  nmi) 
sun-synchronous 
(3  pm) 

1,460  km 
(790  nmi) 
sun-synchronous 
(3pm) 

11,120  km 
(6000  nmi) 

equatorial 

Visible  cloud 

cover 

2.54-cm  (1-in.) 
vidicon  EM  defl 
and  foe 

800 

6.5 

60.0 

APT TIROS 

Nimbus 

TOS/ESSA 

ITOS 

12-21-63 

8-28-64 

2-28-66 

1-23-70 

740  km 
(400  nmi) 
inclined 

1,1100  km 
(600  nmi) 
sun-synchronous 
(noon) 

1,390  km 
(750  nmi) 
sun-synchronous 
(3  pm) 

1,460  km 
(790  nmi) 
sun-synchronous 
(3pm) 

Visible  cloud 

cover 

2.54-cm  (1-in.) 
storage  vidicon 
EM  defl  and  foe 

700 200 1.6 

Ranger Ranger  3-5 

-62 

Translunar 
to  impact 

Lunar  terrain 2.54-cm  (1-in.) 
vid-ES 

200 10 
2.0 

Ranger  6-9 

-65 

2.54-cm  (1-in.) 
vid-EM 

700 2.56 
200.0 

Photo 

di- 
electric 
tape 

Nimbus Not  flown 1,110km 
(600  nmi) 
sun-synchronous 
( noon ) 

Visible  cloud 

cover 

35  mm  D/C 
Tape 236.2/cm 

(600/inch) fri  50% 

response 

3.25 

650 

OAO Orbiting 
Astronomical 
Observatory 

4-8-66 
800  km 
(430  nmi) 
inclined 

Telescope 

control 

2.54-cm  (1-in.) 
vidicon  ES  defl 
and  foe 

350 

1.0 

60.0 

Apollo Apollo  7,  8 

-68 

Translunar 
and  lunar 

Black  and 

white  real-time 
2.54-cm  (1-in.) 

hybrid  vidicon 

220 0.1 
500.0 

Apollo  9,  11 

-69 

Black  and 

white  real-time 
SEC  hybrid 220 

0.1 

.500.0 

Apollo  10, 
11,  12,  13 

-69 

Color  real-time SEC-EM 360 

0.033 

4500» 

•Limite d  to  1  800  by  com munications 
link. 
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Table  26.6  -  (continued) 

Spacecraft 

Dynamic 

range 
SNR 

(peak 

signal rms noise ), 

dB 

Optics 

Field  of  view 

Expo- 

sure, ms 

Weight 
Power, 

W 

Con- 

tractor 

Re- 

fer- 

ence 
lumen /m--s 

[cd/m-] 

ft-cd-s [f-L] rad 

deg 

kg 

lb 

TIROS TIROX  MX 0.22-10.76 

0.02- 

1.0 40 5  mm 
f/1.5 

1.832 
105 

1.5 4.717 10.4 
11.6 

RCA 2 

AVCS Nimbus 0.04-4.31 

0.004- 
0.4 

32 17  mm 

f/4 
0.873 50 

40.0 
8.256 18.2 

21.0 RCA 

3 

TOS/ESSA 32 5.7  mm 

f/1.8 

1.885 108 

1.5 

8.528 18.8 
16.0 

ITOS 32 5.7  mm 

f/1.8 

1.885 108 1.5 18.8 16.0 

Applications Technology 
Satellite 
(ATS) 

40 200  mm f/4 0.052 3 40.0 10.297 22.7 
31.0 

APT TIROS 

Nimbus 

TOS/ESSA 

ITOS 

O.U-7.53 

0.01- 

0.7 
32 

5.7  mm 

f/1.8 

1 .885 108 1.5 

40.0 

1.5 

1.5 

10.070 22.2 15.0 RCA 4 

Ranger 
Ranger  3-5 0.11-3.23 

0.01- 

0.3 
36 1016  mm 

f/5.6 

0.009 0.5 
20.0 

2.722 6.0 

5.2 

RCA 5 

Ranger  6-9 0.04-7.32 

0.004- 0.68 

76.0  mm 

f/2 

0.209 12 

5.0 

7.893 17.4 

30.7 
Photo 

di- 
electric 
tape 

Nimbus 0.03-2.15 

0.003- 
0.2 

40 

125  mm 

f/3.8 

Pane ramie 
35.0 34.020 

75 20  Write 
25  Read 

RCA 6 

OAO Orbiting 
Astronomical 
Observatory 

7th -2 
magniti 

stars 

nd 
iide 

43 76  mm 

f/0.87 

0.209 12 No 

shutter 

9.526 21.0 9.0 RCA 7 

Apollo Apollo  7,  8 0.03-322.92 

0.003- 
30 

43 

8  mm 

f/2.0 

1.396 

80 No 

shutter 
2.041 

4.5 6.0 

RCA 8 

Apollo  9,  11 
0.003- 13,557.60 0.0003- 1260 

40 25  mm 

f/4 
0.611 

35 3.289 
7.25 

6.5 

West- 
ing- 

house 

9 

Apollo  10, 
11,  12,  13 0.323- 4,304.00 

0.03- 

400 

43 

25- 

150  mm 
(zoom) 

0.122- 

0.733 

7-42 

5.897 
13.0 

16.0 

West- 

ing- 

house 

10 
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Table  26.6  -  (continued) 

Spaceiraft 

First 
laimch 
date Orl.it Appl.ction 

Sensor 
Horizontal resolution 
(TV  lines) 

Frame 
time, 

sec 

Video 
bandwidth, 

kHz 

RAE Radio 
Astronomy 

Explorer 
(RAE) 

Boom  tip 

observation 
1.27-Ln,  (Vi-in.) 
vidicon  EM  defl 
and  foe 

- 13  11 2.5 

RBV Earth 
Resources 
Technology 
Satellite 
( ERTS ) 

(estimated ; 
1972 

930  km 
(500  nmi) 
sun-s\nchronous 
(10  am) 

Earth  surface 
observation 

5.08-cni  (2-in.) 

HB\' 

4500 

3.5 
.3000 

IniaRe 
Orthicon 

ATS  4 -1968  (did 
not  achieve orbit) 

35,760  km 
(19,300  nmi) 
geostationary 

Day-night  cloud cover  map 5.08-cm  (2-in.) 

image  orthicon 

800 

6.75 60 

Image 

dis- sector 

Nimbus 4-19-69 
1,110  km 
(600  nmi) 
sun-synchronous 
(noon) 

Visible  cloud 
cover 

2,54-cm  (1-in.) 

image  dissector S-11  surface 

800 200 

1.6 

ATS U-5-67 
35,760  km 
(19,300  nmi) 
geostationary 

1300 13.3 

min 

28.0 

NRL Aerobee 
Rocket 

11-4-69 Suborbital 
X-UV 

solar  flare 
observation 

SEC  tube  EM 
defl  and  foe 

450 0.033 4500 

Surveyor Surveyor 5-30-66 Lvuiar  landing Lunar  terrain 
photography 

2.54-cm  (1-in.) 

hybrid  vidicon 

600 
200 

1.2 20.6 

220 

1.2 

Mariner Mariner  4 11-28-64 
Mars  flyby 

Mars  observation 
and  survey 

2.54-cm  (1-in.) 
vidicon  ES 

200 

24 

6.94 

Mariner  6,  7 2-24-69 2.54-cm  (1-in.) 
\idicon  EM 

945 
42.24 

9.45 

Uvicon Orbiting 
Astronomical 
Observatory 

12-7-63 800  km 
(430  nmi) 
inclined 

U\^  star  maps 

0.0000011- 0.0000032  nm 
(1100-3200  A) Uvicons  (4) 

Electrostatic 

250 

10.5 

62 

ATS ATS  2,  4,  5 4-5-67 
11,110  km 
(6,000  nmi) 
and  35,760  km 
(19,300  nmi) 

Gravity 

gradient  boom observation 

2.54-cm  (1-in.) 
vidicon 

600 0.033 3500 

DODGE DODGE 7-1-67 
35,760  km 
(19,300  nmi) 

Altitude 
measurement; 
boom 
observation 

2.54-cm  (1-in.) 
vidicon 

500 200 

0.65 

Redstone 
MR-2 

1-31-61 Boost  phase Booster   stability 
and  separation 

data 

2.54-cm  (  1-in.) 
vidicon  EM  defl 
and  foe 350 

1    M) 
4.5 

Saturn  I SA-5,  6,  7 1964 Boost  phase S-IV  separation 

and  ignition" 

2.54-cm  (  1-in.) 
vidicon  EM  defl 
and  foe 

450 
1/30 

5.6 

Sntiim  I SA-H,  9 1965 
-130  nmi 

Pegasus 
deployment 

2.54-cm  (1-in.) 
vidicon  EM  deH 
and  foe 

450 

1    30 
5.6 

Saturn  IB AS-2()2 8-25-66 
Sul>orbit Panel 

deployment 

1.27-cm  (  'i:-in.) 
vidicon  EM  defl and  foe 

400 

1   30 5.0 

Saturn  IB AS-203 7-5-66 —  120  nmi 
Licpiid  hydrogen 
in  orbit 

2.54-em  (  l-m.) 
vidicon  EM  defl 
antl  foe 

550 1    30 

7.0 

FUTURE 

Skylal) Apollo Telcstope 
MonnI 

Early 

1973 
235  nmi Solar  obser\ali{Hi Two  2.54-em 

(  1-in. )  vidicons 
EM  <lefl  and  foe 

Two  SEC 
vidicons  KM  defl 
.md  foe 

650 

550 

1    30 

1    .30 

8.5 

7.0 

"Also,  f 
or  SA-6.  cneint •  t£imhalinh! 
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Table  26.6  -  (continued) 

Spacfcr.ift 

D\  u.ulue 

r.un;<' 

SNR 

(P,.,k 
signal 

rms 

noise ), 

dB 

(Ipties 

Field  of  vie" 

Expo- 

sure, ms 

WeiRht 
Power, 

W 

Con- 

tractor 

Re- 

fer- 

ence 
lumen,  m--s 

[ed   m-J 
ft-cd-s [f-L] 

r.id 

det 

kf 

lb 
HAE Hadio 

Astrononn' 
Explorer 
(RAE) 

[685.2518- 27,408 
c(l/m-  (no shutter)] [200- 

8000 

fL  (no shutter)] 

- 5.5  mm 

f.'l.S 

1.047 60 No shutter 
2.404 5.3 5.3 RCA 11 

HH\- 

Earth 
Hisourees 
Teclmoiopy 
Satellite 
(ERTS) 

0.038-3.766 
0.0035- 0.35 

35 126  mm 

f/2.8 
0.279 

16 12 21.773 

48 

50 RCA 12 

Im.mc 

Ortliicnn 
(ATS)  4 [0.0003426- 34260.00 

e<l/ni-] 

[10-'- 

10' fL] 

30 

16.25 mm 

f/6.4 

0.074 
4,25 

30- 

66.30.0
 30.845 

68.0 
50.0 

Hazel- 

tine 
12 

Imam- 
clls- M'Clor 

Nimbus 

[68.520- 34,260.00 

e.l'm-] 

[20- 

10,000 

fL] 40 

5.7  mm 
f/3 

1.571 90 

No 

shutter 
5.670 12.5 12.0 ITT 

13 

ATS 

[1,713.00- 34,260.00 

etl   m-] [500- 

10,000 

fL] 

49  mm 

f/2 

0.255 14.6 9.072 20.0 20.0 

NHL Acrobee 
Koek.t 

- 
38 

80  em 
f,/9.3 0.031 

1.8 

30- 

2000 
3.629 

8.0 8.0 

West- 
ing- 

house 
14 

Surveyor 
Surve>'or 

[0.027- 8,907.60 
ed/m-] [0.008- 

2600  fL] 36 
2.5-100 
mm  f/4 

(zoom) 
0.105- 

0.436 

6-25 

150 8.301 
18.3 

10.2 

(without 

heater) 
Hughes 

15 

Marjiu-r Mariner  4 0.054-6.456 

0.005- 
0.6 

40 30.5  em 

f/8 

0.018 1.05 200 
5.126 11.3 

SO 

J  PL 

16 

M.iritu'r  6,  7 0.022-4.304 

0.002- 
0.4 

45 

50  mm 

f/5.6 500  mm 

f/2.35 

0.192 
antl 
0.019 

11 
and 

1.1 

90-180 6-12 21.727 

47.9 
29.0 

EOS 

17 

Uvunu Orbitinn 
Astrononiieal 
()bser\'atory 

107,600.00:1 10':I 
16 610  mm 

f/2 

0,035 
2 No 

shutter 

25.0 
EMR 18 

ATS ATS  2,  4.  5 35 
10  mm 

f/ 

1.396 

80 

No shutter 3.175 7 

10 

Lear Siegler 

19 

UODCE DODC.E 
(685.200- 34,260.00 

e.l  m-1 [200- 

10' fL] 25 
6.5  mm 
f'2.5 

18  mm 

f/2. 5 

1.396 

0.524 

80 

30 
1 ,000 8.618 

19.0 
9. A  PL 20 

KrcUlour MK-2 
10.7- 10.7  X   10' 

1.0  to 

10' 

32 

6.2  mm f/1.5 

30  X 

45 
33 

2.73 
6.0 18 Lockhet 

■d 

S.iluru  I SA-5,  fi,  7 

5.4- 

10.7  X   10' 

0.5  to 

10' 

32 12.5  nun 
1    2.5 

17  X 

23.5 

33 5.0 11.0 14 

Lear 
Siegler 

S.ituru  I SA-8.  9 

5,4- 
10.7    K    10' 

0.5  to 

10' 

32 5.7  nun 
1    1.8 

80  X 

96 

33 

5.0 

11.0 14 

Lear S.egler 

Saturn  IH AS-202 

5.4- 
10.7  X   10' 

0.5  to 

10' 

28 

8.0  nun 
f    1.8 

■17  X 

60 

33 

4.09 
9.0 15 

GEC' 

S.iluru  IH AS-203 

5.4- 
10.7   X    10' 

0.5  to 

10' 

10 12,5  mm 
f.2,5 

17  X 

23.5 

33 
4 .09 

9.0 15 MSEC 

KUTUHK 

Skvlal. 
Apollo IVleMope 
Mount 

Two  vidieons 
Two  SEC  vid 

43 

36 

Teleseope 
T.lesKipe 33 

33 

19.2 
22.7 

18 

18 

MSEC 
MSEC 

'(.,  iirr 
il  El.clrocKuai nes  Corpor.ilio 
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Table  26.7    Mechanical  Scanner 
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First 

launch 
date 

Scan 

Instan- 

taneous 

FOV, 

Type 
Space- 
craft Orbit Application Type  and 

scan  angle 
(mr) 

(spectral 

band 

designa- 

tion) 

High- Resolution 
Infrared 
Radiometer 
(HRIR) 

Nimbus 

I,  II,  III 

8-28-64 1110  km 
(600  nmi) 

polar  sun- synchronous ( noon ) 

Day— night  cloud  maps 
and  cloud  temperature 

Cross-course  rotating 
mirror  (45  r/min), 
2.059  rad  (USdeg) 

7.5 

Medium- Resolution 

IR  Radi- 
ometer 
(MRIR) 

Nimbus 

H,  III 

5-15-66 
(H) 

1110  km 

(600  nmi) 

polar  sun- synchronous 
(noon) 

Albedo,  water  vapor  and 
CO2  distribution,  day  and 
night  cloud  maps,  and 
cloud  temperature. 

Cross-course  rotating 
mirror  ( 8  r/min), 

2.059  rad  (118deg) 

43(A-E)' 

Spin-Scan 
Cloud 
Camera 
(SSCC) 

ATS  I 12-6-66 Geostationary Daytime  cloud  cover maps 
Spacecraft  spin 
( 100  r/min)  and  latitude step  of  telescope, 
0.314  rad  (18deg) 0.1 

Multi-color 
Spin-Scan Cloud 
Camera 
(MSSCC) 

ATS  HI 11-5-67 Geostationary Three-color  daytime 
cloud  cover  maps 

Spacecraft  spin 
( 100  r/min)  and  latitude 
step  of  mirror 0.314  rad  (18deg) 

O.KA-C) 

High- Resolution 
Scanning 
Radiometer 
(HRSR) 

ITOS 1-23-70 1460  km 

(790  nmi) 

polar  sun- synchronous 
(3  p.m.) 

Day-night  cloud  maps 
and  cloud  temperature 

Cross-course  rotating mirror  (48  r/min), 
1.920  rad  (110  deg) 

2.7(A) 

5.6(B) 

Tempera- 
ture- Humidity 

IR  Radi- 
ometer 
(THIR) 

Nimbus  IV 4-8-70 
1110  km 
(600  nmi) 

polar  sim- synchronous 
(noon) 

Water  vapor  distribution, 
day-night  cloud  maps, 
and  cloud  temperature 

Cross-course  rotating 
mirror  (48  r/min), 
2.059  rad  (118  deg) 

7(B) 

21(A) 

Multi- 
spectral 
Scarmer 
(MSS) 

ERTS  A,  B First 

quarter, 1972 

930  km 
(500  nmi) 

polar  sun- synchronous 
(10  a.m.) 

Earth  resources  survey Cross-course  oscillating mirror  ( 15  Hz), 
0.202  rad  (11.6  deg) 

0.077  (A-D) 

0.2(E) 

Imaging 

Photopo- larimeter 

Pioneer 
F,  G 

First 
quarter, 
1972 Jupiter flyby  at 203,830.00  km 

(110,000  nmi) 

Photometry  and 
polarization  of  zodiacal 
hght,  asteroids,  and 

Jupiter.  Two-color mapping  of  Jupiter 

Spacecraft  spin 
(4.8  r/min)  and  cone  angle 
step  of  telescope, 
0.506  rad  (29  deg) 

0.5(A,B) 

Visible- 
IR  Spin- 
Scan 
Radiometer 
(VISSR) 

Synchronous 

Meteor- ological 
Satellite 
(SMS) 

Second 
quarter, 
1972 

Geostationary High-resolution  day  and 
night  cloud  maps  and 
temperature 

Spacecraft  spin 
( 100  r/min)  and  latitude 
step  of  mirror, 
0.314  rad  (18  deg) 

0.025(A) 
0.2(B) 

Very- 

High- Resolution 
Radiometer 
(VHRR) 

ITOS-D 
First 

quarter, 
1972 

1,460  km 
(790  nmi) 

polar  sun- synchronous 
(3p.m.) 

High-resolution  day  and 
night  cloud  maps,  and 

temperature 

Cross-scan  rotating  mirror 
(400  r/min), 
2.007  rad  (115  deg) 

0.6 

Facsimile Ranger Lunar  surface  photo Nodding  mirror,  camera 
rotation 

1.5 

Explorer Antenna  position  monitor Rotating,  nodding  mirror 6.282  rad  (360  deg) 

2.3 

Surface 

Composi- tion 

Mapping 
Raaiometer 
(SCMR) 

NIMBUS  E First 

quarter, 
1972 

1,110  km 
(600  nmi) 

polar  sun- synchronous 
(noon) 

High-resolution  maps  of 
terrestrial  mineral 
characteristics 

Cross-scan  rotating  mirror 
(600  r/min), 
1.571  rad  (90  deg) 

0.6 

Very-High 
Resolution 
Radiometer 

(VHRR) 

ATS-F Fourth 
quarter, 
1972 

Geostationary High-resolution  day  and 
night  cloud  maps 

Raster  scan  of  servo-stepped, 

gimballed  flat  mirror 

0.3(A) 
0.15(B) 

■Letters  in  p arentheses  refer to  respectiv ^  channels  of  mult spectral  scaiuuTS. 
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Table  26.7  -  (continued) 

T)Te 
Space- craft 

Optics  aperture 
and  focal  ratio 
( including  relay 
and  immersion 

optics ) 

Detector  type 

(spectral  band) 
Infor- 

mation 

band- 

width 

System  dynamic  range 
blackbody  temperature  K; 
Earth  albedo,  %;  Effective 
bright  scene  radiance  range 

High- Resolution 
Infrared 
Radiometer 
(HRIR) 

Nimbus 

1,11,111 
10.16  cm  (4  in.):  f/0.95 
Cassegrain 

PbSe 

photoconductor 

300  Hz 
200-340  K  (night) 

35  X  10-=  Vl^cm-^sr-'  (day) 

Medium- Resolution 

IR  Radi- ometer 
(MRIR) 

Nimbus 

II,  III 
4.37  cm  (1.72  in.):  f/0.27 
(B.  D,  E) 
4.37  cm  (1.72  in.):  f/0.9 
(A,C) 
Cassegrain 

Thermistor 
bolometer 

4  Hz  (A-E) 

0-80%  ( A ) 

0-270  K  (B),  0-330  K  (C) 
0-270  K  (D),  0-290  K  (E) 

Spin-Scan 
Cloud 
Camera 
(SSCC) 

ATS  I 12.70  cm  (5  in.):  f/2 
folded  paraboloid 

S-II  PMT 
160  kHz 

>I000:1 

Mvdti-color 

Spin-Scan 
Cloud 
Camera 
(MSSCC) 

ATS  III 12.70  cm  (5in.):  f/3 

Wynne-Rosin 

S-II  PMT  (A,  B) 
S-20PMT  (C) 160  kHz (A,B,C) 

>1000:I  (A,  B.  C) 

High- Resolution 
Scanning 
Radiometer 
(HRSR) 

ITOS 12.70  cm  (5  in.):  f/3.4  (A) 

12.70  cm  (Sin.):  f/0.2.5  (B) 
Cassegrain 

Silicon 
photodiode  (A) 
Thermistor 
bolometer     ( B ) 

910  Hz  (A) 

4S5Hz  (B) 

0-80%  (A) 

0-330  K  (B) 

Tempera- 
ture- Humidity 

IR  Radi- 
ometer 
(THIR) 

Nimbus  IV 12.70cm  (5in.):f/0.24(A), 
12.70  cm  (Sin.):  f/0.26  (B) 
Cassegrain 

Thermistor 
bolometer  ( A,  B ) 

US  Hz  (A) 
345  Hz  (B) 

0-270  K  (A) 
0-330  K  (B) 

Multi- spectral 
Scanner 
(MSS) 

ERTS  A,  B 22.86  cm  (9  in.):  f/3.6 
(A-D) 
22.86  cm  (9  in.):  f/2  (E) 
Ritchey-Chretien 

S-20  PMT  (A,  B) 
S-25PMT  (C) 
SiPD           (D) 
HgCdTe      (E) 

35.5  kHz 
(A-D) 
13.7  kHz 
(E) 

27  X  10-'  (A),  22  X  10-*  (B) 
17  X  lO-"  (C),28X  10-*  (D) W  cm-=  SI-' 0-310  K  (E) 

Imaging 

Photopo- 
larimeter 

Pioneer 
F,  G 

2.S4  cm  ( 1  in. ) :  f/3 
Maksutov 

S-20  Channel 
multiplier  ( A,  B) 

SOOHz 
(A,  B) 8  X  10-»  (A),  4  X  I0-»  (B) 

Wcm^sr-' Visible- 
IR  Spin- Scan 
Radiometer 
(VISSR) 

Synchronous 

Meteor- ological 
Satellite 
(SMS) 

40.64  cm  (16  in.):  f/6.3  (A) 
40.64  cm  (16  in.):  f/1.3  (B) 
Ritchey-Chretien 

S-20  PMT  (A) 

HgCdTe  photo- 
conductor  ( B ) 

210  kHz  (A) 
26kHz (B) 

0-80%  (A) 
0-320  K  (B) 

Very- 

High- Resolution 
Radiometer 
(VHRR) 

ITOS-D 12.70  cm  (Sin.):  f/0.89 
Dall-Kirkham 

Silicon  photodiode (A) 

HgCdTe  photo- conductor  (  B ) 

35  kHz 

0.5-80%  (A) 
180-315  K  (B) 

Facsimile Ranger 0.36  cm  (0.14  in.):  f/2.4 Silicon 100  Hz 

8.0-2500  nW  cm-2  sr-' 
Explorer 0,86  cm  (0.34  in.):  f/ Photodiode 2.S  kHz 

8.S  to  2800  fiW  cm-=  sr-> Surface 

Composi- tion 
Mapping 
Radiometer 
(SCMR) 

NIMBUS  E 20.32  cm  (8  in.):  f/0.92 HgCdTe  (A,  B) 50  kHz 
257-330  K  (A.  B) 

Very-High 
Resolution 
Radiometer 
(VHRR) 

ATS-F 20.32  cm  (8  in.):  f/1.7 HgCdTe  (A) 

Silicon  photodiode (B) 

1200  Hz 185-335  K  (A) 1-100%  (B) 
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Table  26.7  -  (continued) 

Type 
Space- 
craft 

NEAT  at  scene 
temperature  K  or 

/ scene 
SNR    )  albedo,  %; 
at     \  irradiance, 

I.  Vf  cm-= 

Scanner  size 
Total 
weight 

Max- 

imum 

pow- 

er, W 

Con- 

tractor 

Refer- 

ence 
cm in. 

kg 

lb 

High- Resolution 
Infrared 
Radiometer 
(HRIR) 

Nimbu-s 

I,  II,  III 

0.22  K  at  270  K  (B) 
0.23  Kat330K  (C) 
0.20  Kat270K  (D) 
0.26  Kat  290  K  (E) 

25.40  X  40.64 

X  22.86 
10  X  16 

X9 

8.62 19.0 4 ITT 21 

Medium- Resolution 

IR  Radi- ometer 
(MRIR) 

Nimbus 

II,  III 
16.51  X  16.51 

X  33.02 

6.5  X  6.5 

X  13 

6.58 
14.5 7.5 

SBRC 
22 

Spin-Scan Cloud 
Camera 
(SSCC) 

ATS  I 
>30  at  10-"  W  cm-= 

25.40  X  27.94 

X  43.18 

10  X  11 

X  17 

9.07 20 21 SBRC 23 

Multi-color 
Spin-Scan Cloud 
Camera 
(MSSCC) 

ATS  III 
>30at  10-"Wcm-= 

30.48  X  27.94 
X  43.18 

12  X  11 

X  17 

10.66 23.5 23 SBRC 

24 

High- Resolution 
Scanning 
Radiometer 
(HRSR) 

ITOS 19  at  0.5%      )     ,., 

3000  at  80%  (     *  ̂ ' 1.4  Kat  185  K  (    ,„. 

0.3  Kat  300  K  P"' 

16.26  X  40.39 

X  21.34 

6.4  X  15.9 

X  8.4 

8.30 18.3 

6.5 
SBRC 

25 

Tempera- 
ture- Humidity 

IR  Radi- 
ometer 
(THIR) 

Nimbus  IV 4  Kat  185  K     )     ,,, 

0.2  Kat  300  K(    (^' 1.5  Kat  185  K  )    ,r,\ 

0.3  Kat  300  Kj   '"' 

17.78  X  19.05 

X  39.62 
7  X7.5 

X  15.6 

9.03 19.9 7.5 SBRC 26 

Multi- 
spectral 
Scanner 
(MSS) 

ERTS  A,  B 
100  at  1.6  X  10-" Wcm-=  (A) 

73  at  1.3  X  10-" Wcm-=  (B) 

44  at  1.0  X  10-" Wcm-=  (C) 

73  at  1.7  X  10-" Wcm-=  (D) 
1.2  Kat  310  K  (E) 

38.10  X  38.10 

X  91.44 

15  X  15 

X36 

52.16 115 25 SBRC 

27 

Imaging 

Photopo- 
larimeter 

Pioneer 

F,  G 
25  at  2.2  X  10-" Wcm-=  (A) 

25  at  1.1  X  10-" Wcm-=  (B) 

17.78  X  38.10 

X  15.24 

7X  15  X6 4.08 9 4 SBRC 28 

Visible- 
IR  Spin- Scan 
Radiometer 
(VISSR) 

Synchronous 

Meteor- ological 
Satellite 
(SMS) 

3  at  0.5%  (A) 

1.7  Kat  200  Kl     ,„. 

0.4  Kat  300  K(    ''^> 

50.80  X  50.80 

X  147.32 

20  X  20 

X  58 

60.10 
132.5 

23 SBRC 29 

Very- 

High- Resolution 
Radiometer 
(VHRR) 

ITOS-D 
20  at  0.5%  (A) 
1.5  Kat  185  Kl     ,„, 

0.5  Kat  300  KS     *  "' 

20.32  X  20.32 

X  48.26 

8  X  8  X  19 9.07 

20 

5.0 

RCA 

30 

Facsimile Ranger 
3  at  5.6  X  10" W  cm--  (at  limiting 
bandwidth 

3.12  dia  X 
24.99 1.23  dia 

X9.84 

1.18 

2.6 

16 

Philco- 

Ford 31 

Explorer 3  at  14.1  X  10" W  cm--  (at  limiting 
bandwidth 

3.81  dia  X 

16.51 
1.5  dia 

X  6.5 

0.50 
1.1 3 32 

Surface 

Composi- 

NIMBUS  E 1.0  Kat  280  K 22.86  X  42.16 

X  54.86 
9  X  16.6 

X  21.6 

19.05 42 

15 

ITT 

Mapping 
Radiometer 
(SCMR) 

Very-High 
Resolution 
Radiometer 
(VHRR) 

ATS-F 
1 .0  K  at  200  K  (  A  ) 
30  at  1%  (B) 

67.31  X  53.34 

X  38.10 

26.5  X  21 

X  15 

27.22 60 35 ITT 
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List  of  Symbols 

S/N  Signal-to-noise  ratio 

NEAT  Noise  equivalent  temperature  difference 

AT  Least  discernible  temperature  contrast 

T  The  transmittance  of  the  atmosphere 
(dimensionless) 

dr/dx  Derivation  of  transmittance 



Chapter  27  REACTION  RATES  OF  ATMOSPHERIC  CONSTITUENTS 
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A  concise  introduction  to  chemical  reaction  rate  theory  is  presented.  Several  categories  of 
reactions  are  described  and  illustrated  by  example.  Specific  tropospheric  reaction  schemes 

relevant  to  the  problem  of  the  photochemical  oxidation  of  nitric  oxide  and  the  oxidation  of 
hydrocarbons   to  produce  aldehydes  and  peroxyacylnitrates  (eye  irritants)  are  described. 

27.0  Introduction 

This  chapter  is  an  introduction  to  atmospheric  chemistry  and  is  directed  primarily  toward  persons 
concerned  with  atmospheric  measurements  and  properties  whose  specialization  is  not  chemical  kinetics  or 
atmospheric  photochemistry.  The  chapter  attempts  to  accomplish  two  tasks,  in  a  necessarily  brief  or  even 
superficial  manner.  The  first  of  these  is  to  give  an  introduction  to  reaction  rate  theory  (kinetic  theory).  Clearly 
anyone  desiring  very  detailed  knowledge  in  this  area  will  go  to  one  of  the  numerous  standard  reference  works 
in  the  field.  The  second  goal  is  to  give  a  cursory  view  of  some  of  the  neutral  reactions  and  reaction  schemes 
that  are  of  concern  in  the  troposphere.  In  this  case,  one  desiring  more  detailed  information  will  wish  to  consult 
current  reviews  and  research  papers  in  this  rapidly  progressing  field. 

Chemical  kinetics,  like  much  of  modern  science,  is  a  field  in  wliich  the  general  principles  are 
believed  to  be  well  known  but  only  for  the  very  simplest  examples  is  a  rigorous  theoretical  analysis 
tractable.  The  sequence  of  events  following  a  collision  between  two  molecules,  which  would  include 
reaction  as  well  as  elastic  scattering,  rotational  and  vibrational  excitation,  and  other  phenomena,  is  in 
principle  contained  in  the  solution  of  the  time  dependent  Schrodinger  equation  describing  the  collision.  For 
any  reaction  of  interest  in  the  atmosphere,  this  constitutes  a  many  body  problem  (all  the  electrons)  on  a 
formidable  scale.  Rigorous  quantum  mechanical  kinetic  theory  is  currently  very  much  at  the 

H  +  H2  ̂   H2  +  H  level  and  indeed  comparison  of  theory  and  experiment  (facilitated  by  the  use  of  isotopes) 
on  this  reaction  is  very  much  in  the  forefront  of  present  advanced  chemical  kinetics  research. 

It  is  clear  that  most  of  us,  with  somewhat  pressing  practical  chemical  problems  to  contend  with, 
cannot  wait  for  theoretical  solutions  to  these  problems.  On  the  other  hand  the  very  mass  of  data 
necessarily  involved  in  reaction  kinetics  almost  demands  some  theoretical  systematization.  If,  for  each 
reaction  of  interest  to  us,  we  had  to  have  a  separate  table  (or  graph)  of  measured  rate  constants  as  a 
function  of  temperature,  the  matter  would  be  unwieldy,  to  say  the  least.  We  adopt  then,  in  common  with 
most  other  disciplines  in  science,  simplified  theoretical  models  which  allow  us  to  condense  and  simplify 
experimental  data,  to  extrapolate  data  beyond  the  range  of  measurements,  and  to  make  some  general 
predictions  about  unmeasured  reactions.  Fortunately,  a  great  deal  of  kinetic  data  is  described  reasonably 
well  by  extremely  simple  models.  We  shall  first  describe  these  models  and  then  discuss  several  specific 
reaction  systems  of  tropospheric  interest. 

27.1  Reaction  Rate  Theory 

27.1.1  The  Arrhenius  Equation 

We  consider  first  exothermic  binary  reactions  between  two  neutral  molecules  to  produce  chemically 
distinct  products.  This  is  the  class  of  reactions  of  most  interest  in  the  troposphere  and  indeed  the  most 
studied  class  of  reactions  in  kinetics.  It  has  been  known  for  a  long  time  that  the  dependence  of  reaction 

rate  constant  on  temperature  for  most  reactions  is  given  rather  well  by  a  simple,  two-parameter  equation, 
the  so-called  Arrhenius  equation 

k  =  A   exp(-E/RT)  (27:1) 
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in  which  A  is  called  the  pre-exponential  factor  and  E  is  called  the  activation  energy;  A  is  usually  assumed 
to  be  temperature  independent.  Although  it  can  be  shown  theoretically  that  A  must  depend  on 
temperature,  the  exponential  term  so  dominates  the  temperature  dependence  that  A  can  satisfactorily  be 
considered  constant.  A  more  general  equation  sometimes  used  is 

k=A'T"exp(-E7RT)  (27:2) 

however  almost  no  kinetic  data  of  sufficient  precision  exists  to  support  a  three-parameter  equation  and 
unless  there  is  a  theoretical  basis  for  independently  picking  one  of  the  parameters,  it  is  most  satisfactory  to 
stay  with  the  Arrhenius  expression.  The  drastic  temperature  dependence  of  (27:1)  follows  not  from  any 
subtlety  of  the  chemical  reaction  mechanism  but  from  a  very  simple  model  in  which  an  energy  barrier  to 
reaction  exists  (such  as  the  breaking  of  a  chemical  bond  while  new  bonds  are  being  formed)  so  that  the 
exponential  term  is  simply  the  Boltzmann  factor  describing  the  distribution  of  reactant  energies.  Reaction 
is  normally  limited  to  the  high  energy  reactants  in  the  tail  of  the  Boltzmann  distribution. 

The  definition  of  the  rate  constant  k  follows  from  the  basic  kinetic  equation,  the  law  of  mass 
action.  If  we  assume  a  simple  reaction 

A  +  B^C  +  D  (27:3) 

then 

d[A]         d[B]       d[C         d[D]  ,.„  ., 
--^  =--!-!- =—!-^  =  -^  =  k [A]  [B].  (27:4) 
dt  dt  dt  dt 

Brackets  denote  concentrations,  i.e.  [A]  may  be  in  molecules  cm~^ ,  moles  Hter"' ,  parts  per  million,  or 
some  other  convenient  (or  conventional)  concentration  unit.  Simple,  as  applied  to  reactions,  has  the 
technical  connotation  that  the  mechanism  is  suggested  by  the  reaction  equation,  in  this  case  one  molecule 
of  A  strikes  one  molecule  of  B,  then  one  molecule  of  C  and  one  molecule  of  D  emerge  from  the  collision. 
Reactions  whose  overall  effect  is  as  simple  as  (27:3)  may  involve  more  complicated  kinetics  and  not  obey 
the  law  of  mass  action  (27:4)  which  applies  to  simple  steps  of  reactions.  Such  reactions  are  called 
Complex.  The  complexity  may  arise  because  A  first  dissociates  into  free  radicals  before  reacting  with  B, 
from  catalysis,  as  a  result  of  reactions  on  surfaces,  etc.  A  well  known  example  is  the  combustion  of 

hydrogen  and  oxygen  mixtures,  in  which  H,  0,  and  OH  radicals  all  play  a  role. 
Some    experiments    in   kinetics   measure    cross   sections   rather   than   rate    constants   (e.g.,   beam 

experiments)  and  the  relation  between  the  two  is 

k(T)  = 

-]'
 

/2 

f    exp(-E/RT)  Q(E,T)EdE  (27:5) 

for  Boltzmann  distributions  of  states.  The  symbol  ii  denotes  reduced  mass  of  the  reactant  pair, 

M,M2 

M,  +M2 

and  R  is  the  gas  constant.  Tliis  is  the  fundamental  hnk  between  the  macroscopic  and  microscopic  kinetics 
of  binary  reactions.  The  rate  constant  k  is  a  quantity  which  measures  macroscopic  conversion  rates,  Q 
describes  tlie  interaction  at  the  molecular  level.  It  is  clear  that  rate  constants  can  be  readily  deduced  from 
cross  sections  but  the  converse  is  not  ordinarily  so. 

With  regard  to  units,  aeronomers  invariably  express  concentrations  in  particles  cm"^  and  hence  k  for 
binary  reactions  in  cm"^  sec"'  particle"' ,  except  that  they  almost  invariably  do  not  bother  to  write  particle 
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(or  molecule)  as  part  of  the  units.  Traditional  kineticists  often  measure  concentrations  in  moles  liter"'  and 
hence  k  in  liter  mole"'  sec"' .  Pollution  chemists  on  the  other  hand  often  measure  concentration  in  parts  (by 

number)  per  million  or  billion  (ppm  or  ppb)  and  hence  k  might  be  in  units  such  as  pphm"'  hr"' . 

27.1.2  Activation  Energy 

The  quantity  E  in  (27:1)  is  called  the  activation  energy.  The  general  definition  of  activation  energy 

dink  /^-,  ̂ x 
-R    =  E  (27:6) d(l/T) 

which  is  valid  whatever  the  functional  form  of  k(T).  It  can  be  shown  that  E  is  the  difference  between  the 
average  energy  of  those  molecules  which  do  react  and  the  average  energy  of  all  the  reactant  molecules.  It  is 
simplest  to  imagine  E  as  an  energy  barrier  (F27.1).  The  difference  between  the  reverse  and  forward 

activation  energies  is  the  heat  of  reaction  E^— Ef  =  AEj.  The  activation  energies  (and  heat  of  reaction) 
depend  on  the  temperature  strictly  speaking,  although  this  refinement  is  not  encompassed  in  the  Arrhenius 
Equation  (27:1). 

27.1.3  CoUision  Theory  of  Bimolecular  Reactions 

If  one  assumes  a  functional  form  for  Q(E,T)  in  (27:5),  the  integral  can  be  evaluated  to  yield  a 
collision  theory  rate  constant.  One  conventional  assumption  is  that  reaction  will  occur  with  a  hard  sphere 

cross  section  a^  at  all  relative  energies  E  >  E  along  the  line  of  centers  of  the  reactants.  This  leads  to  the 

line-of-centers  rate  constant 

rsTTkT"]''^ 
k(T)=^    Qr  exp  (-E^/RT)  (27:7) 

The  model  behind  (27:7)  is  that  reaction  is  controlled  only  by  a  translational  threshhold.  An  extended 

collision  model  allows  for  the  possibility  that  other  degrees  of  freedom,  particularly  vibrational,  contribute 

to  reaction.  Assuming  s  classical  oscillators  to  be  involved  leads  to  the  activation-in-many-degrees 
-of-freedom  rate  constant. 

LrtJ 

s-1 

k(T)  =  |   1  ar(s)"'     |;^|  exp(-EQ/RT)  (27:8) 

in  which  V  is  the  gamma  function.  This  can  lead  to  much  larger  rate  constants  than  (27:7).  This  simple 
statistical  model  in  which  all  internal  degrees  of  freedom  are  assumed  to  be  equivalent  is  clearly  naive.  It 
has  been  found  experimentally  and  theoretically,  that  in  some  cases,  vibrational  energy  is  very  much  more 
effective  than  translation,  in  promoting  reaction.  Again,  determination  of  reaction  rate  data  depends  on 
laboratory  experimentation,  simple  models  such  as  (27:7)  and  (27:8)  are  not  adequate  bases  to  make  rate 
constant  estimates. 

27.1.4  Activated  Complex  Theory 

A  very  powerful  theory  for  certain  kinds  of  reactions,  particularly  for  tiiose  involving  more  complex 
molecules,  was  developed  by  Eyring  and  others  in  the  thirties  and  is  variously  known  as  activated  complex 
theory,  transition  state  theory,  or  the  absolute  reaction  rate  theory.  The  assumption  is  basically  tiiat  the 

reactants  are  in  a  pseudo-equilibrium  with  activated  complexes,  represented  by  the  transition  state  of 
(F27:l).  This  effectively  reduces  the  kinetic  problem  to  a  thermo-dynamic  problem.  This  model  obviously 
has  limitations  but  has  proven  extremely  valuable   and,  in  the  hands  of  experienced  kineticists,  it  provides  a 
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Figure  27.1     Transition  state  or  activated  complex. 

good  deal  of  predictabUity.  The  activated  complex  is  not  susceptible  to  measurement  so  that  its 
thermodynamic  properties  need  to  be  judiciously  estimated.  Tlie  Activated  Complex  Theory  rate  constant 
becomes 

k  =  Kv¥>. 
(27:9) 

where  AT  is  a  transmission  coefficient,  often  put  equal  to  unity,  v  is  the  frequency  with  which  the  activated 
complex  crosses  the  transition  state  to  products,  and  K  is  the  equilibrium  constant  between  reactants  and 
the  transition  state.  It  is  practical  to  factor  the  reaction  coordinate  out  of  the  equilibrium  constant.  Doing 

this  and  setting  K  -  1  leads  to 

kT 

K^
 

(27:10) 

where  K'*'  is  the  equilibrium  constant  without  the  reaction  coordinate  included.  From  thermodynamics,  K'''  = 
e-AG+/RT  ar,(j  ̂ q*  =  AH*-TAS*  so  that  one  can  write 

kT 

k  =  —  exp  (AS*/R)  exp  (-AHj/RT) ii 
(27:11) 

Alternatively,  one  can  consider  the  problem  from  the  point  of  view  of  statistical  mechanics  and  obtain 

k  (T)  =  a: 

kT 

h 

n^ 

^A^B 

exp(-E/RT) (27:12) 

where  the  fi's  are  the  partition  functions  for  the  activated  complex  (minus  the  reaction  coordinate)  and 
the  reactants  A  and  B.  It  appears  from  (27:11)  that  the  pre-exponential  factor  is  associated  with  tite 
entropy  ciiange  required  to  form  the  activated  complex.  This  allows  many  generalizations  and  predictions 

about  pre-exponential  factors  to  be  made. 
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27.2      Categories  of  Reactions 

27.2.1  Unimolecular  Reactions 

One  is  sometimes  concerned  about  reactions  of  1st  order,  e.g., 

A^B  (27:13) 

or 

A^C  +  D  (27:14) 

where  (27:13)  may  be  an  isomerization  for  example,  the  more  common  (27:14)  is  simply  dissociation.  The 
classification  of  (27:14)  as  1st  order,  or  unimolecular,  follows  from  the  kinetic  expression 

d[A]/d=-k[A] .      At  the  molecular  level,  dissociations  are  at  least  binary  processes: 

A  +  M    ̂    A*  +  M  (27:15) 

k-l 

A*    ̂'  C  +  D  (27:16) 

in  which  collisions  are  necessary  to  energize  A  to  a  level  at  which  it  can  dissociate.  At  liigh  pressures,  (i.e., 

where  k.i  [M]  »k2)  colHsions  maintain  an  equilibrium  concentration  of  A*,  which  is  then  independent 
of  [M] ,  and  the  reaction  appears  to  be  1st  order.  At  low  pressure  (k.,  [M]  <k2)  all  unimolecular 
processes  become  bimolecular.  The  Arrhenius  Equation  (27:1)  gives  a  useful  description  of  unimolecular 
processes  and  Activated  Complex  Theory  (ACT)  is  applicable.  It  can  be  predicted  from  ACT  that 

unimolecular  decomposition  reactions  will  have  large  pre-exponential  factors.  Consider,  for  example,  the 
decomposition  of    ethane,  by  way  of  an  activated  complex 

C2H6^C2H6*^2CH3  (27:17) 

It  seems  obvious  that  the  activated  complex  C2H6   ,  will  have  an  increased  C-C  bond  length.  This  will 
lower  the  vibrational  and  rotational  energy  levels  of  C2H6     as  compared  to  C2H6  and  thus  there  is  an 
entropy   increase   in   going  from  C2H6    to  C2H6   .   From   (27:11)  this  clearly   leads   to   increase  in  the 

pre-exponential  factor  over  the  "normal"   IsX  value  (=  6.3  x  10'^  sec''  at  300°K). h 
It  is  generally  true  tliat  the  activation  energy  for  dissociation  is  less  than  the  energy  of  the  bond 

being  broken!  For  example,  the  bond  dissociation  energy  of  O3  is  24.2  kcal/mole  and  the  observed  activation 
energy  is  22.7  kcal/mole. 

27.2.2  Three-Body  Association  Reactions 

The  converse  of  a  dissociation  reaction  is  a  recombination  reaction 

A*+B->AB  (27:18) 



27-6  Reaction  Rates  of  Atmospheric  Constituents 

Recombination  reactions  play  an  important  role  in  atmospheric  chemistry  at  all  altitudes  up  to  the  F-region 
of  the  ionosphere.  Just  as  in  the  case  of  unimolecular  dissociation,  recombination  is  actually  a  process 
whose  order  varies  with  pressure.  At  high  enough  pressure,  the  process  appears  to  be  bimolecular  (27:18), 
just  the  inverse  of  unimolecular  decomposition  (27:14)  at  high  pressure.  However,  for  the  pressure  regions 
of  most  common  application,  recombination  is  in  its  low  pressure  regime  and  follows  termolecular  kinetics, 

A  +  B  +  m'^  AB  +  M  (27:19) 

The  role  of  M  is  obviously  to  carry  away  sufficient  energy  to  leave  A  and  B  bound.  In  most  cases  of 
interest  to  us  (27:19)  is  not  very  chemically  specific  for  M,  i.e.,  we  may  expect  factors  of  3  or  4  variation  in 
rate  constant  as  M  varies  from  O2  to  N2  but  not  order  or  magnitude  variations.  There  are  exceptions  to 
this  in  cases  where  M  is  chemically  reactive  with  A  or  B. 

There  are  exceptions,  principally  radiative  recombination, 

A  +  B^AB  +  ht;  (27:20) 

in  which  the  emitted  photon  plays  the  role  of  third  body.  The  rate  constant  for  (27:20)  is  never  very  large 

however.  This  can  easily  be  seen  to  be  the  case  as  follows.  When  A  and  B  collide  to  form  a  transitory  AB*, 
then  if  a  stabilizing  event  does  not  soon  occur,  A  and  B  (which  may  of  course  be  either  atoms  or 

molecules)  will  fly  apart.  The  lifetime  of  AB*  is  rouglily  that  of  a  vibrational  period,  t~  10"'^  sec.  The 
Hfetime  of  an  allowed  electronic  transition,  on  the  other  hand  is  ~10'*  sec,  so  we  may  roughly  estimate 
the  probability  of  radiative  stabilization  in  a  favorable  case,  to  be  P~10~' ^/10"^~10"^ ,  i.e.  improbable.  One 
prominent  atmospheric  example  of  (27:20)  is 

O  +  NO^NOj+hu  (27:21) 

which  gives  rise  to  the  well  known  atmospheric  airglow.  The  rate  constant  for  (27:21)  is  low  as  expected. 
Wlien  the  recombination  does  not  lead  to  an  electronically  excited  state  which  has  an  allowed  transition  to 
a  lower  state,  then  radiative  recombination  becomes  even  less  hkely.  Allowed  radiative  vibrational  hfetimes 

are  very  long,  the  order  of  milliseconds  or  greater  and  the  radiative  lifetimes  of  vibrationally  excited 
homonuclear  diatomics  are  essentially  infinite.  One  can  estimate  an  order  of  magnitude  rate  constant  for 

kw)  (27:19)  by  assuming  a  very  simple  energy  transfer  model 

A  +  B  -  AB*  (27:22) 

followed  by 

k-l 

AB*  +  M  ̂ ^AB  +  M  (27:23) 

from  which  in  the  low  pressure  limit, 

k^^)  =  k.kz/k.i     or  k.kjr  (27:24) 
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since  tiie  unimolecular  rate  constant  k.i  is  simply  the  reciprocal  lifetime  of  AB*.  Taking  for  kj  and  k2 
simple  gas  kinetic  collision  rate  constants  and  for  t  a  typical  vibrational  lifetime  leads  to 

k(3)s5l0-'°  cmVsecx  10''°  cm^sec  x  10"'^  sec  =«  10""  cm^sec.  (27:25) 

Kinetics  and  thermodynamics  can  be  related  by  equilibrium  considerations.  Any  reaction  must,  obviously, 
proceed  at  the  same  forward  and  reverse  rates  at  equilibrium.  The  ratio  of  forward  to  reverse  rate  constants 

kf/kj.  =  K(T)  is  the  equilibrium  constant  for  the  reaction  and  is  completely  determined  by  thermodynamic 
(or  statistical  mechanical)  considerations,  essentially  the  energy  levels  of  the  molecules  involved  and  the 
temperature.  The  equilibrium  constant  can  be  calculated  from  such  data  (or  may  have  been  measured)  and 

consequently  knowledge  of  either  kr  or  kj.  may  allow  the  calculation  of  the  other  one.  Of  course,  in  the 
case  of  the  inverse  processes  of  dissociation  and  recombination,  it  is  usually  the  case  that  the  processes  are  of 
concern  in  different  temperature  regimes,  for  example,  collisional  dissociation  is  measured  in  shock  tubes 

or  re-entry  wakes,  etc.,  and  recombination  is  measured  in  afterglows  or  in  cool  atmospheres.  Nevertheless, 
utilization  of  (27:25)  has  been  most  valuable  in  kinetics. 

Since,  as  discussed  above  (F27:l),  the  activation  energy  for  recombination  is  related  to  that  for 

dissociation  by  Ej.  =  E^j  —  AEj,  where  AEj  is  the  endothermicity  of  the  dissociation,  and  since  it  is  usually 
found  experimentally  that  \E^\  <  \/SEj\  it  follows  that  the  activation  energy  for  recombination  is  usually 
negative.  This  means  that  the  recombination  rate  constant  increases  with  decreasing  temperature.  This  is 
readily  comprehensible  on  the  basis  of  a  simple  picture.  The  recombination  process  is  an  attempt  to  join 
two  separate  species,  and  it  follows  that  they  will  more  readily  adhere  the  lower  their  relative  kinetic 

energy.  From  a  slightly  more  sophisticated  point  of  view,  the  hfetime  of  the  transient  complex  t(AB*) 
increases  with  decreasing  energy  content,  a  problem  which  is  solved  mathematically  for  grossly  oversimpli- 

fied models.  Typically,  three-body  association  reaction  rate  constants  behave  something  like 

k(3)~k^(T/T^)-'. 

27.2.3  Chain  Reactions  and  Free  Radical  Mechanisms 

It  was  mentioned  above  that  reactions  may  be  complex,  i.e.,  the  reaction  process  may  be  much 
more  involved  than  is  suggested  by  the  stoichiometric  equation.  This  is  often  due  to  free  radical,  chain 
propagating  steps.  An  often  cited  example  is  the  reaction 

H2+Br2^2HBr  (27:26) 

The  rate  of  disappearance  of  H2  (or  Br2)  is  not  given  by  d[H2]/dt  =  k[H2]  [Br2],  but  rather  by 

k[H2]  [Brj]"^  [1  +  k'[HBr]/Br2].  The  similar  reaction  of  H2  with  1 2  on  the  other  hand,  does  follow  the 
simple  rate  law,  at  least  at  low  temperature,  so  that  the  matter  is  not  an  obvious  one  as  to  whether  a  reaction 
will  be  simple  or  complex. 

The  combustion  of  H2  is  similarly  complex  and  involves  free  radical  steps  such  as 

H  +  O2   ̂   OH  +  0  (27:27) 

and 

OH  +  H2   -  H2O  +  H  (27:28) 
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The  overall  oxidation  of  H2  is  controlled  by  the  reactions  of  the  very  reactive  free  radicals  (species  with 
unsatisfied  valences)  0,  H,  and  OH.  A  reactions  such  as  (27:28)  is  called  a  chain  reaction,  one  free  radical 

(OH)  reacting  with  a  reactant  molecule  (H2)  to  produce  a  product  molecule  (H2O)  and  another  free  radical 
(H)  which  further  reacts  (27:27)  to  propagate  the  chain.  Reaction  (27:27)  produces  two  free  radicals  and  is 
called  a  branched  chain  reaction.  It  is  easy  to  see  that  branched  chain  reactions  can  lead  to  explosions  in  a 
manner  similar  to  nuclear  fission  explosions.  Unbranched  chain  reactions  can  also  lead  to  explosion  as  well, 
if  the  system  is  unable  to  dissipate  the  heat  released  by  reaction  so  that  the  temperature  rises.  This  leads, 

in  general,  to  more  rapid  reaction  according  to  (27:1)  and  this  can  be  a  run-away  situation,  giving  rise  to 
thermal  explosions. 

Free  radical  mechanisms  are  of  importance  in  hydrocarbon  oxidation  in  atmospheric  pollution 
situations.  Usually  free  radical  reactions  do  not  have  activation  energies  and  are  often  very  fast,  i.e. 

k~  ICr'"  cm^/sec.  This  is  essentially  a  consequence  of  their  having  unsatisfied  valences  which  can  form 
new  bonds  without  rupturing  old  bonds. 

27.2.4  Ion-Molecule  Reactions 

Binary  exothermic  ion-neutral  reactions  have  a  somewhat  simpler  behavior  than  neutral  reactions. 
Usually  they  do  not  have  activation  energies  and  have  very  little  energy  dependence.  This  is  understandable 

on  the  basis  that  an  ion  and  neutral  are  strongly  attracted  together  by  long  range  charge-induced  dipole 

attractive  forces  (the  potential  is  U  =  e^a/2r'*,  where  a  is  the  neutral  polarizabihty)  so  that  at  the  time  of 
impact  their  relative  velocity  is  sufficient  to  overcome  any  activation  barrier.  Since  ions  are  normally  free 
radicals  the  barriers  would  usually  be  small  anyway.  If  the  neutral  has  a  substantial  dipole  moment,  such  as 

H2O  does,  then  the  long  range  forces  are  even  stronger.  Ion-neutral  reactions  often  have  large  rate 
constants  equal  to  the  collision  rate  constant.  For  non-polar  neutrals,  tliis  leads  to 

Icl  =  27:e  Vo/m  (27:29) 

where  /u  is  the  reduced  mass  of  the  reactants.  This  is  often  called  the  Langevin  rate  constant,  sometimes  the 

Gioumousis  and  Stevenson  rate  constant  and  is  typically  a  number  ~10r'  cm^/sec  for  small  atmospheric 
species.  This  corresponds  to  a  collision  cross  section  for  typical  thermal  velocities  v~10'  cm/sec  of 

(7  =  k/v  =  10"'''  cm^  =  100  A^.  Note  that  kj^  does  not  depend  on  the  reactant  energy. 
Ion-neutral  reactions  may  be  analogous  to  neutral  reactions  in  that  old  bonds  are  broken  and  new 

bonds  are  formed,  e.g. 

O"^  +  N2  ̂   NO"^  +  N  (27:30) 

or  tliey  may  simply  involve  charge-transfer  (an  electron  jump),  e.g. 

Ns"^  +  O2  ̂ Oj"*"  +N2  (27:31) 

There  is  no  essentia!  difference  between  positive  and  negative  ion  reactions  in  these  two  categories.  There  is 

a  kind  of  binary  negative  ion  reaction  whicii  has  no  counterpart  in  positive  ion  reactions,  associative- 
detachment;  e.g. 

Oj'+O^Oj+e  (27:32) 

When  exothermic,  such  reactions  are  almost  invariably  fast,  k~10""'  cm''/sec.  Three-body  ion  association 
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reactions,  like  their  neutral  counterparts,  have  negative  temperature  dependences,  i.e.,  increasing  rate 
constants  with  decreasing  temperature.  Because  of  the  strong  ion-neutral  forces,  association  is  much  more 
general  for  ions  than  for  neutrals.  Any  ion  in  the  troposphere,  for  example,  can  be  expected  to  be  hydrated  to 
a  considerable  degree,  i.e.,  in  the  form  A±(H2  0)n.  The  role  of  such  hydration  in  atmospheric  nucleation 
e.g.  noctilucent  cloud  formation  and  aerosol  formation  is  at  present  somewhat  open. 

27.2.5  Excited  State  Reactions,  Quenching,  Selection  Rules 

The  reaction  of  an  electronically  excited  species  should  be  considered  as  a  separate,  independent, 
and  unrelated  process  rather  than  as  a  simple  modification  of  the  reaction  of  the  ground  state  species.  In 

other  words  there  is  no  necessary  relationship  between  either  the  pre-exponential  factors  or  activation 
energies  in  the  two  cases,  indeed  they  will  almost  certainly  differ.  Vibrational  excitation  on  the  other  hand 

may  or  may  not  lead  to  drastic  changes  in  rate  constant,  little  such  data  is  available.  Reactions  are  known 
in  which  the  rate  constant  can  change  orders  of  magnitude  with  a  small  change  of  vibrational  quantum 
number.  Rotational  relaxation  is  so  rapid  that  it  is  almost  never  out  of  equilibrium  with  translation  and  the 
question  of  selective  excitation  does  not  arise. 

A  new  phenomenon  does  arise  in  the  case  of  excited  states  however,  namely  quenching.  Quenching 
reactions  may  involve  the  conversion  of  electronic  energy  into  translational  or  vibrational,  e.g. 

0(^D)  +  N2  ̂   0(^S)  +  N2  (27:33) 

in  which  case  it  is  not  known  where  the  energy  does  go  although  it  is  a  matter  of  greatest  concern  in  the 
E-region  of  the  ionosphere.  Alternatively,  they  may  involve  chemical  reaction,  e.g., 

N(2d)  +  O2  ̂   NO  +  0  (27:34) 

a  reaction  which  is  apparently  the  long  missing  NO  formation  process  in  the  earth's  ionosphere.  Electronic 
excitation  transfer  may  also  occur,  e.g. 

N02*  +  02  ̂ N02 +O2*  (27:35) 
may  be  of  great  importance  in  urban  atmospheres,  the  NO2*  being  produced  by  visible  light  absorption 
and  the  O2  *  (singlet  oxygen)  being  important  in  the  oxidation  of  hydrocarbons. 

All  of  the  theoretical  discussion  outlined  above  has  implicitly  assumed  adiabatic  reaction  conditions, 
i.e.,  that  the  reactants  and  products  were  connected  by  a  continuous  potential  surface.  The  curve  of 
(F27.1)  may  be  taken  as  a  path  over  the  lowest  barrier  height  on  such  a  multidimensional  surface.  In  some 
cases,  the  ground  states  of  products  and  reactants  are  not  so  connected  and  this  can  present  a  substantial 
hindrance  to  reaction.  For  example  the  dissociation 

CO2  (^ 2)^00(1 2) +  0(3p)  (27:36) 

involves  a  change  in  electronic  configuration,  specifically  the  singlet  reactant  state  goes  to  a  triplet  product 
state.  This  reaction  therefore  violates  what  is  known  as  the  spin  conservation  rule  and  is  anomalously  slow. 
It  also  foUows,  of  course,  that  the  reverse  reaction,  the  association  of  ground  state  0  atoms  and  CO 
molecules  to  produce  CO2  is  anomalously  slow,  a  matter  of  some  significance  in  tiie  atmospiieres  of  Mars 
and  Venus.  Recently,  very  useful  orbital  symmetry  selection  rules  have  been  developed,  mostly  for  organic reactions.  For  example,  the  endothermic  reacfion 

02+N2^2NO  (27:37) 

violates  orbital  symmetry  conservation  and  is  lience  likely  to  be  slow  even  when  sufficient  energy  is supplied. 
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27.3      Specific  Tropospheric  Reactions 

27.3.1  An  Overview 

It  is  not  entirely  appropriate  to  classify  atmospheric  reactions  according  to  altitude  regimes,  i.e., 
tropospheric,  stratospheric,  or  mesospheric,  because  vertical  transport  of  critical  species  between  these 
layers  cannot  be  ignored.  For  example,  the  transport  of  ozone  from  the  stratosphere  to  the  troposphere  is 
important.  Nevertheless,  we  discuss  some  of  the  reactions  primarily  of  tropospheric  concern,  keeping  this 
limitation  in  mind. 

The  photochemistry  of  the  natural  atmosphere  is  exceedingly  complex,  indeed  the  photochemistry 
of  pure  oxygen  systems  in  the  laboratory  is  already  of  such  complexity  that  widespread  research  continues 
in  attempts  to  resolve  unanswered  questions.  Johnston  (1968)  has  given  a  very  detailed  analysis  of  the 
kinetics  of  an  oxygen  system  with  a  comprehensive  and  critical  evaluation  of  available  data  up  to  the  time 

of  his  review.  When  to  the  "natural"  atmosphere  (which  includes  oxygen,  nitrogen,  oxides  of  nitrogen, 
water,  hydrocarbons  and  sulfur  compounds)  one  adds  the  effluents  of  civilization,  the  photochemistry 
becomes  extremely  complex  indeed.  Since  certain  aspects  of  this  photochemistry  manifest  themselves  in 
increasingly  unpleasant  ways,  the  scientific  effort  engaged  in  understanding  (and  solving?)  problems  of 
atmospheric  photochemistry  has  become  substantial.  In  the  broad  perspective  it  must  be  said  that  our 

present  level  of  understanding  of  atmospheric  photochemistry  is  very  limited. 
One  of  the  complicating  features  of  atmospheric  chemistry  is  the  very  small  concentrations  of 

critical  reactants  that  are  involved.  For  example,  the  most  powerful  oxidizer,  atomic  oxygen,  occurs  only 

on  the  order  of  a  few  parts  in  10''*  in  a  typical  polluted  atmosphere.  The  problems  associated  with 
measuring  such  concentrations  are  formidable.  Additionally,  many  reactions  involve  unstable  species  (free 
radicals)  which  are  both  difficult  to  detect  in  the  atmosphere  and  difficult  to  study  in  the  laboratory.  Thus 
many  critical  reaction  rate  constants  remain  unmeasured.  Reactions  are  not  easy  to  carry  out  in  the 

laboratory  at  the  miniscule  concentrations  appropriate  to  the  atmosphere  (because  of  wall  reactions,  etc.) 
and  this  presents  a  serious  problem  since  the  reaction  kinetics  can  alter  between  very  low  and  relatively 
higli  concentrations. 

Table  (T27:l)  is  a  representative  collection  of  typical  tropospheric  compounds.  The  photochemical 
problem  might  be  posed:  What  is  the  relationship  between  these  species  in  the  presence  of  sunlight?  A 
photochemical  pollution  problem  might  be  posed:  If  certain  mixtures  of  hydrocarbons  and  nitrogen  oxides 
are  added  to  this  photochemical  scheme,  what  will  then  happen? 

In  addition  to  gas  phase  reactions,  tropospheric  chemistry  is  influenced  greatly  by  reactions  on 

particle  surfaces,  in  both  natural  and  polluted  atmospheres.  The  eventual  washing  out  of  certain  atmospheric 
species,  e.g.,  sulphates,  plays  an  important  role  in  their  chemical  balance.  The  bible  in  this  field  remains  the 
classic  work  of  Leighton  (1961)  even  though  it  must  be  substantially  augmented  as  a  consequence  of  a 

decade's  progress.  A  comprehensive  compilation  of  quantitative  reaction  rate  data  has  been  prepared  by 
Schofield  (1967). 

27.3.2  Nitrogen  Oxides 

The  most  plentiful  nitrogen  compound  in  the  atmosphere  is  the  relatively  inert  nitrous  oxide,  N2O 
which  is  produced  largely  by  biological  action  in  the  soil.  An  excellent  discussion  of  the  sources  and 
abundances  of  gaseous  atmospheric  pollutants  has  been  prepared  by  Robinson  and  Robbins  (1968). 

McElroy  and  McConnell  (1971)  have  recently  proposed  that  N2O  provides  a  natural  source  of  NO,  via  the 
reaction 

0('d)  +  N20->2NO  (27:38) 

The  source  of  0('  D)  is  the  photolysis  of  ozone, 

O3  +hi;(2900<X<3400A)^O('D)  +  O2  (27:39) 

whicii  produces  0('D)  at  the  rate  of  2.4  x  ICT'   [O3]  sec"'  for  an  overhead  sun  (Levy.  1971a). 
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One  of  the  more  pressing  problems  in  current  pollution  photochemistry  is  how  the  NO  produced  by 
internal  combustion  engines  in  urban  atmospheres  is  oxidized  to  nitrogen  dioxide,  NO2  ■  NO2  is  a  major 
visible  manifestation  of  photochemical  smog,  giving  rise  to  the  brownish  pall  over  cities  like  Los  Angeles, 
Denver,  and  Boulder.  In  rural  areas  the  rapid  oxidation  of  NO  by  O3 

NO  +  03^N02+02  (27:40) 

leads  to  worldwide  ratio  of  NO2/NO  of  about  2:1   (Berry  and  Lehman,   1971).  The  ozone  arises  from 
downward  diffusion   from   the   stratosphere.   In   urban  areas  where  the  morning  NO  concentration  may 

approach  0.1  ppm  or  more  (compared  to  ~  0.2  —  4  ppb  for  rural  areas)  the  ozone  concentration  is  quite 
insufficient  to  account  for  the  observed  rapid,  essentially  complete  conversion  of  NO  to  NO2. 

With  sufficient  NO  concentrations,  the  three-body  reaction 

2NO  +  02^2N02  (27:41) 

will  occur,  however  at  the  low  atmospheric  NO  concentrations  (27:41)  is  negligible. 

The  essence  of  the  NO  ->  NO2  conversion  problem  is  that  the  major  atmospheric  oxidation  source  is 

NO2  +  hu  (A  <  4000  A)  ̂  NO  +  0  (27 :42) 

where  the  photolysis  proceeds  with  unit  efficiency  for  X  <  3600  A  and  to  a  lesser  extent  for  X  <  4000  A. 

It  is  obviously  not  quite  cricket  to  ask  the  NO2  to  provide  the  source  for  its  own  production,  i.e.,  the 
oxidant  to  convert  NO  to  NO2 ! 

Following  Berry  and  Lehman  (1971)  we  shall  give  several  NO  oxidation  schemes  which  have  been 
proposed.  None  of  these  has  yet  been  shown  to  be  sufficient  or  to  be  the  actual  atmospheric  process. 

27.3.2.1    The  Atomic  Oxygen  Mechanism 

The  mechanism  of  NO  oxidation  by  atomic  oxygen  is  indicated  by  the  following  series  of  reactions 

where  R*  indicates  a  hydrocarbon  radical. 

0  +  olefin  or  aromatic  ̂   R-  +  RCO-  (27:43) 

R'  +  Oj^ROj-  (27:44) 

RO2  •  +  RH  ̂   HCO  +  RO  •  (27 :45) 

RO- +O2  +NO->R02-  +  N02  (27:46) 

RC0-  +  02  ̂ RCOa-  (27:47) 
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RCO3  •  +  NO  ̂   RCO2  •  +  NO2  (27 :48) 

RO2  •  +  NO  -*  RO  •  +  NO2  (27 :49) 

RC02-+NO->RCO-+N02  (27:50) 

RC02-  +  02  ̂ RCO'  +  Oa  (27:51) 

This  radical  reaction  chain  repeatedly  converts  NO  to  NO2  while  regenerating  radicals  which  can  continue 

the  chain.  Production  of  O3  in  (27:51)  is  equivalent  to  N0-^N02  conversion  because  of  (27:40).  The 
chain  terminates  by  radical  loss  due  to  radical-radical  recombination,  radical  scavenging  by  NO2  and  less 

important  processes.  There  does  not  seem  to  be  enough  atomic  oxygen  present  to  account  for  NO  -^  NO2 
conversion  by  this  scheme,  however. 

27.3.2.2    Singlet  Oxygen  Mechanisms 

Singlet  oxygen  (i.e.  metastable  excited  oxygen)  can  be  produced  by  excitation  transfer  from  NO2 , 

N02+hi;^N02*  (27:52) 

NO2*  +  O2 ->  O2  (^  Ag)  +  NO2  (27:53) 

Tliis  process  has  recently  been  studied  by  Frankiewicz  and  Berry  (1971)  and  Jones  and  Bayes  (1971). 

Singlet  oxygen  may  also  be  produced  by  excitation  transfer  from  other  species,  e.g.,  SO2*  or  excited  states 

of  hydrocarbons.  Also  the  photolysis  of  ozone  (27:39)  will  lead  to  some  02('A  ). 
Once  it  is  produced,  O2CA  )  (which  is  only  slowly  quenched  by  N2  and  O2,  in  contrast  to  the 

rapid  quenching  of  0('D))  may  then  react  with  olefins  to  give  hydroperoxides: 

O2  (^  AJ  +  -C=C-C-  -*  -C-C=C- 
S  II 

H         O-O-H 

The  hydroperoxides  are  thermally  decomposed  to  free  radicals 

(27:54) 

-C-C=C-  thermal  ,.    ,    ,        „„„  . 
I  1   r^   J  radicals  (e.g.,  RCO-)  (27:55) '  decomposition 
U— O— H 

These  radicals  then  undergo  chain  reactions,  e.g.,  (27:47),  etc.  in  the  same  way  as  the  atomic  oxygen  generated 
radicals. 
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27.3.2.3    The  Hydroxyl  Radical  Chain 

Another  speculative  oxidation  scheme  invokes  OH*  and  H*  radicals.  It  remains  to  be  shown  that  a 
sufficient  source  of  these  radicals  in  fact  exists.  The  reaction  scheme  is: 

H'  +  Oz +M^H02-+M  (27:56) 

HOz'  +  NO^NOj +0H-  (27:57) 

0H-  +  C0^H-+C02  (27:58) 

The    OH*    radicals    also    produce   organic    radicals   in   reaction   with   saturated   as   well    as   unsaturated 
hydrocarbons: 

RH  +  0H*^R-  +  H20  (27:59) 

These  radicals  can  then  contribute  to  NO  oxidation  as  shown  above.  The  catalytic  (i.e.  non-destructive)  role 

of  the  H*  and  OH*  radicals  in  (27:56)  -  (27:58)  is  clearly  displayed.  The  sum  of  these  three  reactions  is 

CO  +  NO  +  O2 ->  NO2  +  CO2  (27:60) 

and  the  scheme  solves  two  outstanding  atmospheric  problems  (if  the  OH*  and  H*  source  turns  out  to  be 
adequate),  the  oxidation  of  NO  and  of  CO. 

27.3.2.4    Hydrocarbon  Oxidation 

Berry  and  Lehman  (1971)  give  the  following  brief  outline  of  the  production  of  the  main  classes  of 
hydrocarbon  oxidation  products  which  are;  aldehydes,  acylketones,  nitrates,  and  peroxyacylnitrates. 

RH  +  O3  ̂   RCO2  *  +  RCHO   )  aldehyde 

)  or  ke 
)  depei 

)  onR 

)    or  ketone  r27-6n 

R2CO    )    depending  ^     '     ' 

RCO,  *  +  NO -*  NO2  +RCO* (27:50) 

RCO2  •  +  NO2  ̂   RCO2NO2  (acylnitrate)  (27:62) 

RCO*  +  02^RC03*  (27:47) 

RCOa*  +  NO2  ̂   RCO3NO2   (peroxyacylnitrate)  (27:63) 
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Reactions  (27:62)  and  (27:63)  are  important  scavenging  reactions  for  NO2 ,  which  along  with  inorganic 
nitrate  formation  accounts  for  most  of  the  NO2  removal. 

The  lowest  member  of  the  peroxyacylnitrate  family,  peroxyacetylnitrate  (PAN)  is  a  strong  eye 

irritant  and  is  considered  to  be  a  major  culprit  in  smog  irritation.  Another  peroxynitrate,  peroxybenzoyl- 
nitrate  (PBN)  has  recently  been  found  to  be  a  much  stronger  eye  irritant  and  may  also  be  important  even 
thougli  present  in  less  concentration.  In  PBN,  R  is  the  benzene  radical. 

Levy  (1971a,b)  has  recently  developed  detailed  reaction  schemes  for  the  normal  (non-polluted) 

troposphere,  commencing  with  0('D)  production  by  ozone  photolysis  (24:39)  and  leading  to  a  substantial 
production  of  formaldehyde  by  way  of 

0(^D)  +  H20^20H-  (27:64) 
for  which  the  rate  constant  is  very  uncertain  at  present.  This  is  critical  since  (27:64)  must  compete  with  very 

fast  quenching  of  0('  D)  by  both  N2  and  O2 .  The  OH's  oxidize  CO  (27:58),  they  destroy  ozone 

OH-+03^H02-  +  02,  (27:65) 

and  they  destroy  methane 

OH-+CH4^CH3-  +  H2  0  (27:66) 

The  CH3  formed  in  (27:66)  rapidly  attaches  to  the  plentiful  O2  to  form  a  methylperoxyl  radical 

CH3-  +  02 +M^CH302-  +  M  (27:67) 

This  radical  oxidizes  NO  to  give  a  methoxy  radical 

CH302-  +  NO->N02 +CH20-  (27:68) 

which  in  turn  reacts  with  O2  to  give  formaldehyde  and  a  hydroperoxyl  radical 

CH30-+02  ^H2C=0  +  H02-  (27:69) 

The  HO2  •  can  react  with  NO  to  regenerate  OH  and  continue  the  chain 

H02- +N0^N02 +0H-  (27:70) 

Levy  computes  that  the  large  formaldehyde  concentration  of  (T27:l),  1.5  x  10'"  molecules/cm^  at  noon, 
will  arise  from  this  cliain. 

27.4      Conclusions 

These  very  brief  and  necessarily  superficial  lectures  should  convey  the  message  that  atmospheric 
photochemistry  is  an  extremely  complex  subject  in  which  only  the  barest  dent  has  been  made.  Certainly  an 
essential  key  in  further  progress  in  this  field  will  depend  on  the  development  of  extremely  sophisticated 
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atmospheric  measuring  techniques  to  monitor  the  trace  constituents  occurring  in  the  various  proposed 
reaction  schemes.  The  vital  role  of  atmospheric  photochemistry  in  our  increasingly  urbanized,  populated, 

and  mechanized  planet  behooves  us  to  make  progress  in  this  field. 

Table  27.1 

Some  Representative  Values  of  Atmospheric  Constituent  Concentrations 

Species Concentration  (molecules/cm^) 

Air    = M 
O2 

H2O 
N2O CH4 

CO 

O3 

NH3 

NO  +  NO2 

HNO3 
HNO2 
NO  3 

N2O5 

H2C=0 HO2 

OH 
CH3O2 

O^P) 

0('D) 

2.5  ( 

;i9) 5      ( 

:i8) 

5      ( 

.17) 50%  relative  humidity 6      ( 

14) 

at  30°C 

3.8  ( 

13) 

3      ( 

12) 

1.2  ( 

:i2) 
1.5  ( 

11) 

3      ( 

:io) 
Rural  area 3      ( 

12) 

Morning  air  of  large  city 1      ( 
,10) 2      ( 

'  8) 

1  ( 

2  ( 

'  7) 

:  6) 1.5  ( 
:io) 5      ( 

:  8) 
5      ( 

:  6) 
1      ( 

:  4) 
3      ( 

:  5) Polluted  air  (Leight  on  1' 2      { :-2) 

These  values  are  largely  from  Levy  (1971),  and  are  only  for  the  purpose  of  orientation.  They  are  in  many  cases 
highly  variable,  often  quite  uncertain,  and  the  Ust  is  not  a  complete  one. 
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List  of  Symbols 

A  pre -exponential  factor 
E  activation  energy 

ju  •  reduced  mass  of  reaction  pair 

R  gas  constant 

Q  describes  the  interaction  at  the 
molecular  level 

A,B,C,D      reactants 

[A]  concentration,  molecules  cm~^ ,  moles 
Uter"' ,  or  parts  per  million 

T  temperature,  Kelvin 

Ej,  reverse  activation  energies 

E^-  forward  activation  energies 

a^  hard  sphere  cross  section 

r  gamma  function 

k  rate  constant 

K  transmission  coefficient 

V  frequency  of  crossing  transition  state, 
electromagnetic  frequency 

K  equilibrium  constant  between  reactants 
and  the  transition  state 

K  equilibrium  constant  without  the  reactant 
coordinate  included 

SI  partition  function  for  the  activated 
complex 

K  in  the  combination  K  -?-,  is  Boltmann's h 

constant,  (K^  =  6.3x10'^  sec"'  at  300  °K) T  lifetime  of  a  quantum  state 

k.i  unimolecular  rate  constant 

k  1  ,k2  gas  kinetic  collision  rate  constants 

A  Ej  endothermicity  of  dissociation 

a  neutral  polarizability 



Chapter  28    DATA  GATHERING  AND  PROCESSING  ASPECTS  OF 
REMOTE  TROPOSPHERIC  SENSING  SYSTEMS 
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Remote  tropospheric  sensing  systems  are  becoming  of  increasing  importance  because  of  the 
urgent  need  for  environmental  preservation.  Effective  tropospheric  sensing  requires  elaborate 
data  gathering  and  processing  systems.  Communication  systems  suitable  for  data  gathering 
networks  are  discussed  with  particular  attention  given  to  the  system  complexity  required  for  an 
adequate  sensing  system.  Data  storage  and  processing  are  also  discussed  in  general  terms;  and 
recommendations  are  made  concerning  the  form  of  information  carrying  signals  that  are  the 

most  desirable  from  the  point  of  view  of  ease  of  transmission,  storage,  and  processing  of 
information.  Finally,  it  is  observed  that  remote  tropospheric  sensing  will  require  radio  spectrum 
allocations,  probably  eventually,  in  such  quantity  as  to  require  discontinuance  of  some  current 

spectrum  uses. 

28.0  Introduction 

Remote  sensing  systems  for  monitoring  the  troposphere  have  become  a  topic  of  great  interest 
recently  because  of  increasing  efforts  being  made  to  control  atmospheric  pollution.  This  trend  is  likely  to 
increase  in  the  foreseeable  future. 

The  overall  problem  of  remote  sensing  of  the  troposphere  may  be  considered  to  consist  of  several 
parts,  sensor  design,  storage  and  processing  of  sensor  output  signals  at  sensor  locations,  transmission  of  data 
from  sensors  to  data  centers,  storage  and  processing  of  information  at  data  centers,  transmission  of 
information  between  data  centers  and  dissemination  of  data  produced  by  the  remote  sensing  system. 

Sensor  design  is  a  topic  broad  in  scope  and  under  widespread  investigation  at  the  present  time. 
There  are  various  types  of  sensors  for  monitoring  the  various  characteristics  of  the  troposphere.  Some  of 
these  are  discussed  in  other  lectures  of  this  series.  This  discussion,  however,  will  be  limited  to  consideration 

of  selected  aspects  of  storage,  processing,  and  transmission  of  information  in  remote  sensing  systems.  The 
sensor  will  simply  be  regarded  as  an  information  source  characterized  by  the  rate  at  which  it  generates 
information. 

28.1  Data  gathering  systems 

Tropospheric  remote  sensing  systems  may  be  of  various  sizes  depending  upon  their  location  and  the 
specific  objectives  of  the  system.  The  smallest  systems  to  be  considered  here  consist  of  a  set  of  sensors  and 
a  data  gathering  system  to  transmit  information  from  the  sensors  to  a  central  data  storage  and  processing 
facility  at  which  the  data  is  analyzed  and  the  results  of  the  analysis  are  made  avaUable.  Such  a  system  may 
be  designed  for  a  city  or  part  of  a  city  or  perhaps  a  single  industrial  complex.  On  the  other  hand  it  could 
be  designed  for  an  area  larger  than  a  city.  Such  a  system  will  be  called  a  local  system. 

A  number  of  local  systems  can  be  combined  into  a  regional  system  by  providing  data  commun- 
ication facilities  among  the  data  centers  of  the  various  local  systems.  One  of  these  centers  can  also  serve  as 

a  regional  data  center. 

A  regional  tropospheric  sensing  system  may  include  a  group  of  cities,  or  perhaps  a  state,  or  a 
section  of  a  country. 

A  group  of  regional  tropospheric  sensing  systems  can  be  connected  together  witli  data  communica- 
tion facilities  into  a  larger  tropospheric  sensing  system.  This  may  be  of  such  size  as  to  include  an  entire 

country  or  even  a  continent  or  an  ocean.  Again,  in  this  case,  one  of  the  regional  data  centers  can  become 
the  data  center  for  the  entire  national,  continental,  or  oceanic  tropospheric  sensing  system. 

Finally  these  national,  continental,  or  oceanic  tropospheric  sensing  systems  can  be  organized  into  a 
world  wide  system  with  facilities  for  transmission  of  information  between  data  centers  all  over  the  world. 

Nothing  has  been  said  yet  about  the  positioning  of  the  sensors.  In  the  simplest  system  for 
monitoring  the  tropospheric  over  land,  near  the  surface  of  the  earth,  the  sensors  can  be  mounted  on 
ground  based  structures  and  the  communication  links  can  be  wires  or  radio  links.  If  it  is  necessary  to  have 

sensors  above  the  surface  of  the  earth,  towers  could  be  used  for  small  heights.  For  large  heights  balloons, 
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aircraft,  rockets,  or  satellites  could  be  used.  In  this  case  radio  communication  links  must  be  used.  The  need 

for  a  communication  link  could  be  avoided  in  some  cases  by  recording  data  at  the  sensor  and  transporting 
the  recorded  data  to  the  data  center.  This  has  been  done  in  the  case  of  sensors  mounted  in  aircraft  or 
rockets. 

Sensing  systems  over  oceans  generally  must  make  greater  use  of  radio  communication  links  than 
those  over  land.  Those  close  to  land  could  transmit  information  directly  from  the  sensors  to  a  data  center 

on  land.  Sensing  systems  remote  from  land,  present  a  more  difficult  problem.  One  solution  is  the  use  of  a 
ship  to  serve  as  a  data  gathering  center.  Information  could  then  be  processed  on  the  ship  or  it  could  be 
transmitted    using   a    radio   link    to   a   data  center  on  land.  This  transmission  could  be   by   way   of  a 
communication  satellite.  Alternatively,  a  satellite  could  be  used  as  a  data  gathering  center.  The  information 
would  then  be  transmitted  from  the  satellite  to  a  data  center  probably  on  land. 

The  spacing  of  the  sensors  in  a  sensing  network  is  dependent  upon  the  accuracy  desired  in  the 
spacial  distribution  of  the  particular  characteristic  of  the  atmosphere  that  is  being  measured.  Optimal 
spacing  can  be  determined  from  the  rates  of  spacial  variation  in  the  quantities  being  measured  and  from 
sampling  theory  (see  App.  A).  The  complexity  of  the  data  gathering  network  as  a  function  of  sensor 
spacing  will  be  treated  in  the  following  paragraphs. 

The  basic  building  block  of  tropospheric  remote  sensing  systems  is  the  local  system.  It  will  be 
treated  in  greater  detaO  here  because  larger  systems  simply  consist  of  local  systems  connected  together 
using  conventional  data  communication  systems  and  data  processing  systems. 

Consider  a  local  tropospheric  remote  sensing  system  designed  to  monitor  the  troposphere  over  an 
area  perhaps  the  size  of  a  city.  The  system  will  consist  of  a  number  say,  N,  of  sensors  at  selected  locations 
which  will  monitor  one  or  more  characteristics  of  the  troposphere  and  will  supply  output  signals  which 

may  be  stored  temporarily  and  may  receive  preliminary  processing  at  the  monitor  site.  However,  these 
signals  must  then  be  transmitted  to  a  data  center. 

The  sensor  may  be  of  a  type  that  generates  a  continuous  signal  characterizing  a  particular  property 
of  the  troposphere  (temperature  for  example).  Furthermore  this  continuous  signal  may  be  continuously 
transmitted  to  the  data  center  or,  alternatively,  it  may  simply  be  sampled  periodically  with  sample  values 
being  sent  to  the  data  center  (For  example  a  continuous  record  of  temperature  is  probably  not  necessary;  a 
reading  every  several  minutes  is  probably  sufficient).  On  the  other  hand  the  sensor  may  be  of  a  cyclic  type 
that  goes  through  a  series  of  operations  and  supplies  an  output  consisting  of  a  sequence  of  numbers  at  the 
end  of  the  cycle  (for  example  a  spectrometer).  In  still  another  case  the  sensor  may  make  several  different 
types  of  measurements  simultaneously. 

It  is  apparent  that  the  communication  system  may  have  to  continuously  transmit  a  single  data  signal 
or  it  may  have  to  periodically  transmit  a  single  signal  or  it  may  have  to  periodically  transmit  a  sequence  of 
numbers  or  signals.  The  communication  system  must  be  adaptable  to  any  of  these  possibilities. 
Furthermore  to  provide  flexibility  in  the  use  of  the  tropospheric  sensing  system  it  is  desirable,  in  many 
cases,  to  make  provisions  for  control  of  the  mode  by  which  information  is  transmitted  from  the  sensor  to 
the  data  center  by  signals  from  the  data  center  to  the  sensor  location.  To  do  this,  the  communication 

system  must  be  capable  of  transmitting  information  in  both  directions  (most  communication  systems  are 

readily  adaptable  to  two-way  communication;  so  this  is  a  minor  additional  requirement).  It  is  also  necessary 
to  have  circuitry  at  the  sensor  which  decodes  signals  from  the  data  center  and  controls  the  mode  of  data 
transmission  accordingly.  The  sensor  in  this  case  functions  as  a  transponder.  This  mode  control  could  allow 

for  such  things  as  a  change  in  the  sampling  rate,  for  disabling  some  of  the  functions  of  the  sensor,  for  a 
change  in  the  sensitivity  of  the  measurement  process,  etc. 

A  diagram  of  a  local  tropospheric  sensing  system  is  shown  in  (F28.1).  The  area  to  be  monitored  will 
be  denoted  A.  Area  A  is  shown  to  be  divided  into  N  cells  (49  in  this  case).  Each  cell  is  monitored  by  a 

single  sensor.  The  area  of  a  cell  is  a  =  A/N;  and  in  the  design  of  the  system  it  is  assumed  that  a  single 
sensor  can  adequately  monitor  area  a.  In  (F28.1)  the  boundaries  between  individual  cells  are  sketched;  it 
must  be  realized,  however,  that  there  can  be  no  clear  cut  boundary  line  between  cells.  Sensors  in  most 
cases  are  more  sensitive  to  areas  closer  to  the  sensor  than  to  more  remote  areas.  Thus  the  sensor  output  is 
effectively  a  weighted  average  over  the  approximate  area  sketched  as  its  cell  in  (F28.1). 

Each  sensor  must  be  connected  to  the  data  center  by  a  communication  link.  The  amount  of 
information  transmission  capability  required  depends  upon  the  geometric  configuration  of  the  transmission 
facility  and  upon  the  amount  of  information  that  must  be  transmitted  by  each  sensor  to  the  data  center.  It 
is  customary  to  measure  the  rate  of  information  transmition  in  bits  per  second.  One  bit  of  information  can 
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Figure  28.1    A  local  tropospheric  monitoring  system. 

be  represented  by  one  binary  digit  if  the  information  is  perfectly  encoded.  Under  these  conditions  the  rate 
of  transmission  of  information  will  be  equal  to  the  rate  of  binary  digits  representing  that  information.  On 
the  other  hand  with  nonperfect  encoding  the  binary  digit  rate  is  greater  than  the  information  rate.  The 
extra  digits  will  be  redundant.  Sometimes  redundant  digits  are  purposely  added  to  data  for  error  control 
purposes.  Sometimes  they  exist  in  the  output  of  sensors,  and  it  is  simply  not  worthwhile  to  recede  the 
information  so  as  to  eliminate  them.  In  any  case  the  communication  system  must  be  designed  to  handle  all 
of  the  binary  digits  (redundant  or  not). 

In  the  present  discussion  let  the  output  of  the  N  sensors  have  data  rates  denoted  by  Dj, 

i=l,2,  ...,  N  binary  digits  per  second,  average.  The  units  of  measurement  for  these  data  rates  will 
hereafter  be  referred  to  as  bits  per  sec.  even  though  the  encoding  may  not  be  perfect.  That  is  these 
information  rate  figures  are  inflated  by  inclusion  of  any  redundant  digits. 

It  should  be  noted  that  the  data  rates  are  specified  to  be  average.  If  the  sensor  output  data  rate  is 

not  uniform  then  buffer  memories  may  be  used  to  allow  for  transmission  of  the  data  without  having  excess 
capacity  in  the  transmission  system.  If  buffers  are  not  available  then  the  data  rate  specified  for  a  sensor  is 
the  highest  data  rate  that  may  occur. 

The  transmission  capacity  of  communication  links  will  be  measured  in  ion-bits  per  second  which  is 
the  capacity  required  to  transmit  one  bit  per  second  a  distance  of  one  kilometer.  The  total  transmission 
capacityt  required  for  the  system  shown  in  (F28.1)  is 

Djd. 

(28:1) 

N 
T  =  2 

i=l 

where  dj  is  the  distance  along  the  transmission  path  from  sensor  i  to  the  data  center.  In  order  to  minimize 
the  cost  of  the  communication  system,  the  data  center  should  be  placed  so  as  to  minimize  T. 

To  gain  insight  into  the  amount  transmission  capacity  needed  assume  all  sensors  have  the  same 

output  data  rate,  D.  The  minimal  value  of  T  results  from  the  use  of  straight  line  transmission  paths  from 
each  of  the  sensors  to  the  data  center  and  from  locating  the  data  center  in  the  position  which  will 
minimize  T.  This  results  in  (see  Appendix  B) 

T.i„  =  |N{ArD  =  |N-(irD    ; 
(28:2) 

it  is  assumed  in  this  analysis  that  the  number,  N,  of  sensors  is  not  too  small  although  the  result  is  within  a 
few  percent  down  to  only  six  or  so  sensors. 

fThe  term  channel  capacity  is  avoided  here  since  it  pertains  specifically  to  the  rate  at  which  data  is  transmitted  without  any 
regard  for  the  distance  it  is  transmitted.  Transmission  capacity  is  felt  to  be  a  more  meaningful  quantity  in  this  case  because 
it  can  be  related  to  the  cost  of  the  communication  system. 
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This  system  however  involves  a  total  length  of  the  data  transmission  system  (transmission  Une,  radio 
link,  or  whatever  type  of  communication  system  is  used)  that  is 

3  TT 3 

■n 

(28:3) 

This  may  be  excessive  because  with  many  data  transmission  systems  it  is  less  expensive  to  use  a  smaller 
total  length  of  transmission  equipment  and  a  greater  data  (binary  digit)  rate  over  that  shorter  distance.  This 
can  be  done  using  a  system  such  as  shown  in  (F28.2).  It  is  shown  in  Appendix  C  that  for  this 
configuration  of  transmission  facilities  the  transmission  capacity,  T,  is,  assuming  as  before  that  the  average 
data  rate  for  each  sensor  is  D, 

T  - 

D D 
(28:4) 

and  the  total  length  of  the  transmission  system  is 

L  =  (NA)' 

Na' 

(28:5) 

Two  data  transmission  systems  have  been  presented.  The  question  arises  as  to  which  should  be  used. 
There  is  no  clear  cut  answer  to  this  question.  The  answer  depends  upon  the  type  of  information 
transmission  system  used.  If  the  cost  of  the  information  transmission  system  is  a  linear  function  of  the 

transmission  capacity  in  km-bits/second  then  the  configuration  shown  in  (F28.1)  is  preferable  because  it 
minimizes  the  transmission  capacity.  However  for  many  communication  systems  the  length  of  the  system 

has  the  primary  influence  on  the  cost.  The  channel  capacity,  that  is  the  number  of  bits  per  second  it  will 

handle,  has  only  a  secondary  influence.  This  is  true,  for  example,  in  the  case  of  a  telephone  system  utilizing 

open  wire  or  cable  transmission  facilities.  The  cost  of  construction  of  wire  lines  or  cables  (on  poles  or  in 
underground  trenches)  will  be  substantial,  but  additional  channel  capacity  can  be  achieved  relatively 

inexpensively  by  simply  adding  additional  wire  pairs  or  adding  multiplexing  equipment.  The  open  wire  or 
cable  transmission  facility  is  perhaps  the  most  clear  cut  example,  but  the  same  may  be  true  for  radio 
information  transmission  systems  also. 

If  such  a  communication  system  is  to  be  used  then  the  configuration  of  the  type  shown  in  (F28.2) 
may  be  preferable.  In  (F28.2)  the  transmission  facility  (telephone  lines  for  example)  is  long  enough  to  link 
all  of  the  sensors  together.  It  is  not  intended  to  imply  here  that  the  transmission  facility  routing  in  (F28.2) 
gives  the  absolute  minimum  length  because  this  depends  on  the  shape  of  area  A  and  other  factors  not 
considered  in  detail  here.  However  it  does  give  approximately  the  minimum  length;  and  any  improvement 
in  routing  would  result  in  expressions  T  and  L  that  depend  upon  a  and  N  in  nearly  the  same  way. 

tl^ZZZZZ 
data  center 

data  flows  horrizontally 

to  the  vertical  centerline 

and  then  vertically  to 

the  data  center 

Figure  28.2    Sketch  of  a  local  data  gathering  network  designed  so  as  to  avoid  excessive  transmission  system 
length. 
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Comparison  in  the  routing  in  (F28.1)  and  (F28.2)  shows  that  the  transmission  capacity  in  the  two 
cases  depends  upon  N,  a,  and  D  in  the  same  way  but  the  constants  in  the  expressions  are  such  that,  for  the 
routing  of  (F28.2)  T  is  less  (approximately  25%)  than  for  the  case  of  the  routing  of  (F28.2).  However  the 
length  of  the  transmission  facility  in  the  two  cases  depends  upon  N  in  a  different  manner.  In  the  case  of 

the  routing  of  (F28.1)  the  length  is  proportional  to  N^ '^  while  the  routing  in  (F28.2)  is  such  that  the 
length  is  a  linear  function  of  N.  This  may  make  the  routing  of  (F28.2)  preferable  depending  upon  the 
communication  system  costs. 

It  has  been  suggested  that  large  tropospheric  sensing  systems  probably  will  be  organized  into  several 
levels:  the  local  level,  the  regional  level,  the  national  level,  etc.  because  of  legislative,  judicial  and  other 
structures  that  make  use  of  the  data  output  of  the  sensing  system.  The  question  arises  whether  there  is  an 
optimum  size  for  local  remote  sensing  systems  based  upon  the  cost  of  the  data  gathering  system.  This  can 
be  studied  by  reference  to  the  system  shown  in  (F28.3).  The  entire  figure  represents  a  regional  system 
made  up  of  a  number  of  local  systems.  Assume  that  the  local  systems  are  all  the  same  size  and  consist  of  N 
sensors  each  producing  data  at  the  rate  of  D  bits  per  second  average.  Let  the  total  number  of  sensors  in  the 
entire  regional  system  be  Ni  then  the  number  of  local  systems  in  the  regional  system  is  Nj/N.  The 
transmission  capacity  required  for  a  single  local  system  (assuming  communication  links  in  the  configuration 
shown  in  (F28.2)  is 

^  N^'^a^^D. (28:6) 

Since  there  are  Ni/N  local  systems,  the  total  transmission  capacity  within  all  local  systems  is 

(N,/2)N' 

(28:7) 

local  systems 

^ 

Figure  28.3   A  regional  sensing  system  consisting  ofNi/N  local  sensing  systems. 

The  transmission  link  configuration  for  the  regional  system  will  be  assumed  to  be  of  the  same  type  as  the 
configuration  of  the  local  systems.  Since  there  are  N,/N  data  sources  (local  systems)  of  the  size  (Na)'  '^  on 
each  side  each  producing  data  at  an  average  rate  ND,  the  regional  communication  links  (connecting  the 
local  data  centers  to  the  regional  data  center)  requires  a  transmission  capacity 

^  (N,/N)3'^(Na)"^ND  =  1  N. 
3/2/-^I„^l/2^I^>   -    •    m    3/2  ̂ i''iQ (28:8) 

The  total  transmission  capacity,  T^,  required  in  the  regional  system  is 

2  2  2 (N"^  +  N,"^) 
(28:9) 



28-6  Remote  Tropospheric  Sensing  Systems 

It  is  seen  from  this  expression  that  the  total  transmission  capacity  is  minimum  for  N  =  1  that  is  for  the 
case  in  which  there  is  no  local  system  but  in  which  each  sensor  is  connected  directly  to  the  regional  center. 
This  line  of  reasoning  suggests  that  there  should  be  only  one  level  for  the  world  wide  sensing  system.  It 
may  be  asked  then  why  several  levels  were  suggested.  The  answer  is  although  a  world  wide  system  with 
each  sensor  connected  to  a  single  data  center  would  require  the  least  transmission  capacity  it  would  not  be 

practical  because  of  several  factors.  The  most  important  factor  is  the  fact  that  the  data  obtained  from 
sensing  systems  is  needed  on  the  various  levels  suggested  before  (local,  regional,  national,  etc.).  Another 
important  reason  is  concerned  with  the  manner  with  which  sensing  systems  will  be  built  up  and  expanded. 
They  will  be  built  first  for  local  areas  where  the  need  is  the  greatest  and  only  later  will  these  local  sensing 
systems  be  organized  into  regional  and  larger  systems. 

Another  possibility  that  should  be  mentioned  is  that  of  leasing  a  communication  facility.  This  often 
may  be  the  preferred  procedure.  In  that  case  the  above  cost  analysis  is  still  useful  because  leasing  costs 

should  be  proportional  to  the  cost  expressions  given  above. 

Communication  systems  for  the  transmission  of  information  in  local  tropospheric  sensing  systems 
have  been  discussed  in  some  detail.  These  communication  systems  are  somewhat  unique  because  the 
communication  needs  are  somewhat  unusual.  The  needs  are  for  a  low  rate  of  transmission  continuously  or 
at  regular  intervals  from  a  large  number  of  sensors.  Communication  between  local  data  centers  and  between 
local  data  centers  and  regional  centers,  on  the  other  hand,  is  a  simpler  problem  because  such  data 
communication  is  more  conventional  and  conventional  data  commercially  available  communication  chaimels 
can  be  used.  For  this  reason  nothing  more  will  be  said  here  about  data  communication  systems  between 
data  centers. 

One  further  aspect  of  information  transmission  systems  concerns  radio  transmission.  If  the  system 
uses  radio  information  transmission  systems  then  it  is  necessary  to  have  frequency  assignments  as  necessary 

for  the  transmitters.  Since  some  systems  will  require  radio  communication  links  and  since  the  frequency 
spectrum  is  overcrowded,  consideration  should  be  given  early  to  obtaining  the  necessary  frequency 

assignments.  The  assignments  needed  for  tropospheric  sensing  throughout  the  world  are  likely  to  be  great, 
so  great  in  fact  that  it  may  be  necessary  to  use  assignments  presently  used  for  other  purposes.  It  may  take 
much  time  to  obtain  the  necessary  assignments  for  world  wide  tropospheric  remote  sensing;  so  it  would  be 
wise  to  initiate  the  efforts  soon. 

Another  need  for  frequency  assignments  is  for  use  by  sensors  which  use  transmission  of 

electromagnetic  radiation  in  the  performance  of  the  monitoring  activity.  Frequency  assignments  must  be 
obtained  for  these  also. 

28.2      Data  analysis 

The  output  of  a  tropospheric  sensor  is  a  random  signal  owing  to  the  randomness  of  the 
characteristics  of  the  troposphere.  In  other  words  the  output  of  a  sensor  is  a  sample  function  of  a  random 

process.  The  objective  of  tropospheric  sensing  is  the  characterization  of  this  random  process  which  in  turn 
is  a  partial  characterization  of  the  troposphere.  Random  processes  and  the  determination  of  their 

characteristics  is  discussed  in  Appendix  D. 
The  output  of  a  tropospheric  sensor  may  require  little  or  no  processing  before  transmission  to  the 

data  center  or  it  may  require  substantial  processing.  Actually  the  system  designer  has  considerable  choice  in 
the  matter  because  the  processing  can  be  done  at  the  sensor  or  at  the  data  center.  However  for  some  types 
of  sensors  and  for  locations  at  which  there  are  several  sensors  some  data  processing  is  almost  essential  to 
put  the  signal  into  proper  form  for  transmission  to  the  data  center. 

Before  signal  conditioning  and  processing  are  discussed  further  something  should  be  said  about  types 

of  signals.  In  general,  signals  are  of  two  types,  analog  and  digital.  Most  sensors  produce  analog  output 
signals.  Such  signals  are  easily  handled  by  communication  systems.  It  may  seem  logical  then  to  simply 
transmit  analog  output  signals  to  the  data  center.  However  further  thought  on  the  subject  indicates  this 
may  not  be  wise.  It  may  be  necessary  to  store  the  signals  at  the  data  center  indefinitely  and  it  may  be 
necessary  to  be  able  to  recall  the  signals  quickly  in  a  form  suitable  for  processing  on  a  digital  computer.  It 
will  also  often  be  necessary  to  store  signals  temporarily  at  sensor  locations.  These  requirements  are  more 
easily  met  by  digital  storage.  Digital  storage  of  information  has  additional  advantages  concerned  with  error 
control  during  transmission  of  infomiation,  adaptability  of  stored  data  to  various  processing  systems  and 
procedures,  ease   with   which   monitoring  procedures  can  be   modified,   the   simplicity   and  wide  spread 
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availability  of  digital  storage  devices,  and  the  simplicity  of  standardization  of  data  formats  from  different 
types  of  sensors.  For  these  reasons  it  is  strongly  recommended  that  sensors  be  designed  to  have  digital 
outputs.  If  sensors  characteristically  have  analog  outputs  then  analog  to  digital  converters  could  be  added 
to  the  circuits  to  change  the  outputs  to  digital  form  by  a  sampling  process.  Sampling  theory  is  discussed  in 

Appendix  A. 
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Appendix  A  —  Sampling  Theory 

An  analog  signal  such  as  f(t)  shown  in  (F28A.1)  has  a  finite  information  rate  provided  it  has  no 
power  above  a  certain  upper  limiting  frequency,  that  is  if  it  is  band  limited.  If  this  is  true  then  all  of  the 
information  the  signal  possesses  can  be  determined  from  the  values  of  the  amplitude  of  the  signal  at  a 
regularly  spaced  set  of  points  on  the  time  scale.  The  spacing  of  the  points  must  be  such  that  there  are  at 

least  two  points  (average)  during  each  cycle  for  the  upper  limiting  frequency  at  which  power  is  present  in 
the  signal.  The  determination  of  the  amplitudes  at  these  points  is  called  sampling  and  the  individual 
numbers  representing  these  amplitudes  are  called  samples.  The  sampled  version  of  the  signal  of  (F28A.1)  is 

shown  in  (F28A.2).  The  pulses  representing  the  samples  need  have  only  infinitesimal  width;  in  practical 
samphng,  of  course,  small  but  finite  width  is  used.  The  sampling  theorem  implies  that  the  information  in 

.(F28A.2)  is  sufficient  to  exactly  recover  the  entire  signal  of  (F28A.1).  In  fact  all  that  is  required  is  to  pass 
the  signal  of  (F28A.2)  through  a  low  pass  filter  and  the  output  will  be  proportional  to  the  signal  of 
(F28A.1).  Sampling  is  useful  because  a  sampled  signal  has  much  unused  space  on  the  time  scale  between 
samples.  It  is  possible  to  use  this  space  for  other  signals. 

time 

Figure  28  A.  1    An  analog  signal. 

'^'^^^^^^'^TmnF^ 
Figure  28A.2    Sampled  version  of  the  signal  of(F28A.l). 
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In  the  case  of  a  narrow  band  signal  another  version  of  the  sampling  theorem  is  useful.  If  the  signal 

has  power  only  in  the  band  of  frequencies  from  f™— B  to  f  then  the  sampling  rate  must  be  2f  /k  where 
k  is  the  largest  integer  not  exceeding  f™/B.  The  number  of  samples  then  is  between  28  and  48  approaching 
2B  for  narrowband  signals  having  a  bandwidth  small  compared  with  the  center  frequency  of  the  band 
(Hancock,  1961).  Actually  a  sampling  rate  of  28  is  always  adequate  if  the  signal  is  first  shifted  down  to 
the  band  from  0  to  8. 

The  sampling  of  a  signal  may  be  thought  of  as  the  multiplication  of  the  signal  by  a  sampling 
function.  A  sampling  function  is  shown  in  (F28A.3).  The  pulse  width  and  height  are  related  so  that  the 

product  is  unity,  but  this  is  not  a  restriction  since  a  multiplicative  constant  will  be  allowed  which  permits 
any  relationship  between  the  height  and  duration.  When  a  signal,  x(t)  is  multiplied  by  a  sampling  function 
the  result  is  as  shown  in  (F28A.4).  This  may  be  called  a  shaped  top  sampled  signal. 

>d 

1 . 

4 •    T  -*- 

Figure  28A.3    Sampling  functions. 

.^-^ 

Figure  28 A. 4    Shaped  top  sampled  signal. 

If  this  sampled  signal  is  transmitted  over  a  communication  system  that  preserves  the  shape  of  the 
tops  of  the  pulses  then  the  signal  x(t)  can  be  recovered  to  any  desired  degree  of  accuracy  from  the  sampled 

signal  provided  that  there  is  no  power  in  the  signal  above  the  frequency  f  (Stein  and  Jones,  1969). 
Preservation  of  the  shape  of  the  tops  of  the  pulses  requires  an  analog  communication  system.  It  is  often 
inconvenient  to  have  to  preserve  the  shapes  of  the  tops  of  the  pulses.  The  importance  of  such  shape 
preservation  can  be  diminished  by  reducing  the  pulse  duration. 

In  the  limit  as  d-»-0  this  produces  a  sampling  function  consisting  of  a  series  of  impulses  and  the 
sampled  signal  consists  of  a  sequence  of  impulses  of  strength,  at  each  sampling  point,  equal  to  the  signal 
amplitude  at  that  point.  This  mathematical  idealization  is  called  ideal  sampling.  Impulses  cannot  be  handled 
by  communication  systems,  but  the  sequence  of  impulses  can  be  represented  by  a  sequence  of  flat  topped 
pulses  each  pulse  having  a  height  proportional  to  the  strength  of  the  impulse  it  represents.  Such  a  sequence 
of  flat  topped  pulses  can  be  handled  more  simply  than  shaped  topped  pulses  by  a  communication  system. 
The  fact  that  the  pulse  is  of  finite  width  rather  than  being  an  impulse  causes  some  distortion  in  the  signal 
recovery  circuitry  called  aperture  effect;  however,  this  distortion  can  be  completely  eliminated  by  the  use 
of  a  suitably  designed  equalization  filter  (Carlson,  1968). 

The  sequence  of  flat  topped  pulses  can  be  handled  by  analog  or  digital  communication  systems.  If  a 
digital  communication  system  is  used  the  pulse  height  will  be  quantized.  This  amounts  to  changing  each 

pulse  height  to  the  nearest  one  of  the  quantized  levels.  These  quantized  pulses  can  then  be  handled  by 

some  sort  of  pulse  modulation  scheme,  PCM,  for  example 
The  quantization  process,  since  it  alters  the  pulse  heights,  distorts  the  signal.  This  distortion  is  called 

quantization  noise;  the  extent  to  which  quantization  noise  degrades  the  signal  is  discussed  below. 
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Suppose  a  signal  ranging  in  amplitude  from  -Vj^/2  to  V^/2  and  is  quantized  into  n  steps  of 

magnitude,  s,  as  shown  in  (F28A.5).  The  input  to  the  quantizer  is  Vj  and  the  output  is  Vq.  The  operation 
of  the  quantizer  may  be  described  as  follows.  If 

(j_l)l<Vj<(j+l)| (A:l) 

then  Vq  =  js  where  j  is  an  integer 

ltd  <i<  5il 

2        ■■  2 
(A:2) 

V: 

3S 

2S 

-3S       -2S 

-2S- 

-3S- 

2S         3S 

Figure  28A.5    Characteristic  of  a  seven  level  quantizer. 

and  it  is  assumed  that  n  is  an  odd  integer.  It  is  apparent  that  Vj  and  Vq  can  differ  at  most  by  the 

magnitude  s/2.  This  difference  V^  =  Vj  -  Dq  is  called  quantization  noise  and  it  effects  the  signal  in  the 
same  way  as  additive  random  noise  (Stein  and  Jones,  1967);  but  it  is  not  like  gaussian  noise  because  it  is 

peak  limited.  If  the  statistics  of  the  input  voltage  are  such  that  the  quantization  noise  amplitude  (Vq)  is 
uniformly  distributed  in  the  range 

-  <  V^ 

2  q 

<1 

then  it  has  a  mean  square  of 

V2   =  - q       12 

(A:3) 

(A:4) 

The  effect  of  quantization  noise  on  the  signal  can  be  expressed  in  temis  of  a  signal  to  noise  ratio  (SNR).  In 
order  to  determine  the  signal  to  noise  ratio  some  assumptions  must  be  made  concerning  the  amplitude 

distribution  of  Vj.  If  Vj  is  uniform  in  the  interval 

<v.<-ai- 

'         2 

(A:5) 
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then  the  mean  square  of  Vj  is  approximately 

but  V     =  ns,  so 

V?  =       m  (A:6) 
I  12 

V?  =  il-^  (A:7) 
12 

and  the  quantization  signal  to  noise  ratio  is 

SNR  =  '^'  (^)->  =  n^  (A:8) 

If  the  amplitude  distribution  of  the  input  signal  is  not  uniform  the  result  can  vary  somewhat  from  n^ ;  but 
this  gives  a  reasonably  good  estimate  of  the  degrading  effect  of  quantization.  Another  characterization  of 

quantization  noise  is  in  terms  of  the  RMS  (root  mean  square)  error  amplitude  as  a  proportion  of  the  RMS 
signal  amplitude,  this  is 

(^2Y/2j(^y/2  ̂   /     1     y/2   =  1  (A:9) 
'    q'      '^1^  ^SNR^  n    ■ 

In  the  discussion  thus  far  it  was  assumed  that  rectangular  pulses  are  used  in  the  sampling  process. 
Rectangular  pulses,  of  course,  are  mathematical  idealizations  that  can  only  be  approximated  in  practice. 
However,  rectangular  pulses  are  not  necessary.  Pulses  of  any  shape  can  be  used  regardless  of  the  particular 
sampling  process  being  used.  The  details  are  well  known  and  will  not  be  repeated  here  (Carlson,  1968). 

Recovery  of  a  signal  from  a  sampled  representation  of  that  signal  is  not  possible  unless  the  signal 

originally  sampled  was  band  limited.  More  specifically  if  the  signal  x(t)  has  no  power  at  frequencies  greater 

than  fj^  and  if  it  is  sampled  at  2/fj^  samples  per  second  (that  is  two  samples  per  cycle  at  the  frequency 
fj^)  then  if  x(t)  has  any  power  at  frequencies  greater  than  f^  then  the  accuracy  of  recovery  is  limited.  The 
character  of  these  hmitations  will  now  be  discussed.  Suppose  x(t)  has  a  power  spectrum  as  sketched  in 

(F28A.6).  The  sampling  process  reproduces  the  power  spectrum  at  intervals  of  2fj^  on  the  frequency  axis. 
The  reproductions  may  be  exact  or  modified  depending  upon  the  sampling  process.  In  any  case  x(t)  can  be 
recovered  to  any  desired  degree  of  accuracy  from  the  sampled  signal  by  passing  it  through  a  low  pass  filter 

with  cut-off  frequencies  f  and  also  an  equalization  filter  if  needed  for  the  particular  sampling  process  in 
use. 

If  x(t)  has  power  at  frequencies  above  f^^  as  shown  in  (F28A.7a),  then  the  reproductions  of  the 
spectrum  of  x(t)  overlap  (F28A.7b).  It  is  apparent  that  the  signal  emerging  from  the  recovery  circuit  will 
have  a  spectrum  such  as  that  shown  in  (F28A.8).  The  recovered  signal  has  lost  its  frequencies  above  f 
thereby  distorting  the  signal,  but  those  lost  frequencies  have  effectively  been  shifted  to  lower  frequencies 
(aliased)  and  added  back  in.  This  adding  back  in  distorts  the  signal  further. 

To  minimize  distortion,  the  signal  x(t)  should  be  passed  through  a  low  pass  filter  with  cut  off 
frequency  f^^  before  being  sampled.  This  filtering  distorts  the  signal,  but  subsequent  sampling  then 
recovering  the  signal  does  not  introduce  any  further  distortion.  The  end  result  is  only  half  as  much  as 
distortion  as  without  presampling  filtering. 

Sampling  Theory  has  been  discussed  in  terms  of  functions  of  time,  but  other  variables,  distance  for 
example,  may  be  used  in  place  of  time.  Furthermore  the  extension  to  more  than  one  variable  is 
straightforward. 
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Figure  28A.6   Power  spectrum  of  an  unsampled  signal  with  no  power  above  frequency  fm  and  of  the  same 
signal  after  sampling  at  2fm  samples  per  second. 

spectrum  of  unsampled  signal 

spectrum  of  sampled  signal 

Figure  28  A. 7    Power  spectrum  of  an  unsampled  signal  with  finito  power  above  frequency  fm  and  of  the  same 
signal  after  sampling  at  2fm  samples  per  second. 
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Figure  28A.8   Power  spectrum  of  the  signal  recovered  from  the  sampled  signal  of(F28A.  7). 

Appendix  B  —  Minimum  Values  of  Transmission  Capacities  for  Local  Data  Gathering  Systems 

Assume  a  monitoring  network  which  monitors  an  area  A,  on  the  surface  of  the  earth  with  N  sensors. 
Assume  that  each  sensor  is  connected  to  a  data  center  by  a  communication  link.  It  is  desired  to  find  the 

minimum  possible  transmission  capacity  required  for  all  communication  links.  The  transmission  capacity  is 
defined  to  be  the  number  of  bits  per  second  that  can  be  handled  by  the  link  multiphed  by  its  length.  Thus 

the  dimensions  will  be  kilometers-bits  per  second.  This  minimum  will  be  found  assuming  all  sensors 
transmit  data  at  the  same  rate,  D  bits  per  second.  It  will  be  further  assumed  that  all  sensors  monitor  equal 

areas;  thus  the  area  monitored  by  a  single  sensor  is  A/N  =  a. 
The  problem  is  to  find  the  geometric  configuration  of  N  nonoverlapping  areas  and  the  position  of 

the  data  center  such  that  the  sum  of  the  distances  from  the  centroids  of  the  N  areas  to  the  data  center  is 

minimum.  It  is  easUy  argued  that  the  configuration  must  be  symmetric  about  the  data  center.  If  there  are 
no  restrictions  on  the  shapes  of  the  areas  they  should  be  chosen  as  concentric  annuluses.  This  shape, 
however,  is  not  a  practical  solution  to  the  problem  since  each  sensor  should  be  expected  to  monitor  an 
area  consisting  of  all  points  within  a  certain  distance.  This  implies  the  area  monitored  by  a  single  sensor  is 
a  circle.  Circles,  however,  cannot  be  fitted  together  in  a  nonoverlapping  fashion  to  make  up  a  larger  area; 

so  for  purposes  of  this  analysis,  which  is  to  find  a  lower  limit  for  the  transmission  capacity,  the  small  areas 
monitored  by  single  sensors  will  be  permitted  to  vary  from  a  circular  shope  sufficiently  to  allow  the  areas 
to  fit  together  to  completely  fill  the  larger  area  A.  A  deformation  from  the  circle  to  a  sector  of  an  annulus 
(or  a  circle  in  the  limiting  case  near  the  data  center)  will  be  permitted. 

It  is  apparent,  then,  that  the  configuration  for  minimum  transmission  capacity  is  approximately!  as 
sketched  in  (F28A.9).  The  total  area  monitored  is  A;  each  sector  of  an  annulus  has  area  a,  and  there  are  N 
such  areas.  The  data  center  is  at  the  center  of  the  circle.  It  is  assumed  that  N  is  sufficiently  large  that  the 
number  of  sectors  in  each  annulus,  except  perhaps  several  near  the  center,  is  much  greater  than  one.  For 

large  values  of  N  and  for  the  outer  annuluses  the  small  areas  will  be  approximately  square  and  the  dimension 

of  a  side  of  the  square  will  be  a'  '^  where 

a''"   =  (A/N)^' 
(B:l) 

This,  then,  is  the  radial  dimension  of  each  annulus  and  the  number  of  annuluses  is  approximately  the 

radius  of  a  circle  having  area  A  divided  by  a'  '^  or 

(A/7r)"V(A/N)"^   =  (N/tt)' (B:2) 

fit  is  recognized  that  this  analysis  lacks  precision,  but  It  is  felt  that  the  results  will  be  sufficiently  accurate  for  the  present 
objectives. 
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Figure  28A.9   An  arrangement  of  cells  which  minimizes  the  transmission  capacity  of  a  sensing  system. 

The  radius  of  the  i'th  annulus  from  the  data  center  is  (A/N)"^;  the  circumference  is  27ri(A/N)' 
'^.  The 

number  of  segments  in  the  i-th  annulus  from  the  data  center  is  27ri(A/N)"'/(A/N)' '^  =  27ri.  The  total 
transmission  capacity  is 

(N/rr)"
^ 

Tmin    
 
=       2         i(A/N)"

^27riD i=l 

=    27r(A/N)^'^  ̂   (N/tt)''^  [(N/tt)''^  +  1]   [2(N/7r)''^  +  1] 

=  (2/3)  (A/N)"'  7r(N/7r)3'^D  =  (2/3)  N(A/7r)''2D     . 

In  terms  of  a  =  A/N,  the  area  covered  by  a  single  sensor,  this  is 

(B:3) 

Tmin=   (2/3)N^'Ma/rr)"^D 
(B:4) 

The  total  length  of  the  transmission  system  is 

L  =  Tj„in/D  =  (2/3)N^'^  (a/rr) 
3/2    r„l„\\l2 

(8:5) 

It  is  of  interest  to  note  that  for  cases  in  which  the  small  areas  that  make  up  the  area  A  are  concentric 
annuluses,  as  in  (F29A.10),  the  transmission  capacity  can  be  found  as  follows.  There  are  N  concentric 

armuluses  each  of  area  a  =  A/N.  The  radius  of  the  i-th  annulus  is  rj  where 

r;  =  i"^(A/7rN)"^      .  (B:6) 

Figure  28A.10   An  arrangement  of  annular  areas  which  minimizes  the  transmission  capacity  of  a  sensing 
system. 
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The  transmission  capacity  is  approximately 

N  N  N 

2   rjD  =  (A/ttN)"'     2   i'^^D  =   (A/7rN)"^D  /  x"Mx i=l  i=l  0 

=  (A/7rNy^^(2/3)N^'^D  =  (2/3)N(A/7r)"^D     =  (2/3)N^'^(a/7r)i'^D     . 
(B:7) 

In  this  derivation  a  summation  was  approximated  by  an  integral;  this  is  justified  if  N  is  sufficiently  large. 
The  result  is  the  same  as  was  obtained  for  the  configuration  shown  in  (F28A.9).  The  total  length  of  the 
transmission  system  is  also  the  same. 

Appendix  C  -  Minimum  Length  Data  Gathering  Systems 

In  Appendix  B  a  communication  system,  of  minimum  transmission  capacity,  for  a  sensing  system 
was  studied.  If  it  is  desired  to  minimize  the  length  rather  than  the  transmission  capacity  a  different  routing 
of  the  communication  Unks  is  required;  for  example  consider  the  routing  of  (F28A.11).  Assume  the  output 
data  rate  is  D  bits  per  second  from  each  sensor.  Let  the  data  center  be  at  the  center  of  the  square  area  of 
(F28A.11),  and  let  the  transmission  link  run  in  the  serpentine  pattern  shown.  At  each  point  the 
transmission  link  carries  data  from  all  the  sensors  beyond  tlfat  point  (from  the  data  center).  Each  sensor  is 

at  the  center  of  a  square  of  width  (A/N)'  '^ .  The  length  of  the  transmission  path  would  not  change  at  all  if 
all  of  the  small  squares  were  placed  side  by  side  in  a  single  row.  In  this  case  the  length  of  the  row  of 

squares  would  be  A/(A/N)"^.  Then  subtracting  half  the  widths  of  the  two  end  squares  the  length  of  the 
transmission  link;  it  is 

A/(A/N)''^  -  (MNY'^  =  (NA)"^  -(A/N)' (C:l) 

or  approximately  (NA)'  '^ .  In  terms  of  a  =  A/N  this  is  Na'  '^ .  This  is  considerably  shorter  than  the  total 
length  of  the  system  considered  in  Appendix  B;  but  the  total  transmission  capacity,  T,  is  greater.  The 
transmission  capacity  will  be  found  in  the  following  paragraph. 
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Figure  28A.1 1    A  sensing  system  having  a  serpentine  transmission  link. 
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On  each  side  of  the  data  center  there  are  N/2  sensors  with  spacing  (A/N)'  '^.  Progressing  along  the 
transmission  link  toward  the  data  center  the  data  rate  increases  by  D  as  each  sensor  is  traversed.  The  total 
transmission  capacity  is  approximately 

i=0         2  2N 

__    ̂ flNAV^.Ci^]    [f^l]D.(A/N)-[f][fM]D  ^'-'^ 

4  2  4        "      2N       " 

8         ~         4        ̂  

^       4  "        8         ̂   4 

In  these  expressions  it  is  assumed  that  N  is  sufficiently  large  that  only  terms  involving  the  highest  power  in 

N  need  be  retained.  In  terms  of  a  =  A/N,  the  area  monitored  by  a  single  sensor,  this  is 

T  =  ̂ ^!aii\  (C:3) 

Suppose  that  the  data  center  is  at  one  end  of  the  serpentine  pattern  of  the  transmission  link  rather  than  at 
the  center  then  the  transmission  capacity,  T) ,  is  approximately 

T,      =    S      [(NAV^  -    ̂^^   i(A/Ny'M  D 

(NA)' 

i=
0 
 

N 

=   [  (NA)'  '^N  -  (NA)_N  -  (A/N)'  'M— M  N  ]  D N  2 

=  [  N3-A'-  -  N'-A'-  -  N"^A'-%  N^^^A^^    ̂  2  2 

2  2 

where,  again,  it  is  assumed  that  N  is  sufficiently  large  that  only  terms  of  the  highest  power  in  N  need  be 
retained.  It  is  seen  that  the  transmission  capacity  doubles  if  the  data  center  is  placed  at  one  end  of  the 
serpentine  shaped  transmission  link  rather  than  at  the  center. 

It  is  observed  that  for  the  configuration  of  minimum  transmission  capacity  discussed  in  Appendix  B 

the  capacity  is  proportional  to  N^'^,  a'  ̂   and  to  D  and  the  length  is  proportional  to  N^'^  and  to  a'  '^.  In 
this  appendix  using  the  serpentine  pattern  shown  in  Fig.  1  the  total  transmission  capacity  is  proportional  to 

N^,  a'  '^  and  to  D;  and  the  total  length  is  proportional  to  N  and  to  a'  '^.  The  behavior  of  the  transmission 
capacity  as  a  function  of  N  is  superior  to  that  of  the  configuration  of  Appendix  B;  but  the  behavior  of  the 
length  is  superior  for  the  serpentine  configuration  shown  in  (F28A.11)  of  this  appendix.  It  would  be 
desirable  to  find  a  configuration  with  the  advantages  of  both.  Such  a  configuration  is  possible;  it  is  shown 
in  (F28.2.14).  This  configuration  is  such  that  the  transmission  link  from  any  sensor  to  the  data  center  (at 

the  center  of  the  square)  runs  horizontally  (except  for  those  sensors  on  the  vertical  center  line  of  the 
array)  to  the  vertical  center  line  and  then  it  runs  vertically  to  the  data  center.  Obviously  the  total  length  of 
this  transmission  system  is  the  same  as  for  the  serpentine  configuration  in  (F28A.1 1);  this  is 
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(NAy'^-(A/N)"2  =  (NA)!'^  (C:5) 

which  in  terms  of  a  is  Na*'^.  The  transmission  capacity  will  now  be  found.  Each  of  the  horizontal 
branches  to  the  left  and  to  the  right  of  the  vertical  center  line  of  the  array  has  the  same  transmission 

capacity.  There  are  N'  '^/2  sensors  in  each  of  these  branches  and  the  branch  has  length 

A1'V2-(A/NW2     .  (C:6) 

The  analysis  of  the  transmission  capacity  varies  somewhat  depending  on  whether  N'  '^  is  an  integer  and 
upon  whether  the  number  of  sensors  in  a  single  row  is  even  or  odd.  An  approximate  analysis  will  be 
presented  which  produces  results  of  good  accuracy  for  all  cases  if  N  is  large.  The  transmission  capacity  of 
one  horizontal  branch  on  one  side  of  the  vertical  center  line  is 

N"V2    {k"^l2  -  (A/Ny'V2  -i(A/N)"')D 
i=0 

=   {[A."^I2  -  (A/NV'V2]  (N*'V2  +  1)  -  {kiny"-  (N>'V4)  (N''^+1)}D  ^^'''^ 

=   [N''U"V4  -  k"^IA  +  k"^l2  .  K"^k''^l2  -  N''^A"V8 

-A"V4]D 

-  N"U"'D/8  =  Na"'D/8 

where  it  is  assumed  again  that  N  is  large  enough  that  all  terms  except  those  of  highest  power  in  N  may  be 

neglected.  There  are  2(N)'  '^  of  these  branches;  so  the  total  transmission  capacity  in  the  horizontal 
direction  is 

2N"'Na"'D/8  =  N^'^a^'^DM  (C:8) 

In  the  vertical  direction  the  transmission  link  increases  its  data  rate  by  N^'^D  as  it  crosses  each  row  of 
sensors  progressing  toward  the  data  center.  Therefore  the  data  capacity  of  the  vertically  oriented 
transmission  links  is 

N"'/2 

2       2        (A"^/2-(A/N)"V2-i(A/N)"')N"'D  /^.m i=0 

^NA"'D/4  =  N^'^a"'D/4 

where  again  only  the  highest  powers  in  N  are  retained.  The  total  transmission  capacity  of  the  system  of 
(F28  A.2)  is 

T  =  NA"^D/4  +  NA"^D/4  =  NA"^D/2  ^^■^^) 
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or 

T  =  N^'^a''^D/2  (C:ll) 

It  is  now  seen  that  for  this  configuration  the  transmission  capacity  varies  with  N^  ̂   instead  of  N^ 
as  for  the  configuration  of  (F28A.I1).  Thus  the  configuration  of  (F28.2)  retains  the  short  length  of  the 
serpentine  configuration  of  (F28A.11)  and  yet  it  has  transmission  capacity  that  varies  with  N  in  the  same 
way  as  the  configuration  analyzed  in  Appendix  B. 

Appendix  D  -  Description  of  Random  Processes 

A  random  process  is  an  ensemble  of  random  functions.  The  ensemble  will  be  denoted  by  {x(t)}and 
individual  sample  functions  will  be  denoted  Xi(t),  X2(t),  X3(t),  etc.  The  independent  variable,  t,  is  time, 
but  it  could  just  as  well  be  a  space  coordinate.  Alternatively,  there  may  be  multiple  independent  variables 
involving  time  and  space  and  possibly  other  variables. 

A  random  process  can  be  partially  described  by  a  variety  of  characteristics.  The  simplest  is  the 
mean, 

Vt.)^ 

<x(ti)>    ,  (D:l) 

at  a  specified  time,  ti .  This  is  simply  the  expected  value  at  time,  tj,  obtained  by  averaging  over  the 
ensemble  (the  angular  brackets  will  denote  an  ensemble  average).  Another  characteristic  is  the  auto 

correlation  function  Rx(ti ,  ti  +  2)  =  <  f(ti)f(ti  +  2)  >.  Other  characteristics  include  higher  moments, 

<Wt.)]">    ,  (D:2) 

at  various  values  of  time  and  joint  moments, 

<x(t,)x(t2)>    ,  (D:3) 

at  two  or  more  values  of  time.  Other  partial  descriptions  include  probability  density  functions  such  as 
p[x(ti)]  for  the  distribution  (over  the  ensemble)  of  x  at  time  ti .  Joint  density  functions  may  also  be 
written  for  the  amplitude  at  a  set  of  values  of  time  for  example 

p[x(t,),x(t2),x(t3)]    .  (0:4) 

It  is  apparent  that  there  are  an  urdimited  number  of  partial  descriptions  of  a  general  random 
process.  A  complete  description  is  not  possible  from  a  practical  point  of  view. 

Random  processes  are  broadly  classified  as  stationary  or  nonstationary.  The  process  is  said  to  be 
strongly  stafionary  (or  stationary  in  the  strict  sense)  if  all  of  the  moments  and  joint  moments  are 
independent  of  time.  A  somewhat  weaker  classification  is  that  of  weak  stationarity  (or  stationarity  in  a 

wide  sense);  this  categorizes  random  processes  for  which  the  mean  and  the  autocorrelation  function  (but 
not  all  higher  moments  or  joint  moments)  are  independent  of  time. 

Stationarity  is  a  characteristic  of  ensembles.  The  same  concept  applied  to  an  individual  random 

function  is  called  self-stationarity.  A  function  is  said  to  be  self-stationary  if  characteristics  (mean,  variance. 
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etc.)  calculated  in  different  time  intervals  do  not  differ  more  than  would  be  expected  due  to  statistical 

fluctuations.  Self-stationarity,  like  stationarity,  can  be  strong  or  weak. 
If  a  random  process  is  stationary  (in  either  of  the  senses  mentioned  above),  it  may  be  ergodic  or 

non-ergodic.  It  is  ergodic  if  the  mean  and  auto  correlation  function  can  be  determined  by  averaging  over 
time  rather  than  over  the  ensemble;  that  is  if 

—  1     T 

<x(t)>  =  x(t)  =  lim    -^   /   x(t)dt    ,  (D:5) 
X=«>  21  _x 

<x(t)  x(t+r)>=  x(t)x(t+T)  =  lim    -^   f    x(t)  x(t+T)  dt  (D:6) 
X=oo    2T  -J 

where  the  bar  denotes  a  time  average. 

A  widely  used  partial  description  of  random  processes  is  the  power  spectral  density  function  G^C fl- 
it is  a  function  of  frequency,  f,  and  at  any  frequency  is  proportional  to  the  mean  square  (power)  of  the 

output  of  a  narrow  band  filter  having  a  sample  function  of  the  random  process  as  an  input.  For  a 
stationary  random  process,  the  power  spectral  density  function  is  the  Fourier  transform  of  the  auto 
correlation  function. 

Often  a  partial  description  of  the  relationship  between  two  random  processes  is  of  interest.  One 
such  relation  is  the  cross-correlation  function 

R^y(ti,t,)  =  <x(t.)y(t,)>  (D:7) 

where  {x(t)}and  {y(t)}are  the  two  processes  in  question.  For  stationary  processes  the  cross-spectral  density 

function  Gxy(f)  may  be  defined  as  the  Fourier  transform  of  the  cross-correlation  fiinction. 
Sometimes   it    is   convenient  to  use   the  co-variance  and   cross-co-variance   functions  rather  than 

correlation  and  cross  correlation  functions.  The  co-variance  function  for  stationary  processes  is 

C^(r)  =   [x(t)  -  x(t)]  [x(t+r)  -  x(t)]   =  x(t)  x(t+T)  -  [x(t)] '  (D:8) 

and  the  cross  co-variance  function  is 

C^vW  =   [x(t)  -  x(t)]  [y(t+r)  -  y(t)]    =  x(t)  y(t)  -  [x(t)]  [y(t)]  (D:9) 

The  cross  co-variance  function  is  sometimes  normalized  to  give  a  correlation  coefficient  function  which  is 

given  by 

/  \  ^xy(^)  (DIO) 
V^^'"  [C»Cy(0)]"^ 

Another  partial  description  of  the   relationship  between  two  random  processes  is  the  coherence 
function  defined  by  Bendat  and  Piersol  (1966) 

"xy^  ̂       Gx(f)Gy(0 
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In  the  processing  of  data  (sample  functions  of  a  stationary  random  process)  to  obtain  means, 

variances,  co-variances,  power  spectral  density  functions,  etc.  The  accuracy  of  the  result,  that  is,  the 
closeness  of  the  result  to  the  correct  result  for  the  random  process  in  question  depends  upon  the  amount 
of  data  that  enters  into  the  analysis.  For  high  accuracy  the  length  of  the  data  record  (measured  in  time) 
should  be  long.  A  shorter  record  will  require  less  computation,  but  it  will  also  result  in  a  larger  expected 
error. 

The  length  of  record  needed  for  a  specified  accuracy  is  dependent  upon  the  type  of  calculation 
being  made.  This  general  problem  is  treated  in  detail  in  the  literature  (Bendat  and  Piersol,  1966).  Space  and 
time  limitations  preclude  any  attempt  to  even  summarize  the  problem  here,  but  some  rough  guidelines  will 
be  given. 

Assume  that  the  data  is  band  limited  with  a  bandwidth  B.  Then  for  a  uniform  power  spectrum 

within  B,  the  length,  T^.,  of  data  required  to  estimate  the  mean  within  a  normalized  standard  error,  e(e  is 
the  ratio  of  the  standard  deviation  of  the  estimate  of  the  parameter  under  computation  to  the  true  value  of 
that  parameter)  is 

T,    ̂ ^(^r  (D:.2, 

where  ju  and  a  are  the  true  mean  and  standard  deviation. 

An  estimate  of  the  second  moment  of  a  random  process  requires 

T     =  4_  (D:13) ^        e^B 

In  order  to  find  the  probability  density  function  for  the  amplitude  of  a  random  process,  let  the 

range  of  values  of  the  random  variable  be  divided  into  sub -intervals.  The  proportion  of  time  that  the 
ampHtude  is  in  each  sub-interval  is  determined  to  give  a  step  function  approximation  to  the  probability 
density  function.  The  accuracy  of  the  result  may  be  determined  by  comparison  with  probabilities 

calculated  from  the  true  distribution  assuming  the  same  sub-intervals.  When  this  is  done  it  may  be 
concluded  that  the  length  of  data  needed  is  approximately 

T,    = — i    (D:14) 

where  A  is  the  area  under  the  density  function  curve  for  the  sub-interval  for  which  the  density  function  is 

being  calculated.  A"'  will  be  the  number  of  points  on  the  curve. 
An  estimate  of  the  value  of  the  auto  correlation  function  R(t)  for  argument  Tq  requires  data  of 

length 

T,    =      1_  {l  +  [_^(2l]2}  (D:15) 
f        2e'B  ^R(a)   '  ^         ' 

An  estimate  of  the  power  spectral  density  function  may  be  made  by  dividing  the  range  of  frequency 

for  which  power  is  present  into  sub-intervals.  The  power  in  each  sub-interval  is  calculated  to  give  a  step 
function  approximation  to  the  spectral  density  function.  The  accuracy  of  this  result  can  be  evaluated  by 
comparison  with  results  obtained  from  the  true  spectral  density  function  for  the  same  choice  of 

sub-intervals.  When  this  is  done,  it  is  found  that  the  length  of  data  required  for  accuracy,  c,  is 
approximately 

'^r=^  (D:16) 

where  N  is  the  number  of  sub-intervals  and  also  the  number  of  points  on  the  curve. 
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It  should  be  remembered  that  the  results  of  this  section  are  approximate  and  are  specifically  for  the 
case  in  which  the  spectral  density  is  uniform  across  the  bandwidth  B.  Furthermore  the  above  results  are 
less  accurate  and  probably  should  not  be  used  for  larger  values  of  e  than  about  0.2.  For  more  accurate 
results  or  for  other  conditions  the  reader  is  referred  to  other  sources  (Bendat,  and  Piersol,  1966).  If  it 
desired  to  state  an  approximate  criterion  for  the  length  of  data  required,  that  is,  an  order  of  magnitude 

estimate  which  might  be  committed  to  memory  for  quick  approximate  calculations  it  could  be:  the  length 

of  data  required  is  l/(2Be^)  for  an  estimate  of  the  mean  or  of  a  single  point  on  the  probabiUty  density 
function  curve.  The  length  of  data  required  for  an  estimate  of  the  second  moment  or  of  a  single  point  on 

the  autocorrelation  function  curve  or  of  a  single  point  on  the  spectral  density  curve  is  l/(Be^).  For 
estimates  of  curves  the  record  lengths  should  be  several  times  as  long. 
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Chapter  29:  CHANNEL  MODELING  AND  SYSTEM  OPTIMIZATION 
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A  general  program  for  channel  modeling,  data  acquisition  and  validation,  and  system  optimization  and 

evaluation  is  described.  Attention  for  the  most  part  is  directed  to  the  basic,  active  single-link  system 

consisting  of  transmitter  (signal  source),  channel  (with  or  without  secondary  sources-e.g.,  scatterers),  and 
receiver,  which  here  is  coupled  to  the  medium  of  propagation  by  an  M-element  array  of  sensors 
(multi-dimensional  sensing).  For  passive  reception  a  similar  receiver  is  used,  to  respond  to  ambient 
sources  localized  or  distributed  in  the  medium.  A  short  summary  of  the  main  elements  of  statistical 

communication  theory  is  first  presented,  followed  by  construction  of  channel  models,  including  various 
typical  propagation  meclianisms  for  electromagnetic,  acoustic,  and  mechanical  radiation,  for  both 
scattered  and  ambient  radiation  fields.  This  leads  to  a  quantitative  description  of  received  waveforms, 
with  various  statistical  formulations  for  the  random  processes  generated  or  arising  in  the  system, 

particularly  in  the  channel  itself.  The  statistic  of  principal  interest  is  the  covariance  of  the  process  in 
question,  which  is  illustrated  by  specific  relations  for  scattered  and  ambient  cases,  including 

experimental  results  for  scattering  from  a  water-atmosphere  interface.  A  short  account  of  some  of  the 
statistical  techniques  required  for  the  validation  and  processing  of  statistical  data  is  then  given.  Some 

examples  of  system  optimization  -  principally  for  reception  -  are  next  presented,  and  a  short  review  of 
the  main  ideas  behind  these  recent  approaches  to  problems  of  data  acquisition  and  remote  sensing 
completes  the  discussion. 

29.0      Introduction 

In  this  chapter  we  shall  address  ourselves  in  a  very  general  way  to  the  basic  problems  associated  with 
the  title  of  this  book  and  considered  in  detail  in  the  preceeding  chapters.  Our  approach  is  canonical,  in  that  we 

wish  to  describe,  necessarily  rather  compactly  for  reasons  of  space,  general  approaches  to  channel  modeling, 
data  fields,  certain  questions  in  the  handling  of  statistical  data,  and  optimization  of  transmitting  and  receiving 
systems  to  be  used  for  remote  sensing. 

The  problems  of  remote  sensing  are  often  very  different  in  character  from  problems  of  communication, 
although  the  forms  of  mathematical  methodology  may  be  similar.  For  example,  an  important  problem  in 
communication  is  the  detection  of  a  generally  deterministic  signal  in  the  presence  of  random  noise  or  other, 
deterministic  signals,  in  remote  sensing  of  geophysical  parameters  the  problem  is  often  that  of  detecting  a 
random  signal  (statistical  physical  variable)  in  the  presence  of  a  random  noise  (a  tluctuating  transmission 
medium).  In  such  cases  conventional  engineering  practices,  often  so  close  to  optimum,  are  not  always 
sufficient  for  optimization  of  remote  data  gathering  systems.  This  chapter  endeavors  to  lay  the  ground  work 
for  analysis  of  the  more  subtle  problems  to  be  encountered  in  querying  nature,  it  is  clearly  a  forerunner  of  the 
future.  The  application  of  these  methods  to  remote  sensing  is  only  at  its  beginning.  The  examples  to  be  quoted 
later  are  largely  from  fields  other  than  tropospheric  remote  sensing,  often  from  problems  of  oceanic  acoustic 
sounding,  on  which  by  far  the  greatest  effort  at  channel  modeling  and  optimization  has  so  far  been  expended. 
However,  these  examples  embody  many  of  the  same  problems  which  must  be  faced  in  tropospheric  studies, 
and  may  accordingly  serve  as  pertinent  illustrations  of  the  kinds  of  concepts  and  methods  which  will  be. 
needed  in  the  fully  developed  approaches  of  the  future. 

In  channel  modeling,  scattering  by  inhomogcneitics  (both  of  comparatively  large  sizes  and  of  molecular 
order)  in  the  medium  and  at  bounding  interfaces  is  a  major  problem  and  source  of  much  information  about 

the  channel,  as  Chapters  8,  10-15,  18,  21-25,  and  26  have  indicated.  In  addition,  turbulence,  when  actively 

fPreparation  of  a  portion  of  this  Chapter  was  supported  by  the  Office  of  Naval  Research  under  Contract  N00()14-70-(^-0198. 
*  Professor,  Electrical  Engineering,  Univ.  of  Rhode  Island,  Kingston,  R.I.  02881 
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sensed,  is  very  closely  related  to  scattering  phenomena  (see  Chapters  1-4,  6,  7,  13,  14,  20,  and  25).  In  both 
instances,  absorption  mechanisms  may  also  be  significant.  Data  acquisition,  of  course,  is  the  central  endeavour, 
as  discussed  in  most  of  the  earlier  chapters. 

Very  important  for  the  interpretation  of  results  are  appropriate  techniques  of  statistical  data  analysis 
(SDA).  Here  the  validation  of  ensemble  data,  namely,  the  determination  that  the  data  may  be  said,  with  near 
unity  probability,  to  belong  to  an  ensemble,  is  a  critical  requirement,  before  one  can  proceed  to  obtain  reliable 
statistical  estimates.  We  shall  touch  on  this  briefly,  also. 

Finally,  various  classes  of  systems  (e.g.,  radio,  radar,  optical,  acoustical,  etc.)  are  needed  for  our 

fundamental  task  of  "interrogating"  the  medium  in  order  to  learn  its  properties  and  predict  its  behavior  (see 
Chapters  12,  15,  18-24,  26,  and  in  particular.  Chapter  27).  It  is,  therefore,  both  natural  and  necessary  to 
consider  in  this  regard  such  basic  questions  as  system  design  and  evaluation  of  performance,  which  have 
become  standard  in  the  more  familiar  civilian  and  military  communication  usage.  This  includes  such  topics  as 
system  optimization,  signal  design,  and  methods  of  couphng  to  the  medium  under  study. 

Because  our  subject  involves  elements  of  many  physical  disciplines  and  a  correspondingly  diverse 
arsenal  of  mathematical  techniques  and  concepts,  the  reader  should  not  be  discouraged  by  his  real  or  apparent 
lack  of  familiarity  with  portions  of  the  material  of  this  chapter.  Those  with  electrical  engineering 
backgrounds,  for  example,  should  encounter  little  difficulty  with  the  communication  theoretical  features  of 
our  approach,  but  may  have  some  trouble  with  the  physical  aspects  of  the  channel  modeling.  On  the  other 
hand,  those  whose  training  and  interests  are  primarily  in  particular  areas,  and  directed  toward  the  experimental 
investigation  of  those  areas,  may  find  the  physical  statistical  communication  concepts  and  techniques  difficult 
at  first,  especially  since  we  are  not  able  to  present  any  of  these  subjects  in  any  detail  here.  Rather,  the  reader 

should  feel  quite  satisfied  if  he  has  achieved  some  sense  of  overview  and  a  feeling  for  the  possibilities,  as  yet- 
largely  unexplored  in  remote  sensing  activities,  of  the  joint  approaches  to  data  acquisition  and  analysis,  and 

optimal  and  near-optimal  system  design  for  these  purposes. 

29.0.1  What  The  General  Problem  Is 

Fundamentally,  we  are  concerned  here  with  the  general  problem  of: 
(1)  the  acquisition  of  data  by  one  or  more  distinct  and  distributed  sensors,  where  these  data  represent 

the  relatively  long-range  interrogation,  i.e.,  remote  sensing,  of  the  medium;  and 
(2)  the  processing  of  such  data,  in  order  to  measure  in  some  optimal,  or  near  optimal  fashion,  one  or 

more  desired  observables,  which  in  turn  will  enable  us  to  deduce  the  physical  properties  of  the  phenomena 

under  study,  whether  it  be  the  medium  itself  or  some  event  taking  place  in  the  medium.  Both  detection  ("is  a 
desired  signal  observed  in  the  presence  of  undesired  or  background  noise?"),  and  extraction  ("how  much,  or 
how  large,  etc.,  is  the  received  signal,  or  the  desired  quantity  measured  by  the  received  signal?")  are  the  generic 
operations  whereby  the  information  sought  for  is  ultimately  obtained.  "Signal"  here,  of  course,  may  be  the 
"background"  itself:  very  often  we  may  wish  to  measure  the  properties  of  the  medium  alone.  In  other 
instances  we  may  wish  to  study  a  more  localized  phenomenon  (received  as  a  "signal"),  which  is  embedded  in 
the  background  field.  For  the  latter  we  can  have  both  the  detection  and  extraction  modes  of  reception. 

29.0.2  The  General  Approach 

Thus,  in  the  broad  sense  we  have  a  problem  in  communications:  we  are  asking  questions  of  nature  and 
seeking  a  reply.  This  may  be  done  actively  by  transmitting  various  types  of  signals  and  receiving  signals 
modified  in  some  fashion  by  the  medium  or  the  phenomenon  under  observation.  Or  it  may  be  carried  out 

passively,  where  the  phenomenon  itself  produces  "signals",  which  we  seek  to  acquire  in  our  receiving  complex 
of  sensors  and  data  processors. 

For  this  general  purpose,  the  basic  approach  described  here  requires: 
{\)A  plan  for  data  sampling,  i.e.,  where  to  locate  the  sensors,  and  what  kind  of  temporal  sampling  to 

use,  i.e.,  discrete  (digitalized)  or  continuous  sampling  in  rime; 

(2)  Data  processing  procedures,  whereby  optimal  or  near-optimal  data  processing  is  to  be  carried  out, 
to  extract  maximum  usable  information  from  the  acquired  data.  This  includes  the  space-time  sampling 
approaches  of  (1)  above. 

(3)  Statistical  Data  Analysis  (SDA),  whereby  one  validates  the  ensemble  of  experimentally  obtained 
data,  so  that  the  needed  statistical  measures,  e.g.,  moments,  distributions,  etc.,  can  be  reliably  estimated.  This 
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is  very  important,  in  as  much  as  there  is  almost  always  a  significant  random  component  in  the  phenomenon 
under  investigation:  either  inherently,  or  because  of  unavoidable  medium  or  system  noise,  or  all  three. 

(4)  Physical  models  of  the  channel  and/or  fields  which  are  being  sensed.  These  are  vital  to  the 
successful  processing  of  the  data  and  maximal  elimination  of  unwanted  noise  and  signals.  They  are  also  critical 
elements  of  interest  in  their  own  right,  and  often  the  goal  of  the  investigation  itself.  This  is  particularly  true  in 

the  present  applications  to  remote  sensing  of  the  troposphere. 

The  extent  to  which  we  can  successfully  combine  the  factors  1-4  determines  both  the  quantity  and 
quality  of  the  results  of  our  remote  sensing  effort.  In  subsequent  sections  we  shall  provide  a  concise, 
occasionally  detailed  development  of  these  ideas. 

29.0.3  Previous  Work 

We  shall  base  our  present  treatment  mainly  on  some  recent  work  of  Middleton  (1970  and  1969).  For 
instance,  Middleton  (1970)  contains  a  detailed  outline,  with  some  specific  examples,  of  much  of  (2)  and  (4) 
above,  while  Middleton  (1960,  1965)  provides  an  extensive  technical  background  to  (2).  Application  of 
various  statistical  techniques  to  the  validation  of  physical  data  (3),  in  particular  where  reasonably  good  models 

are  available,  is  described  in  Middleton  (1969).  For  space-time  sampling  plans  and  their  rationale  for  optimum 
data  processing,  we  refer  to  the  analyses  of  Petersen  and  Middleton  (1963  and  1965)  and  to  Chapter  22. 
Other,  more  specialized  references  are  cited  therein  and  later  in  the  text.  The  reader  is  also  encouraged  to 
examine  the  preceeding  chapters,  particularly  for  specific  and  detailed  applications. 

29.0.4  Organizafion  of  Chapter  29 

We  begin  in  (29.1)  with  a  concise,  partial  introduction  to  Statistical  Communication  Theory, 
applied  to  the  situations  where  specifically  there  may  be  multiple  M(>1)  sensors  in  the  receiver  complex. 

However,  a  single  transmitted  signal  is  assumed  in  both  the  active  and  passive  cases:  only  one  signal  is  used  to 
interrogate  the  medium  or  (localized)  phenomenon  under  study  in  the  former,  and  but  one  signal  is  emitted 
from  the  latter.  (Extension  to  multiple  sources  is  readily  made  but  will  not  be  given  here.)  An  operator 
representation  of  the  communication  processes  involved  is  also  included,  and  the  important  topics  of  signal 

detection,  extraction  (i.e.,  measurement),  and  their  optimization  are  briefly  described. 

Section  29.2  is  devoted  to  modeling  the  medium,  and  a  variety  of  radiating  sources,  which  may  emit 
deterministic  or  random  signals,  which  may  in  turn  produce  scattered  and/or  ambient  fields,  respectively.  We 
illustrate  this  with  a  prototypical  scalar  and  vector  example. 

Section  29.3  considers  reception  and  the  characteristic  received  waveforms,  with  attention  to 
preformed  and  adapted  beams,  for  receivers  with  multiple  sensors  immersed  in  the  medium,  or  in  tlie  signal 
and  noise  (background)  fields  described  in  29.2. 

Section  29.4  illustrates  the  preceeding  discussion  with  a  number  of  important  physical  examples 
involving  acoustical,  mechanical  and  electromagnetic  phenomena,  both  man-made  and  natural.  This  includes 
fields  and  the  received  waveforms. 

Section  29.5  then  extends  these  essentially  classical  results  to  a  general  statistical  formulation,  in 

terms  of  the  associated  Langevin  equations  and  their  probabilistic  solutions. 
Section  29.6  offers  several  specific  theoretical  and  experimental  examples  of  the  general  statistical 

approach  outlined  in   29.5  . 

Section    29.7   gives  a  short,  illustrated  account  of  some  SDA  methods  for  problems  of  the  above  type. 
Section  29.8  gives  some  examples  of  optimized  processing  systems,  which  are  illustrative  of  the 

general  methods  of  29.1  above.  A  very  brief,  mainly  referential  account  of  space-time  sampling  procedures 
is  given  in  29.9  .  Section  29.10  concludes  the  chapter  with  a  short  summary  of  the  principal  implications 
of  our  canonical  approach  for  the  remote  sensing  problem. 

Finally,  because  of  tlie  diversity  of  examples,  the  variety  of  techniques,  and  the  possibly  unfamiliar 

concepts  and  approaches  touched  upon  here,  the  following  reading  plan  may  prove  helpful:  Start  with  Section 
29.1  ,  the  beginnings  of   29.2,    29.3,    29.5  ,  all  of   29.9    and    29.10  ;  then,  return  to  Sections   29.4   and 
29.5  ,  and  finally,  to  the  remaining  sections.  Hardy  souls  may  wish  to  plunge  in  and  omit  nothing  at  a  first 

reading.  In  any  case,  the  reader  is  encouraged  to  sample,  as  long  as  he  does  not  lose  sight  of  the  fact  that  this 
is  a  canonical  and  interdisciplinary  approach. 
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29.1      A  Concise  Survey  of  Some  Elements  of  Statistical  Communication  Theory  (SCT) 

We  begin  with  an  operator  description  of  the  generalized  link  between  source  and  receiver  and  the 
communication  channel  in  which  they  are  embedded.  This  is  followed  by  a  short  account  of  signal  detection, 
extraction,  and  system  optimization,  from  the  viewpoint  of  SCT,  and  involving  a  multidimensional 
formulation. 

29.1.1  The  Single-Link  System 

Whenever  it  is  meaningful  to  consider  the  transfer,  or  "mapping"  of  "information"  from  one  point  in 
space-time  to  another,  we  encounter  in  the  broadest  sense  a  basic  problem  of  statistical  communication  theory 
(SCT),  independent  of  the  particular  physical  mechanisms  involved.  If,  in  addition  to  information  transfer  or 

mapping,  decision-making  in  the  face  of  uncertainty  is  required,  such  as  signal  detection  or  extraction 
(measurement),  the  concepts  and  methods  of  SCT  provide  the  appropriate  apparatus  for  handling  problems  of 
this  type.  Our  general  purpose  here  is  to  present  a  concise  account  of  developments  in  that  area  of  SCT 

devoted  to  the  detection  and  extraction  (measurement)  of  signals  which  have  joint  spatio-temporal 
characteristics. 

During  the  last  decade  and  particularly  in  the  last  few  years,  the  roles  of  the  propagation  process, 
associated  system  geometry,  and  the  manner  of  coupling  to  the  medium  in  question,  have  been  generally 
recognized  as  critical  elements  in  the  design  and  evaluation  of  optimum  and  suboptimum  systems.  Thus,  an 
effective  theory  of  the  communication  process,  here  remote  sensing  activity  including  detection  and  extraction 
(measurement)  of  signals,  now  requires  that  these  elements  be  explicitly  incorporated.  Quantitative  attention 
to  such  a  program  is  required  if  the  fullest  realization  of  system  capabiHties  in  a  real  environment  is  to  be 
achieved.  The  relevant  physics  of  the  channel,  principally  the  medium  of  propagation,  but  including  an  (often) 
localized  phenomenon  of  interest,  must  be  quantitatively  included  in  the  model  of  the  communication  process 

(See  references  1-45,  53,  69,  71,  and  72,  in  Middleton,  1970).  Indeed,  the  channel  itself  is  usually  the  subject 
of  prime  interest.  Although  we  are  concerned  mainly  in  this  book  with  atmospheric  channels,  our  approach 
here  is  in  no  way  limited  to  them,  but  applies  canonically  to  other  media  as  well,  for  example,  the  oceans, 
seismological  domains,  space,  and  so  on.  For  this  reason  our  examples  will  not  be  confined  to  the  atmosphere 
alone,  but  will  draw  on  a  somewhat  broader  spectrum  of  geophysical  interest. 

The  systems  we  consider  here  are  for  the  most  part  "single-link,"  active  systems,  which  may  be 
compactly  represented  in  operator  form  by  (Middleton,  1960,  1965) 

(v)  =  Tr(N)  Tm(N)  Tt  M  =  Tr^(N)  (TarTm(N)Tat)  Tt,  {u}  (29: la) 

The  (u}are  a  set  of  messages  to  be  transmitted  while  the  {v}  constitute  an  ensemble  of  received  messages,  or 

decisions,  which  are  consequent  upon  the  set  {u}.  The  Tj,  Tj^v'^^,  and  Tr^'^)  are  general  operators  that 
describe  the  processes  of  transmission,  propagation  through  the  medium  in  quesrion,  and  reception, 
respectively.  The  superscript  (N)  indicates  that  noise  is  injected  in  some  fashion  at  the  designated  stage  of  the 

system. 
The  operator  notation,  here  employed  as  a  compact  means  of  representing  more  detailed  mathematical 

calculations,  means  that  the  ensemble,  or  set  of  possible  messages  or  signals,  either  mechanical, 
electromagnetic,  or  electronic  quantities,  are  changed  in  form  by  the  medium,  or  by  antenna  or  transducers,  or 
by  mechanical  or  electronic  operations.  Thus,  if  we  wish  to  signify  the  effect  of  a  receiver  on  the  messages 

received,  we  write  the  operator  Tr  to  the  left  of  |u}.  Successive  operations  are  applied  in  orders  to  the  left  of 
preceding  operations.  Cleariy,  the  operations  in  general  are  not  commutative:  their  order  of  application  is 
important. 

As  the  second  relation  of  (29:1)  shows,  Tr'"^)  and  Tj  can  be  decomposed  into  an  ordered  sequence  of 
two   other,   more   primary   operations:    T-p  =  Ty^jTj     and  Trv^)  =  Tr  ̂^Ty^R-  Here  Tj     and  Tr  ('^) 

represent  time  processing  only,  which  occurs  in  the  "encoding"  of  the  message  set  {u}  and  in  the  "decoding" 
that  results  in  the  received  output  ensemble  {v}.  However,  T^^-j-  and  T^r,  which  represent  the  transmitting  and 
receiving  apertures,  respectively,  embody  both  temporal  and  spatial  processing,  which  take  place  when  these 

apertures  are  coupled  to  the  medium.  These,  together  with  the  medium  operator  Tjyj^'^',  enable  us  to  define  a 

"coupled-medium"  operator  TnAj-Tp^^T^^^fTfi^j,  which  contains  all  the  spatio-temporal  operations 
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29-5 inherent  in  our  single-link  system.  Thus,  (29:1)  can  be  equivalently  written 

{v}=Tr,(N)Trmt(^)Tt,{u}, 
(29:1b) 

where  we  have  separated  the  purely  time-processing  functions  from  the  space-time  operations,  which  are 
determined  by  the  geometry  and  physics  of  the  particular  medium  intervening  between  source  and  receiver. 

For  passive  operation,  where  there  is  only  a  receiver  awaiting  signals,  Sj,  generated  by  a  localized 

source  in  the  medium,  or  by  the  medium  itself,  i.e.,  an  ambient  "signal"  field,  we  have,  instead  of  (29:1a, 
29:1b) 

{v}  =  Tr(N)  Tm(N)  {Si}  =  Tr„(N)  (TarTm(N))  {S,}  ,  (29:2) 

where  now  T^^rTm'^-' =  T^»i  is  the  coupled-medium  operator  in  this  case.  Figure  (29.1)  illustrates  these 
operator  models  of  the  single-link  systems  described  above. 

INPUT{u] 

TARGET, 

ISCATTERERS, 
SOURCE 

-TRANSMITTER   >" 
RMT 

-OUTPUT  (vj. 

L-oV(t)=N(t)*S(t) 

RECEIVING    APERTURE 

(M-ELEMENT  ARRAY) 

-  RECEIVER- 

Figure  29.1    Multidimensional  detection  and  extraction  of  signals  in  random  media. 

For  example,  consider  an  acoustic  sounder  whose  mission  is  to  determine  the  wave  and  turbulent 

structure  of  the  medium  at  a  given  point.  The  Tj{u}   represent  a  set  of  sounding  signals  applied  to  the 

transmitting  aperture,  or  acoustic  radiator,  which  in  turn  "broadcasts"  a  typical  signal  in  the  form  of  a 

space-time  differential  pressure  field  into  the  atmosphere.  This  field  is  "directed"  (by  the  aperture  T\j) 
toward  the  regions  we  wish  to  study.  By  using  a  pulsed  signal  we  can  resolve  in  time,  and  therefore  in  space, 

the  various  regions  of  medium-signal  interaction  Tj^'N)  T^-pTj  |u}  ,  (just  as  in  the  familiar  radar  cases),  by 
studying  the  return  as  it  is  mapped  (by  the  receiving  aperture  T^r)  into  a  purely  time  wave,  entering  the 

receiver's  processor  To  v'^).  This  is  ultimately  displayed  (at  the  output  of  Tr  (N))as,  say,  a  voltage  vs.  time 

(or  range).  With  a  passive  system,  we  have  only  the  receiver,  with  its  "beam"  (T^^r)  directed  toward  the 
spatial  regions  of  interest,  awaiting  the  locally  generated  signal  from  which  we  are  finally  to  deduce  the  desired 
structural  properties. 
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For  signal  detection  and  extraction  we  are  concerned  initiallyt  with  Tj^  C^)  (i.e.,  with  all  receiver 

elements  following  the  aperture  Ty^^).  In  order  to  obtain  optimum  or  near-optimum  receivers  for  these 

purposes,  and  to  evaluate  their  performance  (and,  in  fact,  the  performance  of  any  specified  receiver,  Tr  (^)), 
we  must  know  the  physical  and  statistical  structure  of  their  inputs.  This,  in  turn,  means  that  we  must  obtain 
corresponding  information  about  the  signal  and  noise  fields  in  which  the  receiver  as  a  whole  is  immersed.  As 

noted  in  Middleton  (1970),  with  "passive"  operation,  where  the  receiver  has  no  control  over  signal  sources, 

^M  {^l}  embodies  the  effects  of  all  (external)  signal  (and  noise)  sources  and  is,  of  course,  a  space-time 

phenomenon.  In  the  "active"  mode  of  operation,  (Middleton,  1970),  the  complete  link  represents  the 
functional  stages  of  the  system.  The  criterion  of  optimality  used  here  is  the  standard  one  of  Bayes,  or 
minimum  average  cost  (Middleton,  1970).  In  what  follows  we  shall  outline  the  key  steps  needed  for  the 
successful  solution  of  these  multidimensional  detection  and  extraction  (measurement)  problems. 

29.1 .2  Past  and  Current  Studies:  Our  Program  for  SCT  Here: 

We  remark  that  most  earlier  work  has  concentrated  on  one  or  more  aspects  of  these  spatio-temporal 
problems,  with  varying  degrees  of  physical  realism,  including  idealizations  of  the  geometry,  the  channel,  and 
the  manner  of  coupling  to  it.  Significant  exceptions  to  this  in  various  respects  may  be  cited  in  a  hierarchy  of 
increasing  scope  and  complexity: 

(1)  For  work  devoted  primarily  to  propagation  models  (the  "uncoupled"  medium  Tj^v^^),  we  have 
Middleton, (1970),  References  4-14. 

(2)  For  attention  centered  mainly  on  coupling  to  the  medium  (array  processing  Ty^'p  and  T^^j^)  see 
Middleton, (1970),  References  15-18. 

(3)  Papers  emphasizing  models  of  the  medium  and  coupling  to  it,  e.g.,  T^p^T]yj(^),  are  listed  in 
Middleton,  (197011  References  19-21. 

(4)  Work  concentrating  on  spatial  processing  (arrays)  and  the  subsequent  time  processing  (detection 

and   extraction),   e.g..  To  (^)Ty^j^  and   sometimes  To  ('^)t^r(Ti^vN))  are  cited   in  Middleton,  (1970) 
References  22-40,  71 ,  and  72. 

(5)  Finally,  combinations  of  all  features  of  (1)  —  (4)  in  the  general  program  symbolized  by  (29:1a), 
(29:1b),  and  (29:2),  are  contained  in  Middleton  (1970)  References  4145. 

New  features  of  this  treatment  lie  not  in  the  specific  results  presented  —  because  of  limitations  of  space 

these  can  only  be  occasional,  illustrative  highlights  —  nor  in  the  documentation,  which  is  necessarily  selective 
and  finite.  They  reside,  instead,  in 

(l)our  attempt  to  give  a  unified  picture  of  the  approach  here  to  the  measurement  of  fields  and 
particularly  to  detection  and  measurement  of  multidimensional  signals  in  general  noise  fields,  and 

(2)  to  emphasize  the  interdisciplinary  character  of  the  methods  used,  and  the  fact  tliat  statistical 
communication  theory  is  a  canonical  theory,  which  is  independent  of  any  particular  physical  domain  of 

application. 
Accordingly,  to  achieve  an  operational  outline  of  (1)  and  (2),  we  have  organized  the  subsections  below 

as  follows: 

In  29.1 .3  we  extend  our  operator  formalism  to  models  of  the  channel  and  signal  sources  in  terms  of 
both  active  and  passive  situations,  where  in  general  the  coupling  to  the  medium  employs  multiple  sensors 
distributed  in  some  fashion  in  the  medium.  Section  29.1.4  summarizes  various  basic  elements  of  the  SCT 

approach. 

29.1 .3  Received  Signal  and  Noise  Processes  and  Multidimensional  Formulation 

For  receivers  with  multisensor  inputs  we  write 

S=  |S,,S,   S„i,  ...,  Sm]  ,  (29:3) 

t  The  structures  of  Taj  and  Tad  are  fixed  for  the  time  being.  We  point  out  in  [Middleton,  1971  |   the  importance  of  also 

optimizint;  Ty^|  and  T^|^  in  system  design. 
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a  collection  (or  vector)  of  signal  vectors,  representing  the  desired  signal  outputs  from  the  m  =  1,  .  .  .  ,M 

sensors  into  the  processing  portion  of  the  receiver  To  v^j  Here 

S^  =  [S^iuX  .  .  .,  S^  (tn)]  =  [Sn,(tk)]  =  [Sn,k]  (29:4) 

is  the  vector  of  the  m'^''  received  signal,  Sj^(t),  sampled  at  times  ti , .  .  .  ,  tjj,  (k  =  1,  .  .  .  ,  n).  The  indexing  on 
(29:4)  accordingly  denotes  a  discrete  sampling  in  space-time:  spatial  sampling  by  the  M  sensors  and  temporal 

sampling  (preceeding  To  C^))  over  some  observation  period  (tp,  tp  +  T).  Similarly,  the  actual  data  V  which 

may  or  may  not  contain  the  desired  signals,  is  represented  by  the  vector 

V=[V,,...,Vn„...,VM]  ,  (29:5) 

with 

Vm  =  [VmOi).  ■  ■  -  Vm(tn)]  =  [V^k]  >  (29:6) 

cf.(29:4).  Thus,  Vjj^k  [=  ̂m(*^k)]  '^  ̂ ^^  ̂   time-sample  of  the  data  output  of  the  m^^  sensor,  into  the 

receiver  processor  To  (N),  cf.  (F29.1).  [We  remark  that  sampling  in  time  is  taken  at  discrete  instants,  basically 
as  a  mathematical  device  which  enables  us  to  construct  the  needed  statistical  models  from  the  usual  statistical 

methods,  wherein  one  deals  with  a  finite,  denumerable  set  of  random  variables,  here,  say,  the  Vj^j,  .  .  .  ,  V^„ 

when  considered  over  the  ensemble  of  possible  Vj^'s.  Of  course,  continuous  sampling  in  time  is  common:  one 
has  S(t),ti  <  t  <  ta ,  for  all  t  in  that  interval,  say.  However,  now  we  must  deal  with  probability  functionah, 

instead  of  the  simpler  probability  functions  (densities  and  distributions),  and  the  analytical  treatment  becomes 

much  more  involved.] 

Next,  remember  that  S  and  V  both  represent  inputs  to  the  last  stage  To  (^)  of  the  system  in  (F29.1). 

In  order  to  determine  the  various  statistical  distributions  governing  S  and  V,  required  for  application  of  SCT, 

and  which  contain  implicitly  the  physics  of  the  phenomenon  in  question,  we  must  relate  S  and  V  to  their 

original  sources  and  determine  their  underlying  causal  and  statistical  mechanisms.  Accordingly,  we  consider 

the  general  case  of  the  M-channel  receiver  (M  >  1),  where  the  receiving  aperture  coupling  to  the  medium  is  a 
set  of  M  transducers,  or  more  generally,  M  apertures,  arbitrarily  distributed  in  space,  and  each  output  from 

which  is  separately  applied  to  the  time  processor  To  '^).  Thus,  T^j^  can  be  expressed  as  an  M-component 
operator,  arbitrarily  indexed  according  to  the  individual  elements  or  apertures  comprising  the  now  M-element 
array. 

In  the  passive  mode  of  operation  the  noise  inputs  to  Tj^  (N)  (F29.1)  can  be  represented  by  the  vector 

N(t)  =  Tar  {Nself(t;R)}  +  N(t)3y,tem  ■  (29:7) 

Here  N(t)5y5(gpp  refers  to  system  noise  produced  in  the  M-aperture  channels  in  T         which  notationaily  we 

continue  to  regard  as  effectively  noise-freet.  In  (29:7)  N^gjf  (t;R)  is  an  ambient,  or  self-generated  space-time 

noise  field,  continuous  in  time  and  space  and  specified  at  every  point  P(R),  R  =  i^x  +  lyy  +  i^z  (outside  the 

regions  occupied  by  the  transmitter  and  receiver),  cf.  (F29.2).  Each  channel  (m  =  1,  .  .  .  ,  M)  is  likewise 

assumed  to  have  a  system  noise  contribution  N5yg(t)pp.  If  NQ(t;R)  is  a  local,  ambient  noise  source  at  the  spatial 

point  P(R),  we  have  also  Nsgif(t;R)  =  Tj^C^)  |NQ(t;R)j  .  Similarly,  for  a  desired  (external)  signal  Sp  that  enters 
Tr  ,  we  can  write 

S(t)  =  t^R  {N^eif  0  Sd};  =  0  if  Sd  =  0  .  (29:8) 

t   Additional  system  noise  may  arise  in  ttie  processor  T^  "^',  tnit  tliis  is  usually  ignorable  vis-a-vis  N^y^mj,^.  Accordingly,  we 

shall  consider  Tj^    here  and  subsequently  to  be  noise-tree,  and  drop  the  superscript  (N). 
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In  general,  V(t)  =  S(t)l3N(t),  where  0  indicates  "in  combination  with"  and  is  not  necessarily  additive. 
However,  in  almost  all  cases  of  interest  the  medium  is  additive  with  respect  to  what  it  is  meaningful  to  define 

as  signal  and  noise  (undesired  signals),  so  that  0  becomes  (+)  and  from  (29:8)  S(t)  =  T^|^  /Spj  +  0.  We  have 

also  V(t)  =  S(t)  +  N(t),  or  N(t)  alone,  if  the  desired  signal  is  absent.  (In  many  cases  here,  the  "desired  signal  is 
the  "noise"  field  itself,  and  we  are  asked  to  explore  its  properties.) 

The  situation  is  more  complex  in  the  active  mode.  Here  we  may  have  signal-generated  noise  fields 

(scatter),  multipath  [separation  of  the  injected  signal,  Sjjj,  (which  is  the  output  of  the  modulator  or  "encoder" 
Tj  {u}  —  see  F29.1  )  into  a  number  of  resolvable  signal  components] ,  and  scatter  from  one  or  more 

localized  "targets"  or  reflecting,  secondary  sources  (including  possible  multipath  effects  here,  also)  in  addition 
to  the  ambient  noise  fields  and  system  noise  previously  described.  For  the  usually  additive  media  encountered 

in  practice  we  can,  accordingly,  decompose  the  active  (i.e.,  signal-dependent)  portion  of  Tj^v^)  into  three 
components: 

^M^ltive  {  }  =  TM^-?catter  ̂   }  ̂  T^^-^luipath^  )  ̂  T^^^-^lrgets^  ̂   '  (^^^  ̂   0)  .  (29:9) 

When  T^x^T  l^'"}  ~  Sjn(t;R)  is  the  exciting  signal  field  propagated  in  the  medium  by  the  driving 

signal  Sin(t)  at  the  transmitter,  the  first  component  of  Tj^C^)  acting  on  Sjn(t;R)  may  generate  a  random  noise 
field  -  the  scatter  field,  of  which  clutter  in  radar  and  reverberation  in  underwater  sound  are  familiar  examples. 
Acoustic  scattering  by  inhomogeneities  in  the  atmosphere,  electromagnetic  scattering  by  molecules,  by 
turbulent  layers,  and  other  inhomogeneities  in  the  troposphere,  etc.,  provide  the  principal  examples  here.  The 
second  and  third  components  may  be  regarded  as  producing  the  desired  (deterministic)  signal  inputs  to  the 

receiver.  Thus,  for  the  M-channel  receiver  the  (vector)  noise  and  signal  processes  into  the  receiving  processor 
Tr    become,  in  the  active  mode, 

N(t)  =  Tar  JNself}  +  N(t)sys  +  ?RMT^^^  T^^  jSinfscatter  •  (29:10a) 

S(t)  =  TrmT  TTo  {Sin(target  +  TrmtTTo  jSinlmultipath  >  (29:10b) 

where  for  practical  purposes  the  additivity  of  the  medium  implies  its  linearity.  In  fact,  the  coupled-medium 

operators,  TJ^-p,  are  also  linearf,  since  the  apertures  T^r  and  T^x  are  linear  operators  as  well.  This  is  a 
fortunate  physical  circumstance  in  most  instances,  since  it  vastly  reduces  the  difficulty  of  obtaining  solutions 

to  specific  problems.  Again,  we  distinguish  the  situations  of  signal  V(t)  =  S(t)  +  N(t)  and  no  signal,  N(t).  More 

complicated  signal  and  noise  processes  can  be  constructed  along  similar  Unes.  Note  that  tLJ|.j.  need  not  be 
completely  deterministic,  but  can  introduce  various  random  effects  (fading,  path  delays,  etc.),  which  are  now 

indicated  formally  by  random  parameters^in  S(tj£). 

In  fact,  what  is  "signal"  to  one  observer  may  be  a  noise  background  to  another:  In  passive  observation 
it  is  often  the  input  field  itself  which  is  of  interest,  when  there  are  no  localized,  embedded  sources  which 

might  be  considered  "signals".  In  the  active  mode,  we  probe  the  medium,  and  the  ambient  background  is 
usually  an  interference  or  noise  effect. 

Finally,   once   the   central    problems   of   constructing   the    statistical  -  physical    models  of  Njgjf, 

N(Osystem'  ̂ ^T  (Sinjscatter'  ̂ t'^-'  ̂ ^^^^  ''^^"  resolved,  we  can  proceed  (formally,  at  least)  to  the 

derivations  of  the  needed  probability  density  functions  (pdfs).  (This  is  done  is  most  instances  by  calculating 
the  characteristic  functions  of  these  pdPs  from  the  governing  pdPs  of  the  input  signal  and  noise  processes,  and 
then  inverting  them,  cf.  29.5  \ 

t  They  may  be  time  varying,  with  memory,  see  (29:34c). 
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29.1 .4  SCT:  Signal  Detection  and  Extraction 

At  this  stage  of  the  formulation  we  must  call  attention  to  the  economic  factors  which  control  the 

decision-making  processes  of  measurement  and  detection.  These  exist  because  there  is  always  a  cost  associated 
with  decision-making  in  the  face  of  uncertainty,  above  any  cost  of  experimentation  itself.  This  cost  is  that 
associated  with  making  errors  in  the  possible  decisions:  inexact  measurements  are  scientifically  more 

"expensive"  than  exact  ones.  (Of  course,  strictly  speaking,  no  measurement  is  exact;  some  are  just  more 
precise  than  others:  there  is  always  an  inherent  "noise"  that  corrupts  the  observation  process,  whether  due  to 
a  background  interference,  or  inherent  in  the  statistical  nature  of  the  phenomenon  itself  that  is  being  studied.) 
The  effect  of  all  this  is  to  put  a  cost  upon  the  measurement  or  observation  process.  This,  in  turn  permits  us  to 
raise  the  question  of  minimizing  such  costs,  by  seeking  better  ways  of  measuring  the  phenomenon,  i.e.,  better 
ways  of  processing  the  descriptive  data  thereof,  and  so  the  notion  of  system  optimality  may  naturally  be 
introduced  (Middleton,  1960;  Part  IV).  We  shall  touch  on  this  here  briefly. 

The  scope  and  power  of  the  canonical  approach  is  perhaps  best  appreciated  by  proceeding  from  a 
general  framework  to  more  particular  forms,  and  ultimately,  to  results  of  specific  applications.  Accordingly, 

let  us  begin  by  postulating  for  the  moment  that  the  various  couplings  (i.e.,  apertures  T^j  and  T^]^)  to  the 
medium  are  specified,  as  well  as  the  possible  noise  mechanisms  and  input  signals  (at  least  statistically).  For 

optimum  and  suboptimum  receivers  (TU^^*  and  TU^-')  and  their  performance  as  detectors  and  extractors 

of  signals,  we  introduce  the  following  general  expression  for  the  average  cost  (or  risk)  (see  Middleton,  1960, 

Chapter  18;  1965,  Chapter  1,  for  the  detailed  development  leading  to  29:1 1): 

R(a,6)  =  jo(S)  dS  Jfl(V|S)  dV  J5iy\Y)C(S,7)  d7  .  (29:11) 
n  r  A  ~         ~    ~ 

In  the  usual  way,  cf.(F29.1),  we  have 

a(S)  =  (a  priori)  probability  density  function  of  received  signals  S; 

Fl(V|S)  =  (a  priori)  probability  density  function  of  the  received  data  V,  given  S,  following  the  receiver's 

aperture  T\^,  as  input  to  the  time-processor  Xls^^-',  vide  (F29.1),  for  discrete  samplingt  on  the 

time  interval  (to,  tg  +  T).    Here  L  =  Mn,  the  order  of  Fl  and  a,  and  is  the  number  of  components 
in  S  and  V  . 

For  the  additive  case  the  conditional  density  in  (30:1 1)  is  F^CVIS)  =  Wl(V  —  S)fsj,  where  Wl(')j>j  is  the  joint 
Lth  order  p.d.f.  of  the  L-component  vector  N=  [N^(tj)] ,  (i  =  1,  .  .  .  ,  n;  m  =  1,  .  .  .  ,  M),  for  the  now 
time-sampled  vector  process  N,  as  in  (29:7). 

6(7|V)  =  the  decision  rule  for  the  set  of  possible  decisions_x=  [7i ,  •  •  •  ,  TdI  consequent  upon  the  original 
input  message  set  {u}  ,  and  based  on  the  received  data  V,  above.  In  "passive"  operation  the  inout 
message  set  is  now  the  set  of  all  external  signal  (and)  noise  sources  available  to  the  receiver  Tr<^) 
The  decision  rule  is  the  functioning  element  of  the  receiver;  in  fact,  it  is  the  receiver  Tj^(N), 
including  both  the  space-time  processing  of  the  input  fields  and  the  decision-making  processing  of 
the  input  fields  and  the  decision-making  consequent  upon  them. 

C(S,7)  =  a  preassigned  cost  function,  which  to  each  class  of  signals  (S)  and  each  decision  7j(j  =  1 , .  .  .  ,  D) 
assigns  appropriate  costs.  (For  the  usual  average  risk  and  Bayes  systems  discussed  specifically  here, 

C(S,7)  is  independent  of  the  decision  rule  6.)  See  Middleton  (i960),  18.1-18.4,  and  Eqs.(1.7)' (1.8),  Middleton  (1965). 

Here  n,  T,  and  A  are,  respectively,  the  abstract  signal-,  data-,  and  decision-spaces  (Middleton,  1960,  Fig.  18.5). 

t  With  continuous  sampling  on  (t^,  t^  +  T),  n->-  suitably  (T  <<»).  so  that  functions  of  vectors  (and  matrices)  arc  (formally) 
replaced  by  appropriate  functionals.  Thus,  o(S)^o|S(t)| ,  F„(V|S)-F-|  (V(t)|S(t)|  ,  etc.,  become  the  associated  functionals. 
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The  most  common  basic  detection  situation  is  the  binary  case,  in  which  the  two  hypothesis  states  are 

HqIN  noise  only,  Hj  :S0N.  The  cost  function  C(S,7),  in  (29:11),  is  now  conveniently  represented  by  a  cost 

matrix  C  =  [Cj:]  where  Cj;  (i,  j  =  0,  1)  is  the  cost  of  deciding  that  a  signal  of  class  j  occurs  (in  noise)  when 
actually  one  of  class  i  is  truly  present.  Consistent  with  the  fact  that  erroneous  decisions  must  cost  more  than 

correct  ones,  we  have  also  Cj:  >  Cjj. 

If  log  G(V)  =  Tj^  {v}  is  a  given  receiverf  (after  the  aperture  T^j^),  then  it  can  be  shown  that  the 
decision  rules  5  are  probabilities  (0<5  <  1)  (see  Middleton,  1965,  p.  73),  and  that  the  decision  space  A  is 

discrete,  with  two  points  7q  and  7i ,  where  specificallyt 

rlog  K 

5(To|V)=J_  6(y-TRjv}) 

dy 

(29:12) 

f°° 

5(7.|V)=/        6(y-Ti^(v})dy, 

-'log  K 

and    where   k    is  the  cost   ratio  (Coi  —  Coo)/(Cio  —  Ci  i).   The  decision   process  is  directly  the  verbal 
interpretation  of  (29:12): 

Ho —decide  7o:  decide  noise  alone  if  T|^  (V)  <  log  k 

[e.g.,  set5(7o|V)=  l;S(7o|V)  =  0] 
Hi -decide  ji :  decide  signal  and  noise  if  Tr^(V)  >  log  k 

[e.g.,  set5(7o|V)  =  0;6(7,|V)=  1] 

(29:13) 

(Equations  (29: 12)  and  (29: 13)  show  that  the  decision  rules  are  nonrandomized,  e.g.,  they  are  either  unity  or 

zero.)  Clearly,  the  decision  rules  5(7lV)=  [5(7o|V)  and  5(7i|V)]  are  the  embodiment  of  the  time  processing 

in  the  receiver  and  include  the  decision  making,  based  here  on  the  comparison  of  the  M-channel  receiver's 

"output"  Tj^^{v}  with  the  threshold  log  k.  The  average  cost  of  this  binary  detection  process  is  readily  found 
to  be  (Middleton,  1965,  section  2.1) 

R(a,6)  =  (qCoo  +pCn)  +  q(Coi  "  Coo)/?!^'')  +  p(C,o  -  C„)/3o('),  (29:14) 

Here,  p  (=  1  -  q)  and  q  are  respectively  the  a  priori  probabilities  that  the  data  V  contain  noise  alone,  or  signal 
and  noise.  The  (conditional)  probabilities  a  and  j3  (29: 1 5)  are  often  referred  to  in  hypothesis  testing  as  Type  1 

and  Type  II  error  probabilities.  The  /3iV°)  and  |3o''^  are  respectively  the  conditional  error  probabilities  of 
calling  noise  a  signal  (and  noise)  and  vice  versa: 

i,(o)(^a)=| 

(^)  =  J  < 

FL(V|0)6(7,|V)dV 

/3o('U^)  =  J  <Fl(V|S)>s6(7o|V)  dV  .  (29:15) 

t  The  delta  function  in  the  integrands  of  (29.12)  are  the  familiar  (Dirac)  singular  functions  (Middleton.  1960,  1.2-4) 
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For  estimation  or  measurement  of  the  signal  —  its  waveform  S  or  parameters  _£  —  when  it  is  known 
surely  to  be  present  in  some  noise  background,  the  decision  rulef  now  becomes  a  probability  density  and  takes 
the  form 

5(7|V)  =  6(7  -  7a(V))  (29:16) 

where  the  right-hand  member  is  a  delta  function.  Thus,  the  estimator  7^,(8  or  ̂ |V)  =  Tr^{v}  is  time 
processing  performed  on  the  input  data  V  from  the  M-channel  coupling  aperture  T^r,  and  as  such 

Tr  {v}here  embodies  the  structure  of  the  estimator  7^=  [7aq] ,  [q=  1>  •  •  •  .  Q  (=  ")  for  estimation  of 
waveform;  q  =  1  .  .  .  ,  K  for  estimation  of  K  (time-independent)  parameters] .  With  specified  receiver  Trv^), 
(29: 16)  in  (29: 1 1)  gives  directly  the  average  cost 

R(a,5)  =  J  a(S)  dS  J  FL(V|S)C(S,7a)  dV  ,  (29:17) 

with  S  replaced  by  9  in  a  and  C,  S  =  S(0)  in  Fl  for  parameter  estimation.  As  in  detection,  the  average  cost  will 
depend  on  our  choice  of  cost  function  C.  A  common  selection  is  the  quadratic  cost  function  (QCF), 

C(S,7cy)  =  Co(S  -  7(;)  •  (S  -  7p)  =  Co  IS  -  -yg^^  where  Co  is  a  (positive)  scale  factor.  Other  useful  cost  functions 
are  discussed  in  Middleton  (I960),  sections  21.2,  3,  and  Middleton  (1965\  section  3.2. 

29.1.5  Optimization 

If  the  structure  of  the  receiver  is  not  specified  a  priori,  we  can  find  the  optimum  (=  "op")  receiver  in 
standard  fashion  by  minimizing  the  average  risk  R(ct,5)  with  respect  to  the  decision  rule  (=  receiver  structure), 
viz., 

min  R(a,6)  =  R*(a,5*)  ,  (29:18a) 

with  S^6* 

op{v}=  op    ̂      (TrJrmtTToIu})  .  (29:18b) TRo  ̂   Tr^ 

for  optimum  performance,  where  R*  is  called  the  Bayes  cost  (or  risk)  and  6*  is  now  the  embodiment  of  the 
optimum  M-channel  receiver  Tr   {v}. 

In  our  binary  example  of  signal  detection  above  it  is  found  that  the  optimum  decision  rules  6*(7olV) 
and  6*(7i  |V),  and  the  optimum  decision  process,  are  given  by  (29:12)  and  (29:13)  with  Tr   {v}  replaced  by 
Tr^  \W)  ,  the  (logarithm  of  a)  generalized  likelihood  ratio  Al.  Thus,  the  decision  rule  depends  specifically  on  a 

p  j  a(S)FL(V|S)  dS 

generalized  likelihood  ration  Al  f 

J  o\ 
At=-^^    (29:18c) L  qFL(V|0) 

where,  again,  p  =  probability  that  a  signal  is  present,  q  =  (l  -  p)  =  probability  that  only  noise  occurs.  Like 

Tr^(V),  Al  is  now  compared  with  the  cost  ratio  k  =  (Coi  -Coo)/(Cio  -  Cj  ,);  (usually  it  is  convenient  to 
compare  log  Al  with  log  k)  with  the  algorithm,  cf(29:13): 

(i)  Decide  noise  alone  (i.e.,  set  S*(7o|V)  =  1 ;  6*(7,  |V)  =  0)  if  log  A  <  log  k 
(29:18d) 

(ii)  Decide  signal  present  (i.e.,  set  6*(7o|V)  =  0;  6*(7i|V)  =  1)  if  log  A  >  log  x 

Clearly,  the  decision  rules  6*(7|V)  =  S*(7o|V),  6*(7|V)are  the  embodiment  of  the  time  processing  in  the  now 
optimum  receiver.  The  corresponding  Bayes  risk  R*  and  error  probabilities  |3i(^)*  and  /^o^'-^*  are  determined 
from  (29:14)  and  (29:15)  with  5*(7o|V)  and  5*(7,|V)  therein.  (See  Middleton,  1960,  section  19.1-19.3  for 
details.) 

t  Like  the  decision  rules  in  detection,  it  is  also  nonrandomized,  (see  Middleton,  1960,  p.  961). 
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In  signal  extraction  the  results  also  depend  on  our  choice  of  cost  function.  Two  of  the  most  useful  are 

the  QCF,  already  noted  above,  and  the  simple  cost  function  (SCF),  described  by  C(S,7(j)  =  Co  {a  -  bi-y^  -  S)}. 
With  the  former,  the  optimum  receiver  or  Bayes  estimator  is  represented  by  the  well-known  conditional 
expectation  of  S,  given  V,  while  with  the  SCF,  the  optimum  receiver  is  an  unconditional  maximum  likelihood 
estimator  (UMLE)t. 

Still  further  optimizations  are  possible:  over  Tj  and  over  T^^X'  '^AR'  ̂ ^^  coupling  to  the  medium, 
subject  to  appropriate  constraints.  These  additional  optimizations  are  important,  because  they  represent  (when 

realized)  the  full  exploitation  of  the  system  designer's  options  vis-a-vis  the  medium,  signals  in  the  medium, 
etc.,  which  he  can  use  in  principle,  at  least,  to  enhance  his  observations  and  further  improve  his  questioning  of 
nature  (Middleton,  1971)  and   29.8.3  . 

To  complete  the  necessary  link  between  the  canonical  formulations  outlined  above  and  the  desired 
results  to  be  obtained  ip  specific  applications,  we  need  now  to  provide  the  physical  models  of  the  signal  and 
noise  processes  in  question.  This  is  done  in  29.2  following. 

29.2      Approaches  to  the  Channel  Model:  Sources  and  Fields 

We  turn  now  to  the  main  problem  of  modeling  the  medium,  the  coupling  to  it,  and  various  sources 
therein.  Here  our  task  is  threefold: 

(l)To  obtain  the  waveforms  of  signals  and  noise  propagated  in  the  medium  and  observed  at  the 

receiver  Tr  ,  as  in  (29: 1). 
(2)  To  derive  the  explicit  structures  of  the  coupling  and  medium  operators  T^j,  T^j^,  and  Tjyj,  as  in 

(29:1). 
(3)  To  determine  the  statistics  of  the  received  signal  and  noise  processes,  as  noted  in  (29.1 .3). 
Since  we  must  deal  with  signals  of  finite  bandwidth  (and  duration)  and  with  sources  and  media  which 

are  jointly  random  and  variable  in  both  space  and  time,  a  combination  of  wave  theory,  ray  theory,  and 
statistical  modeling  is  needed  (Middleton,  1967  and  1972).  The  local  character  of  the  propagation  is 

"microscopically"  described  by  appropriate  differential  equations  with  stochastic  forcing  terms  —  the 
Langevin  equations  (Middleton,  1960,  Chapter  10).  The  general  geometries  are  "macroscopically"  determined 
by  the  ray  paths  that  delimit  the  flow  of  energy  in  the  medium  and  specify  the  domains  of  illumination  and 
scatter. 

In  contrast  with  the  usual,  or  "classical"  treatment  here,  (see,  for  example,  Chapters  8  and  1 1 ;  also, 
Middleton,  1967,  Section  1;  and  1972a,  Sections  12,  20),  we  avoid  the  intractable  problems  presented  by  the 
complex  local  boundary  conditions  that  occur  at  interfaces  and  inhomogeneities  of  the  medium  by 

introducing  their  phenomenological  equivalent:  spatially  dependent  linear  and  time-varying  stochastic  filters, 
which  represent  the  boundary  effects  and  the  distributed  random  properties  of  the  medium  (Middleton,  1967 
and  1972a).  In  this  way  a  realistic  yet  manageable  theory  can  be  constructed,  which  includes  in  addition  to  the 
realistic  geometries  and  general  signal  waveforms,  the  key  feature  of  a  generalized  statistical  description, 
usually  absent  from  the  earlier  classical  models  and  essential  to  the  newer  goals  of  system  analysis  and  design. 

It  should  be  emphasized  that  this  representation  of  the  medium  in  terms  of  an  appropriate  (hnear) 
stochastic  filter  stUl  embodies,  as  it  must,  the  desired  observables:  the  statistics  of  such  a  filter,  e.g.,  its  mean, 
fluctuations,  variance,  spectrum,  correlation  functions,  distributions,  are,  in  fact,  all  that  we  can  observe  of 

what  is  basically  a  random  space-time  process,  viz.,  the  field  whose  properties  we  are  investigating.  We  can,  for 
example  (and  do,  in  the  sections  below),  postulate  that  the  inhomogeneities  of  the  medium  may  act  like  an 
ensemble  of  point  sources,  distributed  in  space  and  with  temporaUy  varying  characteristics,  which  may  also 

depend  on  location  as  well  as  time. 

These  "point"  sources  may  embody  the  scattering  properties  under  illumination  from  some  active 
source,  or  they  may  be  used  to  describe  inherent  radiative  properties,  representing  the  generation  of  an 

ambient  field.  What  is  important  here  is  the  fact  that  this  is  a  workable  model,  whose  "scientific  truth" 
extends  down  to  the  order  of  the  wavelengths  (X)  of  the  radiation  involved:  macroscopically,  we  observe 

"smooth"  or  continuum  properties  of  the  medium  in  time  and  space;  microscopically,  the  "point"  model  may 
or  may  not  be  realistic  at  very  small  dimensions  (~X). 

t  For  a  general  discussion  and  details,  see  Middleton,  r960,  section  21.2,  3,  and  Middleton,  1965,  section  3.2. 

We  remark  that  the  classical  linear  filtering  and  prediction  theories  of  Wiener  and  Kolmogoroff  are  also  included  in  the 
present  formalism  (see  Middleton,  1960,  section  21,  2,  21.4.) 
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In  any  case,  we  can  use  this  approach  to  obtain  a  statistically  predictive  description  of  localized  and 
widely  distributed  phenomena,  in  space  and  time.  This  is  observationally  an  entirely  adequate  physical  model 
on  a  continuum  basis.  It  is,  also,  on  a  discrete  basis,  as  well,  where  we  are  actually  dealing  with  point  sources 

or  "point"  mechanisms  (to  the  limits  of  our  system's  resolution),  e.g.,  molecules  in  EM  scattering  situations, 
occluded  gas  bubbles  in  the  ocean  (in  volume  or  near-surface  scatter  of  acoustic  waves),  for  example.  This 
stochastic  approach  has  already  achieved  quantitative  verification  in  recent  work  on  reverberation  in 
underwater  sound  (Plemons,  Shooter,  Middleton,  1971 ;  Plemons,  1971).  See  also  the  discussion  in  Section  24 
of  Middleton  (1972a). 

29.2.1  Signal  Fields  (Middleton,  1967  and  1972a,b) 

Our  first  task  is  to  obtain  the  desired  waveform  of  the  propagation.  We  shall  consider  two  cases:  the 

generation  of  a  prototypical  scalar  and  vector  field,  as  two  examplesf  with  broad  application,  when  a  given 

signal,  Sjf^,  is  injected  into  the  medium. 
Thus,  we  start  canonically  with  the  idealized  but  common  case  of  a  homogeneous  nondissipative 

isotropic  medium  in  which  a  scalar  field  p(t,R)  of  some  sort  can  be  propagated.  The  source  of  this  field  is  a 

locally  distributed  signal  generator  that  is  assumed  motionless  in  the  mediumft-  The  quantity  R  =  ij^x  +  iyy  + 
i2Z  is  a  vector  from  the  origin  of  our  cooordinate  system,  locating  the  point  P(R)  in  space  where  we  wish  to 

describe  the  field,  cf.  (F29.2).  An  appropriate  dynamical  equation  for  many  situations  is  the  well-known  wave 
equation  (in  rectangular  coordinates) 

1  ̂  

at^
 

V-Vp---t  =  -Gx(t,|),  orO,  (29:19) 

respectively,  in  the  region  Vj  containing  sources,  or  where  there  are  no  sources  (Gj  =  0).  The  quantity  Gj  is 
for  the  moment  a  nonrandom  source  function  defined  by 

Gj(t,^)=f     aT(^,  t-r)Sin(T,|)dr.  (29:20) 
J-  oo  '*  '^ 

Here  aj  is  the  aperture  weighting  associated  with  the  radiating  element.  The  V'V-V^  is  the  (vector) 

Laplacian;  c  is  the  velocity  of  propagation;  ̂   =  i^J^  "•"  iy^y  "*"  'z^z  '^  *^^  vector  from  the  origin  0  to  a  radiating 
element  d^  in  Vj,  cf.  (F29.2),  and  3p^/9t^  =d^p/dt^  =p,  since  the  source  producing  Gj  is  motionless 
vis-a-vis  the  medium;  Sjf,(t,^)  is  a  driving  signal  applied  at  ̂   in  the  transmitting  aperture. 

The  aperture  weighting  aj  represents  the  (linear)  filtering  action  of  the  radiating  element  d|,  of  the 
transducer  (which  is  physically  distributed  over  Vj),  and  which  converts  the  driving  signal  Sj,^  applied  at  P(?) 

into  a  local  field.  Thus,  G-p  is  a  "forcing"  or  driving  term,  expressed  as  a  differential  field  (vide  the  left 
member  of  (29:19).  We  note  that  aj  is  time-dependent  (i.e.,  has  memory),  and  correspondingly,  that  its 
Fourier  transform 

At(?,0  =  /^tWf  =f     aj(r,£)e-i'*^^  dr,  (cj  =  2ni)  ,  (29:20a) 

is  frequency  dependentftt  -  components  with  different  frequencies  driving  such  apertures  produce  different 
weightings.  With  each  aperture  weighting  a  beam  pattern  Aj  is  associated,  defined  as  the  spatial  Fourier 
transform  of  Aj 

Aj(u,f)  =  Ff'kj\=  j    Ax(|,0e2^'iild|,  (29:21) 

where  ij  =^(ij)  =  i^i^x  +  'y^^y  +  'z^'z  ~  '^/^^  ~  'x^x'  ■*"  'y^'  "*"  'z^z'  '^  ̂ ^  (vector)  spatial  frequency  for  the 
direction  ij  =  R/R  of  the  point  P(R)  with  R  =  |R|  the  magnitude  of  R;  k  is  the  corresponding  (vector)  wave 
number,  and  the  A^,  etc.,  are  wavelengths  (of  the  propagated  field)  in  the  medium.  Physically,  the  square 

f  We  must  usually  distinguish  between  vector  and  scalar  cases,  since  the  former  may  interact  quite  differently  than  the  latter 
with  discontinuities  in  the  medium  (interfaces,  scatterers,  etc.).  For  example,  we  cannot  talk  of  polarization  or  anisotropic 
interactions  in  the  scalar  cases  (29.6.1.1). 
ft  Extension  to  the  important  cases  of  moving  sources  is  readily  made  (Middleton,  1970,  Section  4.4),  for  example. 

tttTo  determine  the  structure  of  aj,  or  Aj(t,f),  is  a  nontrivial  boundary-value  problem.  We  shall  assume  throughout, 
however,  that  A-p  (or  aj)  has  been  obtained  (often  in  practice  by  experimental  means,  Middleton,  1970,  Reference  51). 
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magnitude  l^-pl^  of  the  beam  pattern  indicates  the  relative  allocation  of  the  energy  of  the  emission  in  wave 
number  and  frequency,  cf.  sec.   29.3.1  . 

The  solution  of  (29:19)  outside  Vj,  i.e.,  where  Gj  =  0,  is  known  to  be  (Stratton,  1941) 

p(t,R)  =   i   ■§^'2  Ax(|,OSin(f,DeMt-^/'^)  df  ,  (29:22) 
where  Sjj^(f,|)  is  F{  {5,^(1,^}  and  r  =  |rl  =  |R  —  ̂ |.  (We  assume  negligible  coupling  of  boundaries,  interfaces, 
scatterers,  etc.,  with  the  source  function  Gj  —  an  entirely  practical  situation  in  most  cases.) 

Next,  in  a  very  large  number  of  applications  we  have  a.  far-field  or  Fraunhofer  condition  (expressed  by 

the  fact  that  2L^3^/Aj^j^  «  R,  where  l^^^^^  is  the  largest  physical  dimension  of  the  radiating  aperture  and 
^min  ̂ ^  *^^  shortest  wavelength  of  the  driving  signal  Sjjj),  so  that  we  can  now  express  (29:22)  compactly  in 
terms  of  the  beam  pattern  as 

P(t 

1  f°° '^>  ="  4ki«,^'T^'Tf/c|Sin)e''^^^-^/'^)  df  , 

with  i^-^vj  =  i^f/c,  or  in  terms  of  the  aperture,  by 

p(t,R)  .^  /  d|/_°°  AT(i,OSin(f,i)  •  e'^('-^'''
i-h/o)  ̂ ^ 

(29:23a) 

(29:23b) 

Vj 

where  A^  =  FtJAj  =  A'p(^,f)Sjf,ff  |)|  is  a  generalized  beam  pattern,  corresponding  to  the  generalized  aperture 
weighting  AYrspecifically/ix  =  ix  cos  (p  sin  5  +Ty  sin  0  sin  0  +  i^  cos  6  vide.  .  .  .  (F29.2). 

Figure  29.2    Geometry  of  a  signal  source. 
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AS  our  second  prototypical  example,  we  have  the  case  of  propagation  of  a  vector  field,  L(t,R),  also  in  a 

homogeneous,  isotropic,  and  non-dissipative  medium,  which  obeys  a  vector  analogue  of  the  scalar  wave 
equation  (29:19),  viz., 

V-VL-^-gp^=-GT(t,?),orO.  (29:24) 

Solutions,  L(t,R),  of  (29:24)  in  the  regions  Vj  outside  the  driving  sources  are  the  vector  anatogs 

(Stratton,  1941)  of  (29:22)  and  (29:23),  with  Ax(|,0  replaced  now  by  the  vector  weighting  A'p(l,OL.  where 
in  the  usual  way  for  the  far-field  cases  (see  29:23)  IR  —  ̂ 1  is  replaced  by  R  and  R/c  -  i-p  •  ̂c,  respectively,  in 
the  amplitude  and  phase.  The  various  sources  and  aperture  weightings  are  related  by 

GT(t,l)  =r°  AT(^,f)LSin(f.?)e*"^  df  .  (29:25) 

The  vector  weighting  A-p  has  the  corresponding  vector  beam  pattern  A'p(t',f)  =  Ft"'  (Ax)  ,  cf.  (29:21).  The 
far-field  solutions  of  (29:24)  are  thus  found  to  be  ~ 

'^■•'0  -'  4^  I  41  *T4.0S,„(f.£)e'"<'-  ""^i-'T"'  df  .  
(29:26a) cf.  (29:23b)  above.  In  terms  of  a  vector  generalized  beam  pattern, 

A'j  =  F|JAj  =  AT(^f)Sin(f,|)}  ,  (29:26b) 

(29:26a)  is  alternatively 

L(t,R)  =  ̂ J^  ̂:p(iT^f/c,  f|Sin)ei'^(t- R/c)  df  ,  (29:26c) 

again  with^-^p  =  i-pf/c  for  the  spatial  frequencies. 

29.2.2  Noise  Fields:  Ambient  and  Scattered  Fields 

As  we  remarked  earlier  (see  29:7  and  29:10a),  there  are  two  principal  types  of  random  field  that 

appear  in  the  channel:  an  ambient  "self-noise"  produced  locally  throughout  the  medium  and  a  scatter  "noise" 
arising  from  local  inhomogeneities.  The  former  is  independent  of  any  man-made  signal  source,  while  the  latter 
is  signal-dependent.  Both  these  fields  are  of  critical  interest  to  us  in  the  remote  sensing  of  the  troposphere,  as 

they  often  are  the  "signals"  which  we  wish  to  observe  here.  The  former  is  generated  in  the  medium  and 
appears  in  passive  reception,  while  the  latter  is  produced  when  we  "interrogate"  the  medium.  The  signal  fields 
described  in  29.2.1 ,  are  really  special  cases  of  the  former,  which  it  is  convenient  to  designate  separately  when 
we  wish  to  emphasize  the  communication  aspects  of  the  theory.  Here  now  we  have  control  of  the  type  of 
signal  at  the  transmitter  and  wish  to  direct  our  attention  to  it  after  it  has  passed  through  the  medium  in 

question. 
Thus,  a  versatile  model  of  self-noise  for  the  cases  discussed  in  29.2.1  may  be  constructed  by 

■  postulating  a  set  |j\  of  distinct  radiating  point  sources,  distributed  in  a  volume  or  on  a  surface,  or  both.  A 
disturbance  emitted  from  the  jth  source  at  P(Rj)  obeys  a  vector  dynamical  equationt  similar  to  (29:19), 

°  Helf- 

V'Lself-j  -  -p  — 3lH  =  -GselKt-HRj)] 

=  -5(r-  0)nse,f<t,Rj)j  ,  (29:27) 

and  Ljeif.j  can  be  L:,  or  p(t,Rj)j.  The  vector  field  L  is  described  at  all  points  P(Rj)  by  an  equation  like  (29:24), 

where  the  vectors  r,  Rj  are  drawn  from  the  point  source  at  R;  as  the  new  origin.  Specifically,  we  can  write 

LseiKt.Rj)j  =  HseiKt  "  Rj/c)/47rR]  (29:27a) 

t  Scalar  fields  and  scalar  dynamical  equations  are  obtained  at  once,  formally,  by  replacing  vectors  by  scalars  in  what  follows. 
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It  is  instructive  to  discuss  the  structure  of  n^gif ;  in  more  detail.  We  write 

nself<t,Rj)j  =1      ̂ self<^'t|Rj)jLoj(t  -  r,Rj)  dr 
(29:28) 

where  H'^Q\f  (with  dimensions  length/time),  is  a  (scalar)  stochastic  (realizable)  linear  time-varying  filter,  when 
considered  over  the  ensemble  of  sources.  Lqj  represents  the  jth  inherent  source  mechanism.  The  statistical 
properties  of  nggjf  depend,  of  course,  on  the  detailed  assumptions  concerning //jgjf  and  Lqj  (Middleton,  1967 

and  1972a),  (Karp,et  al.,  1968).  The  total  self-noise  stochastic  field  available  to  the  receiver's  aperture  T^j^  is 

Njgjf  (t,R')=  2jLggif(t,R;)j.  The  set  of  dynamical  equations  (29:27)  is  called  the  Langevin  equation  of  the 
process  N^gjf  (Middleton,  1960,  Chapter  10;  also.  Section  29.5  following.) 

The  model  for  signal-generated  noise  or  "scatter"  (clutter,  reverberation,  etc.)  is  formally  similar  to 
that  of  self-noise  fields.  However,  each  scatterer  now  modifies  the  field  incident  upon  it  and  reradiates  it  in 
variable  amounts  in  all  directions.  In  the  case  of  scalar  sources  and  media  the  scattered  field  Lj,,^!  ̂^  given  by 

(29:29)  with  Lggjf  replaced  by  Lg^.^^  and  G^gjf  by  G^^^A-  ̂ ^  (29:28),  n^gjf,  i/jgif,  and  Lq,  respectively,  are 

replaced  by  Uj^.^^,  -^sgat'  ̂ ^^  Mnc  which  is  now  the  incident,  signal-generated  scalar  field  p(t,Rj),  etc.,  as  in 
(29:19). 

In  the  case  of  vector  fields  there  is  a  critical  modification  of  our  scalar  relation  for  the  scattered  field. 

Equation  (29:27)  again  formally  applies  (Lself^''^scat'  ̂ ^^■)'  ̂ ^^  "^^  ̂ self  '^  replaced  by  a  dyadic  (or 
second-rank  tensor)  Hgj,^^,  so  that  n^(^^[  is  specifically 

'sea 

t(t 

^j)j  -L ̂scat(^>t|Rj)j  •  Ui-  Xj|Rj)jdr 
(29:29) 

The  scattered  field  at  P(R}  is  Nj^.^^  (t,R)  =  SjLj^^^;  (t,Rj);.  The  dyadic  Hj^-gt  is  a  nine-component  tensor 

equal  to  •x'x(^')xx  "*"  "xV^^W  +  •  •  •  +  'z'z(fi')zz-  ̂ ^  represents  a  mechanism  whereby  incident  radiation 
falling  upon  the  scatterer  is  reradiated  in  different  amounts,  in  different  directions,  and  with  consequently 

different  polarizations.  Ionized  layers  and  optical  scattering  by  small  particles  in  the  atmosphere  offer  some 
examples  of  such  tensor  media  (see  F29.3). 

-R  5)T:    ̂ R=  a^ 

Cloud 

Figure  29.3   Monostatic  system  with  volume  and  surface  scatter. 
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29.3      Reception 

To  complete  the  link  between  transmitter  and  receiver  we  need  now  to  couple  to  the  medium  by 

means  of  the  receiving  aperture  T^r,  (see  29:7).  Thus,  recalling  that  our  receiver  couples  to  the  medium  by 
means  of  M  distinct  sensors,  distributed  over  some  region,  Vj^,  we  note  that  the  input  to  each  component 

^AR-m  °f  ̂ ^^  M-channel  aperture  T^j^  is  either  a  vector  or  scalar  process,  depending  on  the  underlying 
physics  of  the  situation. 

29.3.1  Preformed  and  Adapted  Beams 

The  question  of  whether  or  not  one  has  a  preformed  beam  (M  =  1),  an  adapted  beam  (M  >  1),  or  uses 
adaptive  beam  forming,  depends  on  the  type  of  signal  drive  at  the  transmitter  in  the  active  cases,  and  in 

reception,  on  how  the  elements  of  the  receiving  aperture  are  combined.  As  examples  of  different  types  of 

drive,  which  produce  different  kinds  of  distributions  in  the  medium,  first  consider  the  important  special 

(approximate)  case  where  the  array  consists  of  M  point-elements,  located  at|  =  ̂j^,  m  =  1,  .  .  .  ,  M,  at  each  of 

—  M*    ~
 

which   different 
   

input    signals   8^,(1,^)  
 
are   applied.  

  
Then,  Sjfi(t;^)  =Y      Sj^(t,|^6

(^ 
-L^),  while  if  each 

~  ~        m=l  ~ 

element  has  the  same  driving  signal,  this  reduces  to  Sjj^(t;|)  =  S(t)I)ni6(| -|ni)-  Similar  extensions  are  readily 
made  for  various  combinations  of  point,  hne,  surface,  and  volume  elements. 

We  can  easily  include  the  cases  of  adaptive  beam  forming,  (Middleton  and  Groginsky,  1965,  and 
Middleton,    1966).    Adaptive    beam    forming   may   be    described   (for   point    elements)   if  now   we   set 

Sin(t:|)  =y  S(t  -  Tj^,^)6(^  -  Ijjj)  and  let  t^  be  selected  delays,  chosen  in  some  appropriate  fashion  for  both 
~     m  ~     ~    ~ 

transmission  and  reception,  but  usually  in  the  latter,  after  processing  the  received  data,  when  for  example,  one 
wishes  to  optimize  a  possible  signal  detection  or  bearing  estimate.  (Middleton  and  Groginsky,  1965,  and 

Middleton,  1966).  A  choice  of  the  t-^  independent  of  the  particular  data  at  hand  produces,  of  course,  a 
preformed  beam,  in  the  usual  way.  Steering  and  scanning  by  preformed  beams  are  readily  included:  steering  by 

preselection  of  the  t^^,  scanning  by  changing  the  t-^  (slowly)  in  time,  so  that  Tj^  =  t^{X).  Similar  remarks 
apply  directly  for  distributed  array  elements. 

Now,  if  the  receiver  uses  a  preformed  beam,  then,  in  effect,  M  =  1 :  all  geometric  elements  of  the  array, 
or  aperture,  are  regarded  as  forming  a  single  aperture,  and  there  is  only  a  single  input  to  the  processor  lu  ,  cf. 

(29:1),  (29:1a). 

For  the  M-channel  or  multidimensional  receiver  (M  >  1)  considered  here,  however,  T^r  represents  an 

adapted  beam.  The  individual  outputs  of  each  component  aperture  {Ty^R.j^|  are  combined  in  some  preset 

fashion  in  the  subsequent  (M-component)  processor  To  to  form  a  beam,  in  effect,  as  a  result  of  the  processing 

embodied  in  Tr  {v}  itself.  Receiver  optimization  (Tr^^Tj^^       .)  automatically  determines  the  manner  in 
which  the  M-channel  input  data  are  to  be  combined  (Middleton  and  Groginsky,  1965,  and  references  in 

Middleton,  1970).  These  "post-processing"  beams  are  "adapted"  to  the  input  data,  and  the  process  of  forming 
such  a  beam  is  called  adaptive  beam  forming.  Clearly,  such  a  dynamic  procedure  offers  further  possibilities  for 
extending  receiver  performance,  since  the  constraint  of  a  preformed  beam  pattern,  fixed  for  all  inputs,  is  now 
removed. 

In  fact,  the  extension  to  time-apertures  (filters),  apertures  constructed  of  discrete  spatial  arrays,  is  a- 
very  important  aspect  of  the  geometrical  descriptions  of  sampling  plans.  This  includes,  mostly  for  future 
study,  the  design  of  optimum  apertures,  both  with  regard  to  sensor  design,  and  deployment,  and  data 

processing,  e.g.,  "synthetic  apertures."  See  29.8.3  ,  29.9  .  (For  some  exploration  of  these  ideas,  see  Petersen, 
1963,  and  Petersen  and  Middleton,  1973.) 

29.3.2  The  Received  Waveform,  U; 

The  elements  of  the  noise  and  signal  input  to  the  processor  Tr  (see  Stratton,  1941,  and  Middleton, 

1966a)  may  now  be  specified  by  considering  the  various  vector  (or  scalar)  radiation  fields  impinging  upon  an 

element  (dTjo)^  at  {rioJlo  +  ̂'1o)m  '"  ̂ ach  receiving  aperture  in  the  M-channel  receiver.  As  in  (29:21)  (29:27), 

etc.,  we  can  define  a  (vector)  receiving  beam  patternt  by  ̂ R^J^Rnr  Om  ~  ̂ t?  '  {-^tC^O'  ̂ m}'  where,  like  Aj 
t  Here  v^^  is  the  (vector)  spectral  frequency  ̂ j^^ltj^),  where  ij^  is  a  unit  vector  normal  to  the  wavefront  impinging  upon  the 

receiving  aperture;  specifically,  ij^  =  Rj^lRj^r  ' . 
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and  aj,  we  have  ̂ R.m  =  Ft{5R(lJo,  t)}  relating  the  time  and  frequency  forms  of  receiver  aperture  weightings 

in  the  m*"  channel  (m  =  1 ,  .  .  .  ,  M).  For  a  typical  jth  self-noise  source,  or  for  a  scatterer,  we  find  that  the 
inputs  to  the  processor  are  nowf 

U(t)j  =  [Un,(t)j]  = J.        dT?Omj      SRCSOm  +  ̂nx' ^  '  ̂ )m  '  L(r,  Rrj  -  20m  "  %), 
VRm  °°  ■' 

dr 
(29:30) 

where  L  =  Lggjf  or  Lj^^ji;  Rr;  is  the  vector  drawn  from  the  point  source,  or  scatterer,  at  P(R;)  to  the  origin  Or 

of  the  coordinate  system  of  the  entire  receiving  aperture;  r^  is  the  vector  from  Or  to  the  center  of  the  mth 

component  aperture  and  Vrj^  is  its  volume,  vide  (F29.4). 

Summing  over  j  for  the  contributions  of  the  individual  noise  sources  that  radiate  into  the  M  beams 

Arjjj,  (m  =  1 ,  .  .  .  ,  M),  gives  the  total  noise  processes  X^gjfCt)  and  X^catO-^  '•^^^  constitute  the  input  to  the 

processor  Tr  .  Thus,  in  the  passive  case  (Stratton,  1941),  the  total  noise  input  is  N(t)  =  Xsg|f(t)  +  N(t)5y5^gjj^, 

while  in  the  active  case  (29: 10a)  it  becomes  N(t)  =  X5gjf(t)  +  N(t)5y5tgj„  +  Xsga|^(t). 
Particular  signals  are  handled  in  precisely  the  same  way.  Thus,  for  (point-source)  signals  we  replace  L  in 

(29:30)  by  Sj)(t,  Rq  —  r?)  and  for  localized  inhomogeneities  (or  "targets,"  in  the  more  familiar  radar  and 

sonar  applications)  by  S^argetC''"' '^R  ~  2'^in' ''^)'  respectively,  to  obtain  the  possible  signal  inputs  to  the 
processor.  Extensions  to  distributed  ambient  or  scatter  signal  sources  raises  no  conceptual  difficulties.  We  must 

replace  the  present  "point  aperture"  by  a  distributed  one,  as  we  have  already  done  for  the  transmitting  and 
receiving  apertures  of  our  communications  link  (Middleton,  1970). 

29.3.3  The  Medium  and  Coupling  Operators 

The  noise  and  signal  inputs  above  may  be  compactly  described  in  terms  of  the  channel  and  system 

operators: 

symbolically: 
Xself  =  /^Uself-j  -    /  lARjJLself-j[  =  "? ARJNselfJ  . 

J  J 

^scat  =  yyscat-i  =  X^^^^J  '  ̂̂ f^^  '  "^ATjTToPini  =  /^ T^RMTj^ToPinf  • 

(29:31) 

(29:32) 

J  J  J 
Similarly,  for  localized  signal  sources  we  have 

S(passive)  =  TAR5sDS,  (29:33a) 

S"target"  =  (TaR  '  TM-tar  "  TAT)TTojSin[  =  T^RMT-tarTTojSini  >  (29:33b) 

where  again  "target"  refers  to  scattered  signals  from  some  local  inhomogeneity  in  the  medium,  and 

^RMT-j(^>  =  (Tar  •  tM(^)  •  Tat)j  >  etc.  ,  (29:33c) 

cf.   29.1.3   above. 

Single  path  and  muitipath  signals  are  handled  in  the  same  way.  Note  that  for  vector  fields  Tj^  is  a 

dyadic  or  2nd  rank  tensor,  (cf.  Page,  1935)  and  that  T^x  'S  a  3-  vector.  Observing  that  these  operations 

I  For  scalar  field  inputs  we  have  formally  <ir~*£r.  L-+L,  etc. 
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Figure  29.4   Receiver  geometry;  for  sensor  in  m^^  channel. 

describe  successive  (time)  convolutions,  by  tracing  through  the  sequence  from  source  to  receiver,  using  results 

like  (29:22),  we  find  for  vector  fields  and  far-zone  conditions  (see  29:22)  that 

^AT{}j-44://i/>T(ir.iT 
"•Tj  •  |/c)(  )t-r  dr, (29:34a) 

or 

1    r°° 
^  4^^  J_  ̂T('Tjf/c,n(  )in- f)e"^*  df  ,  (29:34b) 

with  a  similar  relation  for  T^r{}j  on  setting  Rj->Rj^j,  a-r^ai^,  Aj->-Aj^(i|^f/c,  f)j^(  )f,  ̂ ^om-  'T~*"'k' 
V-r^VR.n,,  and 

^M^^Hlscat-j  =/^  A^eatC^  "  tdj,  t  -  tdRj|Rj)j(  )t-r  dr  ,  (29:34c) 

where  tj:  and  tjRj  are  path  delays  from  transmitter  to  receiver  and  scatterer  to  receiver,  respectively.  In  the 

important  case  of  Doppler  velocities  (small  compared  to  c),  tj:  and  t^jRi  have  the  form  a  +  (r  -  t)b. 
(Middleton,  1967  and  1972a,  Sections  4.4,  16.1).  Specialization  to  scalar  sources  and  fields  is  immediate. 

29.4     Examples:  Fields  and  Waveforms 

Let  us  now  illustrate    29.2     and    29.3    with  a  few  specific  physical  examples.  We  cite  first  some 

dynamical  equations  and  their  (far-field)  solutions,  obtained  by  the  approach  of  29.2  .  Then  we  indicate  the 
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received  waveform  structure,  U;,  in  these  cases,  mainly  for  the  narrow-band  signals  that  customarily  occur  in 

practice.  These  examples  are  of  general  geophysical  interest,  and  for  the  moment  are  not  specialized  to 
acoustic  and  electromagnetic  propagation  in  the  atmosphere,  although  this  is  the  area  of  principal  concern  in 
this  book.  We  broaden  the  domain  of  application  here  in  order  to  emphasize  the  canonical  nature  of  our 

statistical-physical  approach  in  conjunction  with  the  methods  of  statistical  communication  theory. 

29.4.1  Some  Dynamical  Equations  and  Fields 

As  our  first  example,  we  consider  the  propagation  of  incrementalt  (scalar)  pressure  waves  in  the  ocean 
(and  atmosphere)  for  general,  typical,  physical  conditions.  When  the  medium  can  be  approximated  by  a 

homogeneous,  nondissipative  model  our  prototypical  results  (29:19)-(29:23b)  may  be  directly  applied:  the 

dynamical  equation  is  (29:19),  and  the  field  at  some  point  P(R),  external  to  the  source,  is  L(t,R)  =  p(t,R), 
(29:22),  (29:23). 

However,  when  appreciable  absorption  and  a  nonvanishing  velocity  gradient  (Vc?^)  occur,  a  frequent 
situation  in  the  ocean,  this  simple  model  must  be  suitably  modified.  From  Middleton,  1967  and  1972a,  Part 

III,  we  have  the  extension  of  (29:19)  and  (29:23).  The  dynamical  equation  is  now  [Middleton,  1972a,  (Eq. 
1 5.7  in  Part  III)]  for  small  gradients: 

where  a  is  an  absorption  parameter  (>0).  The  (unscattered)  incremental  (far-field)  at  P(R)  is  found  to  be  [for 
frequencies  below  0(40  kHz)] , 

^^''^\^0  ̂   4^  11  moWji-.,  f,f|Sin)Yp,th(f|R)e'"'[^"'«O^^^J  df  ,  (29:36) 

in  which  8q  and  xgQ  are  respectively  the  path  length  and  path  delay  to  P(R),  and  a,  (9^Tjf/c)  is  a  new  vector 

spatial  frequency,  which  has  the  direction  at  Oj  of  the  ray  initiated  at  Oj  and  traveling  along  the  ray  path  to 

P(R).  The   quantity  |3(Co  IR)  is  a  ray  focus-defocusing  factor  (unity  for     c  =  0)  that  accounts  for  the 

concentration  or  dilution  of  the  energy  in  the  beam,  in  the  course  of  its  propagation.  The  quantity  Ypg^j^ 

represents  the  effects  of  absorption  along  the  path  in  the  medium,  and  is  given  by  (Eq.  15.9  in  Middleton, 
1972a,  III), 

Ypath(flR)  ̂   e-^'io/2eS+ikW2     ,,  =  27rf  ,  (29:37) 

where  k  (=0,  I,  2,  .  .  . )  indicates  the  number  of  turning  points  (i.e.,  points  at  which  the  ray  reverses  its 
direction)  that  the  ray  may  experience  in  the  medium  in  the  course  of  propagation  to  P(R). 

Figure  (29.5)  shows  four  important  modes  of  propagation  in  a  deep  ocean,  when  (Vc  ̂'^  0),  for  various 
locations  of  transmitting  and  receiving  apertures  (cf..  Section  17  of  Middleton,  1972a).  These  are  convergence 
zone  (CVZ),  SOFAR  channel,  bottom  bounce  (BB),  and  surface  ducting  (SD),  with  their  attendant  geometries. 

Idealized  linear  profiles  [c(z)  =  Cqo  -  bz]  are  assumed. 

Our  second  physical  example  involves  a  (scalar)  model  of  man-made  noise  or  interference  in  the  urban 
radio  environment.  From  the  viewpoint  of  the  receiver  this  is  an  ambient  noise  mechanism  obeying  a 

dynamical  equation  of  the  type  (29:19),  for  which  the  (far-)field  at  P(Rj),  from  a  typical  (j''')  source, 
providing  say,  ignition  noise  from  an  automobile  engine,  is  (Middleton,  1972b) 

Lj(t,Rj)  =  4^  J  ̂>l'l(^Rjf"/c,  f|S,)ei^O-  Rj/c)  df  ,  (29:38) 

where  Sj  =  Ft|g[(t-Jli)}  is  the  amplitude  spectrum  of  tlie  interfering  source  Sj;,  and  \\  is  the  generalized 
beam-pattern,  cf.  (29:23b). 

Dynamical  equations  of  tiie  form  (29: 19)  also  occur  when  (small  amplitude)  propagation  in  an  elastic 
medium  is  considered.  Here,  however,  one  now  generally  has  a  vector  field  u(t,R)  for  the  displacement  of  the 

t  By  incremental  pressure  here  is  meant  the  (fluctuation)  in  pressure  about  the  static,  or  mean  pressure  in  the  medium. 
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medium  from  equilibrium,  instead  of  the  simpler,  scalar  fields  p(t,R).  The  dynamical  equation  is  (Page,  1935) 9^u 

Cp'VV-  u-  Cc'V  X  V  X  u   -=-  Fx(t,n  ,or  =  0  ,  (29:39) 

respectively,  in  or  outside  the  region  V-p  containing  the  driving  source  F^  (force  per  unit  volume).  Equation 

(30:39)  can  be  resolved  into  two  wave  equations  representing  purely  compressional  ("longitudinal")  or 

P-waves  and  purely  shear  ("transverse")  or  S-waves  if  we  set  u  =  Up  +  Uj,  where  the  vector  fields  Up  and  Ug, 

respectively,  obey  the  auxilliary  conditions  7x  Up  =  0  (Up  is  irrotational)  and  V  •  Ug  =  0  (u^  is  solenoidal). 

Then  Up  and  u^  obey 
t,p 

J,  (29:40) 

(with  Fj  =  0  outside  Vj),  where  Cp  and  Cg  (cp>Cs)  are  the  (phase  velocities  of  the  P-  and  S-waves  in  the 
medium.  The  joint  occurrence  of  both  P-  and  S-modes  are  generally  typical  of  seismic  phenomena  and  elastic 
media.  In  gases  and  liquids,  which  do  not  support  a  transverse  stress,  only  P-waves  occur,  and  one  has  a  scalar 
fieldt  for  the  resulting  incremental  acoustic  pressure  p(t;R),  obeying  (29: 19)  (when  the  fluid  is  incompressible), 
as  noted  earlier. 

While  acoustic  phenomena  are  of  central  interest  for  propagation  in  the  earth,  the  atmosphere,  and 
underwater  (seismology,  sound,  sonar,  etc.)  electromagnetic  phenomena  (radio,  radar,  optics,  etc.)  play  an 
even  broader  role  from  the  viewpoint  of  communication  theory  and  almost  as  broad  a  one  in  the  remote 

sensing  situations  of  primary  concern  to  us  here.  The  various  fields  here  also  obey  vector  wave  equations  of  the 
form  (29:24),  compactly  represented  by  the  relations  (see  Chapter  8) 

3^n(*)     /    ,  \ 

V^n(*)  -  /ioeo  -^  =  '—  P,  or  -  MJ  =  -Gx(*)(t,|),  MoCo  =  c"^  ,  (29:41) 

where  n,  flv  )  are  electric  and  magnetic  hertzian  potentials  (in  volt-meters  and  amperes  per  cubed  meter). 
Here  P  (coulombs  per  square  meter)  is  the  electric  dipole  moment  per  unit  volume  of  the  free  charge 

distribution  produced  in  the  aperture  by  the  driving  voltage  Sj^  and  M  (ampere-turns  per  meter)  is  the 
magnetic  moment  per  unit  volume  generated  by  an  appropriate  exciting  current  Sjj,:c  is  the  phase  velocity  of 
propagation.  The  electric  (E)  and  magnetic  (H)  fields  are  obtained  from 

E  =  VV-  n--i_:i  andH  =  eoV  XX^.  (29:42) ~~  c^   3t^  ~        ot 

and  the  E*  and  H*  associated  with  M  are  given  by  (29:42)  when  E^H*,  H^E*,  n->-n*,  and  Cq-^-Hq  explicitly 

therein.  Solutions  of  these  dynamical  equations  (29 :40)-( 29:42)  have  the  forms  (29:26  a,  c)  above,  suitably 
specialized  to  the  physics  of  the  problem. 

Other  propagation  equations  of  interest  (particularly  of  meteorological  interest)  are  the  Rossby, 
barotropic,  baroclinic  equations,  which  are  significant  in  various  contexts.  Here,  in  fact,  solutions  to  the 

common  wave  equation  are  deliberately  "filtered  out"  of  many  current  models  of  atmospheric  dynamics.  Lack 
of  space  here  prevents  further  discussion  of  this  important  topic  (Petersen  and  Middleton,  1973  est.). 

29.4.2  Some  Received  Waveforms,  U; 

We  combine  the  results  of  29.3.2  now  with  the  field  solutions  of  29.4.1  above  to  obtain  explicitly 

typical  waveforms  U,,  or  U;,  at  the  input  to  the  receiver's  processor  Tj^  \^),  for  both  bistatic  (R  9^=  T)  and 
monostatic  operation. 

In  the  active  bistatic  scattering  case,  where  arbitrary  input  (scalar)  signals  are  used  and  there  is  no 

t  Derived  from  Up  through  the  relations  Up  =  V0  =  v;  p(t,R)  =  -p0  and  ( V/3  =  0),  where  p  is  the  medium  density. 
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velocity  gradient  (Vc  =  0  and  negligible  absorption),  it  can  be  shown  that  (Middleton,  1967,  Eq.  4.36)  the 
desired  waveform  is 

Uj  =  [Umj] 

[(47r)^RxRR]"'£ MR(rRf/c,f)]n,ei'^tdf 

•  [     YM(f' ,  f  -  f'|RT>4'T(V/c,  f  |Sin)  df }; 

(29:43) 

Here  Yj^j(f,t'|Rj)  =  FtF^//jy[(T,t|R)j  is  the  bifrequency  function  associated  with  the  (time-varying)  response 

functions,  ̂ j^i'  °^  ̂ ^^  J  scatterer;  [see  the  remarks  preceeding  and  following  (29:28)] .  For  a  point  scatterer 

of  cross-section  7q(R)j,  in  relative  motion  vis-a-vis  one  or  more  of  the  following:  either  or  both  platforms 

(T,R),  or  the  medium,  we  get  for  Yjyj  in  (29:43)  specifically 

YM(f',  f-  f 

'IRt)j={ 

A;7oe"^'^'''^°J6(f-A/f')}.  , 
(29:44) 

where  /i  =  1+  a  sum  of  the  pertinent  Doppler  velocities;  Tq  is  the  roundtrip  delay  between  T  and  R. 

For  the  situation  discussed  in  (29.4.1),  when  Vc  9^  0  and  there  is  random  scattering  off,  say,  the  ocean 
bottom,  the  result  (29:43)  is  now  modified  for  monostatic  operation  (R@T)  (Middleton,  1972a,  Eq.  17.17b): 

[U(tmj)]vc  ̂   0  ={(4^eo)-^j("j^R(a,f,,  f,)]ni rod 

/3(Co3lR)/3(C,olR)Ypath(f2|Co)e''^'    df^  '  j_  YM(f  i ,  U  -  U\^o) 

(29:45) 

^T(a,f,,f.|Sin)Ypath(fi|iio)df,lj, 

with  Ypa^j^  given  by  (29:37),  when  absorption  may  be  important. 

When  narrow-band  input  signals  are  used,  (29:43)  reduces  to  the  much  simplier,  but  important  result, 

for  Vc  =  0:  ^,  ■        ..  T  ̂ x■=~  / 
JOJoM(t-To)+lRTm/c 

U, 

'j  -  n.b. 
Re 

M  7oe (47r)^  RjRr So(M[t-  To]) 

(29:46) 

•^RfeR  -  i^oR'  foWlfex  -  iioT'  ̂ or 

under  the  more  restricted  but  still  useful  conditions  (29:44),  and  uniform  signal  drive  on  Aj,  cf.  Section 

29.3.1 .  Here  {q{=<jOqI2t\)  is  the  carrier  frequency  of  Sj^,  and  Sg  is  the  complex  signal  envelope.  When  \Jc¥=0 
(and  there  is  absorption)  we  find  that  (29:46)  becomes 

U(t)j|  Vc^o 
Re 

nQ^je''^°''^^''^°'^^^''m
l^^ 

{4n2o)' 

Ypath('"^o|Co)|3(eojR)«CsolR) 
(29:47) 

Ypath('^«r«^^o^^[*"  '•'ol) 

where  now  we  write 

■(QRTm^'^^j={'4R(3.fo,fo)mTo>4T(-a,fo,fo)m}j (29:48) 

as  the  coupled-system  cross-section  associated  with  the  j^"  scatter;  it  has  the  dimensions  of  an  area. 
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As  our  final  example,  we  consider  the  narrow-band  vector  cases,  and  we  employ  the  usual  point 
scatterer  model.  We  then  have  the  vector  analogue  of  (29:46),  viz: 

^cat  (Oj  =  [Uscat(t)mj] 

Re 

icooM(t-To+iRTj„/c) 

^  -SoCMlt-  TojDQrt^"^) (4ny  RrRj 

(29:49a) 

where 

QRT-j('")(R,RRj|fo)j  =  ̂ R(iRfo/c  -  u,^,  fo)n,  •  To  •  ̂t(¥o/'=  "  i^oT-  fo)  j  (29:49b) 

is  a  generalized  version  of  the  coupled-system  cross-section  (CS),  (29:48),  of  the  jth  scatterer.  (For  scalar  fields 

(29:49b)  reduces  directly  to  the  simpler  form  q(i")  =  TqAU"  Aj.)  The  effects  of  platform  and  scatterer 

motion  are  once  more  included  through  IM  =  I  +6;,  where  ej  is  the  sum  of  the  Doppler  components  along  the 
line  joining  the  jth  scatterer  to  the  (origin  of  the)  transmitting  and  receiving  apertures  (see  Middleton,  1967 

and  1972a,  Figs.  4.4,  16.1).  Again  cOq  =  27rfQ  is  the  angular  carrier  frequency  of  the  transmitter  and  Sq  is  the 

complex  envelope  of  the  driving  signal  Sin(t,D  =  Re|SQ(t)  exp[ic<jQt  -  ImuQj  •  |j|,  where  now^^-p  is  a 

steering  delay,  employed  to  change  the  direction  of  the  transmitter's  beam.  Finally,  as  an  example  of  an 
ambient  waveform,  from,  say,  a  narrow  band  interferring  source  in  the  medium,  we  have  the  analogue  of 

(29:46),  viz: 

Re  e''"''^''^'^'^''ml%^R^y^So(t  -  To)  •  ̂R(-iRfo,fo)n^i(rRfo,fo) 

■^j-n.b. (29:49c) 

This  concludes  our  outline  of  channel  modeling  29.2-29.4  .  We  are  now  able  to  specify  the  various 
signal  and  noise  components  of  the  received  waveforms  U;,  U;  which  constitute  the  received  process 

X(t)  =  X  Uj(t)  ,  or  X(t)  =  X  Uj(t)  ,  (29:50) 
J  J 

respectively  for  preformed  or  adapted  beams  (see  29.3.1).  These  signal  and  "noise"  components  of  U;, 

namely,  (Uj)5Jp,  (Uj)s(.at'  (Ui)self'  ̂ ^'-•'  ̂ ""^  combined  according  to  (29:31)-(29:33);  their  detailed  structure  is 
illustrated  by  the  results  of  this  section,  for  many  important  physical  situations. 

29.5      Statistical  Formulations 

In  order  to  carry  out  the  program  outlined  at  the  beginning  of  29.2  for  multidimensional  de- 
tection and  extraction  of  signals  in  random  media  as  well  as,  and  including,  the  measurement  of  medium 

properties  themselves,  we  must  next  determine  the  hierarchy  (L=  1,  2,  .  .  .)  of  probability  densities  WL(N)fy[, 

Wl(V  —  S)ivj,  etc.,  which  describe  the  various  "noise"  fields  (29.2.2),  which  may  or  may  not  be  accompanied 
by  signals,  such  as  those  used  here  to  interrogate  or  probe  the  medium  itself,  as  well  as  to  establish  the  possible 

presence  of  localized  inhomogeneities  or  secondary  sources. 
Two  principal  approaches  are  available.  In  the  first  or  postulational  approach,  we  begin  by  assuming 

some  reasonable  statistics  for  the  basic  random  parameters  and  random  mechanisms  in  the  physical  models  for 

the  received  waveforms  X3(.at(~  ̂ Uj.scat)  ̂ n*^  '^self^'T  ̂ '-'j-self)-  (Note  that  we  must  have  here  the  explicit 

forms  Uj,  cf.  (29:50),  and  3.4.2  .)  Next,  we  calculate  Wl(X),  etc.,  by  the  usual  technique  of  obtaining  the 

appropriate  Lth-order  characteristic  function,  defined  as  the  statistical  average  FL(i^)j^=  exp  (i^*X)  , 

followed  by  Fourier  inversion  WL(X)  =  Ft'  ¥\{\X)X  .  (We  remark  that  the  transform  relation  between 
characteristic  function  and  probability-density  are  unique:  knowing  the  one  we  have  the  other,  in  principle. 
The  utility  of  the  characteristic  function  lies  in  its  greater  simplicty  for  analytic  manipulations,  and, 
particularly,  as  a  device  for  the  explicit  calculation  of  probability  models,  as  the  following  material  in  29.5.2 
shows!) 
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In  the  second,  or  Markovian  approach,  we  start  with  the  premise  that  X  belongs  to,  or  is  a  projection 
of,  a  simple  (first-order)  Markoff  processf  (Middleton,  1960,  Section  1.4;  also,  1 .3-1 .5). 

29.5.1  Langevin  Equations 

We  next  construct  the  Langevin  equations  of  the  process:  this  is  the  set  or  ensemble  of  the  appropriate 

dynamical  equations  of  X(=  SU;),  for  both  ambient  and  scattered  sources,  where  the  set  is  constructed  from 

all  configurations  of  the  j  =  1,  .  .  .  ,  J  sources  or  scatterers  in  the  domain.  A,  of  "illuminated"  and/or  viewed 
sources.  We  begin  with  the  Langevin  equation  for  the  fields  Lggjf.j,  or  Lj^-^^.j,  etc.,  (29:27),  which  is 

^'^-?  0)1= Hi! -'{I}.  p'^5" 
where  i  \  denotes  the  ensemble.  In  order  to  obtain  the  desired  Langevin  equation  for  the  process  X(=2Uj),  we 
must  next  relate  U;  to  the  deterministic  solution  L;,  which  is  done  in  (29:30)  formally.  From  this  we  obtain 

the  appropriate  Langevin  equation  for  X,  when  possible.  Once  this  has  been  done  we  then  solve  the  Langevin 

equation  for  the  set  X=  {Xj}.  "Solution"  here  means  obtaining  the  desired  probability  distributions  of  X 
from  an  integrodifferential  equation  (the  Boltzmann  or  Smoluchowski  [Chapman-Kolmogoroff]  equations),  in 
which  the  Langevin  equation  is  suitably  embedded  (Middleton,  1960,  Chapter  10,  Sec.  10.3). 

The  first  approach,  however,  effectively  bypasses  the  Langevin  equation  and  its  solution,  and  is  direct 
and  comparatively  simple  to  carry  out.  It  has  the  conceptual  (and  sometimes  practical)  disadvantage  that  we 
are  unable  to  determine  whether  or  not  we  have  a  complete  description  (Middleton,  1960,  Chapter  10.3)  Qf 

the  random  process  X,  etc.,  when  Wl  is  obtained  in  this  way.  Usually,  however,  this  Wl  is  sufficient  for  these 

detection  and  measurement  situations.  Since  the  principal  disadvantage  of  the  Markovian  approach  in  most 
instances  is  the  very  considerable  technical  difficulty  of  obtaining  explicit  solutions  from  it,  the  postulational, 
or  direct,  approach  is  recommended. 

29.5.2  The  Poisson  Process 

A  very  important  model  for  many  physical  scatter  and  self-noise  mechanisms  postulates  a  Poisson 
process  X(=  SU;)  in  space  (Middleton,  1967,  Sec.  1,  1972),  (and,  therefore,  in  time,  since  ct=R  for  these 

random  sources  (when  Vc=5^0,  cf.  29:35,  29:36,  29:45,  and  29:47).  This  is  particularly  suited  to  situations 
where  primary  scattering  or  emission  provide  the  major  contribution  to  the  generated  field:  neghgible 
interaction  exists  between  individual  scatterers  or  sources,  which  may  then  be  treated  as  statistically 

independent.  Examples  are  ocean  reverberation,  radar  "clutter",  automobile  ignition  noise,  and  some  special 
cases  involving  thin  clouds  and  atmospheres.  The  Lth-order  characteristic  function  for  M-channel  receivers  here 
is  found  to  be,  by  a  direct  extension  of  (2.9  of  Middleton,  1967) 

FlC'Dx  =  exp 

r  ,   M      n  ^ 

p  /p(X)^p  i    2.   2.  hm^mi^hhi) 

I  \     lm=l  C=l 

i>     dX  (29:52) 

where  A  =  (tj  =  Rj/c,  By  0j)  are  the  coordinates  of  the  jth  scatterer  or  ambient  sources,  6  are  a  set  of  random 
parameters  associated  with  the  jth  "event"  (the  corresponding  emission  or  scattering  oFa  field  from  the  jth 
source).  As  before,  X  =  2  Uj,  (cf  29.3.3  and  29.50  above),  is  the  sum  of  the  basic  waveforms  U;  produced  by 
the  sensors  or  scatterers. 

t  A  first  order  Markoff  process  is  one  about  which  all  (statistical)  information  is  contained  in  the  second-order  probability 

density  Wj(X,  ,t, ;  Xj.tj);  higher-order  densities  W„(X,  ,t, ; .  .  .  ;  X^.t^)  are  all  reducible  to  product  combinations  of  first- and 

second-order  densities  W, ,  Wj  of  the  process  variable  \^  at  times  t]^,  k  =  1,  .  .  .  ,  n.  For  example,  it  can  be  shown  that n 

W„(X,,t,;  ..  .  ;X„,t„)  =  W,(X,,t,)j^n^Wj(X|^.,,t|^.llXi^,t,^),  n>2,  where  W,(l)  is  the  conditional  'p. A.,  oi  \^  at  time  ty., 

given  Xj^.j  at  time  tj^.j;  (t]^.j  <  t|^  <  t„).  (See  Sections  1.4-3  of  Middleton,  1960.) 
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This  p(X)  is  the  (nonnegative)  density  of  this  M-dimensional  Poisson  process,  which  "counts"  the 
number  of  events  arising  in  the  common  region  A  of  illumination  and  observation.  Thus,  p  depends  on  the 

specific  geometry  of  the  receiver  vis-a-vis  the  various  sources.  For  example,  when  these  are  distributed  on  a 
surface,  with  physical  density  a§,  we  may  follow  the  analysis  of  Section  3.1  of  Middleton,  [1967] ,  and  obtain, 

for  monostatic  operation  (R@T)  in  the  active  mode  (i.e.,  the  sources  are  scatterers): 

PS(X)  =  (Js(| '  ̂T  =  cos-'  (hx/cA),  0x)^c'/4,  cX  >  hj, 

(29:53) 

where  hj  is  the  height  of  the  receiver  (Oj^)  above  the  surface,  etc.  For  such  sources  distributed  in  a  volume, 

with  physical  density  ay,  we  get  similarly 

PV(A)  =  oy\-  ,  dj,  (pjjX^c^  sin  0r/8  .  (29:54) 

The  differential  elements  dA  are  dAd0j,  dXddjdcpj,  respectively,  in  (29:52).  On  the  other  hand,  for  reception 

in  an  ambient  field,  where  now  the  (point)  sources  in  the  medium  are  the  primary  emitters,  and  it  is  this 
emission  field  which  constitute  the  medium  properties  under  study,  (29:53)  and  (29:54)  become 

PsQ9  =  <^S(^'  ̂ R  =  cos-^hR/cA),  0r)Ac'  , 

PV(A)  =  oy(K,  0R,  0r)A^c^  sin  0r  , 

with  the  differential  elements  dA,  formally  the  same  as  before. 

Of  special  interest  are  the  cases  L  =  1,2.  From  (29:52)  we  have  then 

(29:55a) 

(29:55b) 

Fi(i|i,ti)x  =  exp :p  /p(A)  <^p  ji  y  ̂in,Ujn(ti  ;A,0)  )-Y>  dA  , (29:56) 

with  I,  =  the  vector  [^jj„] ,  and 

F2(i|i,tiU|.i,t2)x  =  exp ,p/p(A)<^p  y   [i?iniUm(ti 
Ja ;  ̂£)  +  i?2mUm(t2;  W^ '  Ve '^^  '       ̂ ^^-^^^ 

where  the  U^  are  the  typical  received  waveforms  after  the  m^^  sensor  or  m^h  channel  into  Tr  ),  cf.,   29.4.2 
above.  Of  particular  importance,  also,  are  the  (vector)  mean  and  the  (dyadic)  covariance  functions: 

Kx(ti>  t2)km  - 

9F, 

^^k^b 
m 

r3ilkj\'3|2k 
(29:58) 

?.=?2=0 

<X(t,)>  =  -i— i 
;i=o  iv 
^,=o=iP^'^^^('^W>e^h  =  ̂^m(u)y, 

(29:58a) 
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(Note    that    for    a    completely    deterministic    source    or    target    location,    we    have    p  =  6(X-Xo),    and 

<)((t, ]>  =  <X(ti  ;Xo  ,£p  which  is  the  correct  result  of  Xi ). 
Since 

we  have  the  covariance  matrix 

with  elements 

Kx(ti,  h)  =  (  P(A)<U(t,;  A,  9)U(t2;  X,  9))    dX  =  [Kkm(t:,  t^)]  ,  (29:58b) 

KkmOi.  t2)  =J^  P(i)<Uk(ti;  X,  0)Ujn(t2;X,  e)>g  dX  ,  k,  m  =  1,  .  .  .,  M  .  (29:58c) 

29.5.3  The  Gauss  Process 

In  many  cases  the  density  p  is  sufficiently  large  that  X  is  an  M-dimensional  gauss  process,  now  com- 

pletely determined  by  (29:58b,c).  The  general  n^'^-order  d.d.  of  X(t)  is  given  by 

Wl(X,,  U;  .  .  .;  X^,  tn|A)  =  [exp  ̂-|«5cKx-'xj]/(27r)n/2(det  K^y^^  (29:59a) 
with  the  c.f. 

FnOli.  t.;  .  .  .;  i?„,  t„|A)  =  exp  (-  ^Jk^  +  i|  .  <x>)  .  (29:59b) 

Here,  K^  =  [  x(tj^)x(tg)  ]  =  K^,  (k,  1  =  1, .  .  . ,  L),  is  the  symmetrical)  covariance  matrix  of  the  fluctuation 

Xj^  =  [xj^]  =  [X  -  <X>]j^,  and  x=  [xj^] ,  etc.  Specifically,  (K^)]^]  is  obtained  from  (29:58b,  c).  For  a 
variety  of  important  special  cases,  see  Section  10.3  of  Middleton,  (1967). 

29.6      Some  Statistical  Results:  Covariance  of  Received  Scattered  and  Ambient  Fields 

Let  us  develop  the  exposition  of  the  preceeding  sections  further  with  some  specific  examples,  both 
theoretical  and  experimental.  Because  of  such  technical  advances  as  the  highspeed,  high  memory  computer, 
and  reliable,  rapid  methods  of  data  acquisition  and  recording  (e.g.,  magnetic  tapes),  etc.,  it  has  become 
possible  in  the  last  few  years  to  study  and  test  the  validity  and  practicality  of  theoretical  models  like  those 
outlined  in  (29.4,5)  above. 

We  begin  (see  29.6.1)  with  some  exphcit  analytical  results  for  the  covariancef  of  some  general 

geophysical  processes,  which  may  include  tropospheric  situations  in  particular  cases.  Our  particular  examples, 
however,  are  chosen  mainly  from  oceanic  studies,  where  our  new  methods  have  had  their  initial  applications, 
and  for  which  specific  data  are  just  now  becoming  available.  Our  examples  here  are,  (i),  a  received  scatter 
process,  such  as  ocean  reverberation  and;  (ii),  a  received  ambient  scalar  acoustical  field,  such  as  the  background 

noise  in  the  sea  produced  by  some  biological  organisms,  for  instance.  An  extension  to  the  vector  case  (EM 
scattering)  follows,  and  we  conclude  (see  29.6.2)  with  some  experimental  results  for  reverberation  from  a  lake 

surface.  (In  this  latter  instance  preformed  beams  were  used,  so  that  M  =  1.) 

29.6.1   Received  Scattered  and  Ambient  Fields 

For  illustration  we  restrict  ourselves  here  to  monostatic  operations,  small  Doppler,  (point )-scatterers 

(or  sources)  with  time-invariant  cross-sections,  7o(R),  cf.  (29:44).  We  also  assume  for  the  active  mode 
narrow-band  input  signals  to  the  medium,  or  in  the  passive  cases  involving  ambient  fields,  those  sources  which 
emit  narrow-band  radiation.  (This  is  not  a  conceptual  restriction,  as  theory  can  handle  the  broad-band  cases 
equally  well;  tlie  resulting  expressions  are  somewhat  more  complex,  however,  cf.  (29:43),  (29:45)  vs.  (29:46), 
(29:47)  for  typical  waveforms.) 

t  Although  (x^  9t  0  can  occur  (df.  the  examples,  29.8  following),  we  usually  need  to  consider  only  K^,  either  because  of 
the  way  the  ensemble  of  (received)  waves  is  generated,  or  because  of  inherent  mechanisms  in  the  medium,  scatterer,  etc., 
which  preclude  a  nonvanishing  mean. 
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29.6.1.1    Scattered  Fields 

Combining  (29:46)  with  (29:53)  in  (29:58  b,  c)  we  obtain  for  received  scatter  from  a  surface 

illuminated  by  a  narrow-band  scalar  field  in  the  monostatic  case  (R@T),  (Yc  =  0),  the  covariance  matrbc 

Kx(ti,  to  =  (l/2)Re{B*ei'^or}  =  Rx(t,,  ta)  cos  WoT  +  Ax(ti,  tj)  sin  ojoT  ,  (29:60) 

with  the  (*)  denoting  the  complex  conjugate,  and  t  =  t2  -  ti ,  wheref 

B*(t:,  t2)  =  Bx(t2,t.)=  [B*(t,,t2)km] 

1_    I   o^ ^<^rt('^%Qrt("'>(A))>. 

'^S 

^^,^ic.oer.ic.o/^T-(rm-k)§^(,[t,-To(X)]*) 

(29:61) 

is  an  M  X  M  matrix,  and  B/2  =  Rx  +  iA^.  Again,  a§  is  the  density  of  scatterers  on  the  surface,  X  =  (X,0),  dX  = 

dXd</)  for  surfaces  (X  measured  in  seconds,  e.g.,  cX  =  R),  Ag  is  the  domain  of  illuminated  and  observed 

scatterers,  and  aj  =  i-p/c  is  a  delay  per  unit  length,  (see  29:23b).  Note  that  because  of  the  dispersive  nature  of 

the  medium,  i.e.,  M^^  1.  there  is  an  interelement  coupling  in  the  adapted  beam,  which  will  degrade  beam 

forming  vis-a-vis  the  nondispersive  cases.  Here  we  have  an  M-element,  adapted  beam,  and  each  Xjj^  in 

[Xjjj]  =X  is  the  resulting  input,  from  the  m^"  aperture  element  (at  r^jj  from  Oj^,  cf.,    F29.5  ),  to  the 

processor  Tj^  .  The  coupled  system  cross-section,  Qn j ,  is  given  by  (29:48),  with  aj  -^  —ij/c  =  —aj,  since 
Vc  =  0  here. 

In  the  vector  cases,  where,  for  example,  the  (narrow-band)  driving  signal  produces  an  electromagnetic 

field,  our  result  (29:60),  (29:61)  also,  applies,  provided  we  replace  Qdj  by  the  quadratic  form  (29:49b). 
We  must  distinguish,  also,  the  mode  of  excitation;  i.e.,  whether  or  not  we  have  an  electric  or  magnetic 

drive.  We  do  this  by  an  index  a(=E,  or  M),  so  that  we  write  Q^^  ̂  (c^Q^^  =  aJ^  •  ?(«)  •  a(");  og  by 

a§(°^),  and  similarly  for  Bx^'^^ti,  t2),  (29:61).  In  the  general  case,  of  course,  we  shall  have  some  linear 
combination  of  the  two.  The  resultant  E-H  field  then  obeys  the  dynamical  equations  (29:41),  (29:42),  as  do 
the  scattered  fields.  For  a  full  development,  see  Middleton  (1971). 

In  these  vector  field  cases  it  should  be  pointed  out  that  Qrx  '^  "°^  generally  symmetric,  since 

Zoi  "^  2oj  '  inasmuch  as  the  absorptive-reradiative  characteristics  of  the  scatterers  may  not  be  symmetric. 
For  this  reason,  reciprocity  fails;  interchanging  receiver  and  transmitter  does  not  yield  the  same  waveform, 

UjW,  at  the  receiver.  See  comments  following  (29:29).  On  the  hand,  when  symmetry  is  a  reasonable 

assumption  e.g.,  Toj*-"'-^  =  Xoi^'^'^'  ""^  t^kC  ~  ̂Pk  1 '  reciprocity  does  occur,  and  the  system  cross-section  Q^~ 
is  correspondingly  simplified.  In  the  most  elementary  situations,  the  scatterer  introduces  no  mixing  of 

the  incident  radiation— the  component  incident  in  the  x-direction  is  emitted  (albeit  modified)  in  the 
x-direction  without  a  portion  being  transferred  to  the  y-  or  z-directions,  etc.,  and  there  is  no  preferred 
direction  of  reradiation. 

t  The  validity  of  (29:60)  in  these  nonstationary  cases,  when  a  complex  signal  representation  is  used,  depends  on  the  manner  in 
which  the  ensemble  X(t)  of  scattered  waves  is  generated  and  observed.  Thus,  in  more  detail,  we  relate  X(t)  to  the  observer  by 
writing  X  =  X(t-£),  where  e  is  a  (random)  epoch.  By  assigning  various  values  and/or  distributions  to  e,  we  can  generate 
different  ensembles  (see  Middleton,  1960,  Sections  1.3,  1.7).  It  is  sufficient  that  e  be  symmetrically  distributed  over  an  "RF" 
cycle  (l/fg).  This  is  physically  established  here  by  the  actual  scatter  process,  independent  of  the  observer's  scheme  of 
observation. 
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Figure  29.5    Four  important  modes  of  propagation  in  a  deep  ocean  with  a  non-vanishing  velocity  gradient 

(Ac  #  0). 
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29.6.1.2    Ambient  Fields 

Consider  a  set  of  (point-)  sources  distributed  on  a  surface  and  radiating  to  a  receiver  at  some  point 
P(R),  not  necessarily  on  the  surface.  Applying  (29:53)  and  (29:49c)  to  (29:58b)  in  this  instance,  we  get  for  a 
typical  narrow-band  received  scalar  ambient  field,  again  the  covariance  matrix  Kx(ti ,  tj),  (29:60),  but  where 
Bx,  (29:61),  now  becomes  exphcitly 

Bx(*)(ti,t,)=[Bx*(t:,t.)kn,] 

(nlr  J  ^-T^  i^Rl^^W^Rl^'^X^^^^ 

et^'^''^^'''^«'^T-(rm-^)]g„(,[,^.T„(X)]*i) 

So(/i[t2-To(X)]i)y>^^^^^_j    jdX 

(29:62) 

where  the  subscript  (T)  in  <(  )>  fj^  denotes  the  average  over  ambient  source  emission  direction  with  the 

usual  small  Dopplers  (m^I),  and  where  in  these  passive  situations 

qRj(m)(A)  =  ̂ R(-lRfo/c,  fo)ny4i(TRfo/c,  fo)  (29:63) 

is  the  analogue  of  the  coupled-system  cross-section  (29:48)  in  the  active  scatter  cases.  The  average  <(  )>j  is  over 

possible  random  parameters  in  the  signal  source,  I,  where  the  (complex)  envelope  is  SqJ,  above. 

For  vector  ambient  fields,  (29:62)  still  applies,  but  from  (29:28)  we  see  that  (29:63)  is  typically 
transformed  into  the  scalar  product 

qRl(m)(X)  =  ̂ R(-lRfo/c,  fo)m  '  ̂i(iRfo/c,  fo)  ,  (29:64) 

where  now  Ar,  Aj  are  vector  beam  patterns,  cf.  remarks  following  (29:25).  In  the  electromagnetic  cases  we 

must  again  consider  a  combination  of  fields,  depending  on  the  mode  of  emission  of  the  source,  cf.   29.6.1.1 
above. 

29.6.2  Reverberation  From  A  Lake  Surface  (Plemons,  1971) 

As  an  example  of  the  interaction  between  theory  and  experiment,  involving  a  scatter  channel  of  the 
types  modeled  above,  we  cite  some  results  here  of  recent  work  (Plemons,  1971)  on  underwater  acoustic 
scattering  from  a  lake  surface.  In  particular,  we  wish  to  determine  the  covariance  (function)  of  the 
reverberation  return  in  the  active  case,  and  the  same  quantity  for  ambient  fields  in  the  passive  case.  The 
conditions  of  operation  were: 

(1)  a  horizontally  directed  beam,  radiating  into  the  volume  at  a  depth  h  =  8  f t  below  the  lake  surface; 
(2)  monostatic  operation  (R@T); 

(3)  signal  consisting  of  a  set  of  incoherently  generated,  comparatively  short  pulses,  "pinging"  the 
medium; 

(4)  fixed  platform; 

(5)  narrow-band  signals,  linear  FM  or  "chirped"  carrier;  fo=110  kHz,  duration  T=1.25  msec; 
bandwidth  9.6  kHz; 

(6)  volume  reverberation  was  found  to  be  negligible. 

For  this  experimental  configuration  and  with  a  preformed  beam  (M=l),  the  covariance  matrbi  (29:60)  can  be 
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shown  to  reduce  to  the  very  simple,  one-element  form  (for  real  signals) 

Kx(ti,  U)  =j      G(A)Sin(t,  -  X)*Si^(U  -  X)  dX  ,  (29:65) 
where 

G(^)  =  ̂ ^  [<o'(^K(^)]h^/o^lAR(X,0)AT(X,0)Pd0    , 

(29:66) 

for  these  sufficiently  directional  beam  patterns;  ̂ 7^^  ag  =  J(X),  the  backscattering  coefficient.  For  the  com- 
comparatively  short-duration  signals  used,  the  further  approximations  apply: 
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[Sjn,  of  course,  is  physically  real.]  In  normalized  form,  (29:67)  becomes 

KnormC^t i )  =  Kx(t\U  )/Kx(0|t, )  =j[^  Sin(X)*Sin(X  +  t)  dx/j°°  |Sin(X)P  dX  .  (29:68) 
The  denominator  is  (twice)  the  energy  in  the  driving  signal.  The  mean  intensity  of  the  received  reverberation 

(after  the  aperature  but  before  Tj^  )  is 

<X(ti )^  =  Kx(t,,  t,)  =  G(t, )/"  |Sin(X)P  dX  .  (29:69) 

■'-  oo 

Figure  (29.6)  shows  the  mean  intensity  ̂ X(ti)^^  as  a  function  of  range  (~ti),  on  an  arbitrary  scale. 
Instead  of  one  scattering  surface,  two  were  found,  the  second  attributed  to  an  abrupt  discontinuity  in  the 

temperature  profile  at  28  feet  below  the  lake  surface.  By  applying  the  above  to  each  scattering  surface,  a  good 

theoretical  agreement  with  experiment  was  obtained,  as  (F29.6)  indicates.  Figure  (29.7)  shows  the  experi- 

experimental  version,  Kq,  of  the  envelope  of  Kjj(Tlti),  viz.,  KQ(T|ti)=  "^Rq  +  Aq  =  |Rq  -  iAol(=  '/iBx*li, 
cf.  (29:60),  (29:61),  in  both  normalized  and  unnormalized  forms.  The  peak  in  (Ko)non-norm  (F29.7), 

corresponds  to  the  second  maximum  of  <(X^y  in  (F29.6),  where  the  main  vertical  beam  impinges  on  the 

deeper  layer.  (The  first  maximum  of  <CX^^  ,  at  about  t)  =  26  msec,  corresponds  overall  to  the  main  beam's 

intersection  with  the  surface.)  Finally,  (F29.8)  shows  Kq  as  a  function  of  t,  at  two  different  ranges  ti  =  54,82 

msecs.  The  symmetry  KQ(T|ti )  =  Kq(— T|ti ),  as  expected  for  these  short  signals,  is  good.  (The  departure  from 
the  dotted  Unes  is  caused  by  the  frequency  selectivity  of  the  apertures  here,  and  agrees  well  with  the  results 
when  these  measured  responses  are  included;  with  no  selectivity  it  would  be  the  electronic  signal  waveform 
that  would  be  received,  and  the  data  should  coincide  with  the  dashed  curve.)  The  results  of  tliis  study 
(Plemons,  1971)  have  shown  that  good  agreement  between  theory  and  experiment  can  be  obtained  if  proper 
care  of,  and  attention  to,  the  critical  geometrical  factors  are  exercised. 

29.7      Statistical  Data  Analysis  (SDA) 

Essential  prerequisites  for  the  estimation  of  statistical  quantities,  such  as  the  covariance  functions  and 
probability  distributions  of  scatter  and  reverberation  discussed  in  29.5,  and  29.6,  are  the  construction  and  the 
validation  of  the  data  ensemble  from  which  these  quantities  are  to  be  estimated.  Fundamentally,  validation 
means  that  the  observed  data  ensemble  can  be  shown  to  be  a  subset  of  a  statistically  proper  parent  ensemble. 

This  is  achieved  by  showing  that  the  members  of  the  sample  ensemble  are  independent  and  form  a 
homogeneous  set.  The  present  tests  for  independence  and  homogeneity  of  reverberation  data  (i.e.,  here  data 

for  acoustic  scattering  into  the  medium  (water),  from  a  watef-air  interface)  are  briefly  outlined  below.  They 
are  applications  of  standard  statistical  techniques,  which  have  recently  been  adapted  (Middleton,  1969)  to  tliis 
particular  class  of  problems.  (For  more  details,  see  Middleton,  1969,  and  references  therein.) 
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Figure  29.6    Theoretical  and  experimental  reverberation  intensities. 

Transmitter  and  receiver  depth  =  8.0  ft. 
Transmitted  signal  =  1.25  msec  FM 

NONNORMALIZED 

Figure  29.7    Two-dimensional  envelope  structure  of  the  covariance  of  surface  reverberation. 
Ensemble  size  =  150 
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29.1  A  A  Test  For  Independence:  The  One-Sample  Runs  Test 

Validation  of  the  data  begins  by  testing  the  data  for  independence,  here  the  "null"  hypothesis,  Hq, 
with  the  help  of  a  one-sample  runs  test  (Middleton,  1969,  Sections  III-E).  The  test  for  independence,  or 
randomness,  among  the  member  elements  of  the  sample  ensemble  is  based  on  the  number  of  runs  in  the  data 
sample,  where,  in  our  case,  a  run  is  defined  as  a  succession  of  similar  events  or  attributes.  To  implement  the 
runs  test  here,  the  positive  and  negative  values  of  the  high  frequency  reverberation  amplitudes  at  given  range 
(ti)  are  chosen  as  the  attributes  to  be  tested.  The  number  of  runs  in  the  data  sample  is  a  measure  of  the 
intersample  randomness,  or  independence,  of  the  reverberation  returns.  Thus,  if  a  set  of  positive  and  negative 
numbers,  say,  representing  the  instantaneous  reverberation  amplitudes,  produces  very  few  runs  because  of  a 
disproportionately  large  number  of  positive  amplitudes,  then  it  is  concluded  (viz.,  the  alternative  hypothesis, 
Hi ,  is  accepted)  that  the  data  are  not  entirely  random  and  that  some  deterministic  mechanism,  such  as  a 
nonzero  mean  value,  is  present. 

Specifically  we  proceed  as  follows:  In  a  given  data  sample  let  Mi  be  the  number  of  positive  values  (+'s) 
and  M2  be  the  number  of  (— 's)  of  the  returns,  X(ti).  The  total  number  of  samples  in  our  experimental 
ensemble  is  M  =  Mi  +  Mj .  The  order  in  which  these  attributes  occur  in  this  data  ensemble  is  observed  and  the 
number  of  runs,  R,  is  counted.  Two  cases  are  usually  distinguished,  for  which  different  distributions  of  R  are 
obtained: 

Small  Samples  [Mi,M2  <  20]  and  Large  Samples  [Mi,M2  >  20] .  Since  the  data  ensembles  in  our 

example  here  have  150  members  (F  29.6-F  29.8),  we  have  a  large-samples  situation,  where  the  p.d.  of  R  is 
asymptotically  normal.  The  implementation  of  the  runs  test  then  consists  of  the  following  steps  (cf., 

Middleton,  1969,  Section  III-C): 

1.  In  the  150-member  ensemble,  the  number  of  +'s  (Mi)  and  the  number  of  — 's  (M2)  and  the  number 
of  runs  (R)  are  determined. 

2.  The  sample  mean,  /.ij^  =  R,  and  variance,  a^,  are  calculated  from 

and 

2      2MiM2(2MiM2  -  Mi  -  M2) oi=   -^^   -^   ■    .  (29:70b) 
R       (Ml  +M2)^(Mi  +M2  -  1) 

3.  The  test  statistic  Zganiple  '^  computed  from 

^sample  =   

(^R 

(29:70c) 

4.  A  significance  level  a(=  conditional  probability  of  a  Type  1  error,  which  is  the  probability  of  saying 
that  the  data  are  not  homogeneous  when  they  actually  are,  cf.  29:15  )  is  next  chosen  (Middleton,  1969, 

Section  III-C;  Siegel,  1956),  and  from  the  appropriate  Tables  (Tables  4  and  5  of  Middleton,  1969)  a  threshold 

Zq^  is  then  determined. 

5.  Finally,  a  decision  is  made  according  to  the  following  criteria: 

(a)  If  Z  sample  <  Z^^,  then  we  conclude  that  the  data  ensemble  is  randomly  generated:  (Hq  is 
accepted). 

(b)  If  Zjjji^pie  >  Z<^  then  we  conclude  that  the  data  ensemble  is  not  randomly  generated:  (Hj 

is  accepted  and  Hq  rejected).  This  conclusion  is  correct,  on  the  average,  (1  -  a)100%  of  the  time.t 

29.7.2  A  Test  For  Homogeneity:  The  Kolmogorov-Smirnov  Test 

Once  the  independence  of  the  individual  data  samples  has  been  established,  the  sample  ensemble  is 

next  tested  for  homogeneity  (Hq).  This  is  done  with  the  help  of  an  appropriate  Kolmogorov-Smirnov  (K-S) 

test,  which  is  based  on  a  comparison  of  the  cumulative  probability  distributions  (here,  of  the  amplitudes  or 

t  In  most  applications,  the  Type  II  error  probability,  (3,  cf.  (29:15)  is  not  available,  since  the  p.d.f.  associated  with  the 
alternative  hypothesis  state  (H, )  is  not  known. 
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magnitude  of  the  envelope)  of  various  subsets  of  the  original  data  sample  (Middleton,  1969,  Section  III-B).  If 
the  data  sample  does  belong  to  a  single  parent  population,  then  different  subsets  may  be  expected  to  have  the 
same  probability  measures  (within  the  confidence  limits  of  the  test).  Thus,  one  may  begin  by  dividing  the 
original  data  sample  into  two  subsets,  and  then  compare  their  cumulative  distributions.  If  the  two  distributions 
are  the  same,  within  a  statistically  reasonable  difference  (determined  by  some  critical  level,  a),  this  is  an 

acceptable  (but,  of  course,  not  conclusive)  indication  that  the  data  may  be  homogeneous.  The  K-S  tests  can  be 
repeated  for  additional  insight  as  to  our  conclusion,  by  subdividing  the  subsets  and  again  comparing  the 
cumulative  distributions  of  the  smaller  subsets.  Sample  size,  processing  capabihty,  and  time  are  usually  the 

factors  which  limit  the  extent  to  which  we  can  make  sample  subdivisions  and  apply  the  K-S  test.  In  the  present 
example  we  stop  at  a  single  subdivision  of  the  sample  ensemble. 

To  test  for  homogeneity  at  the  time  ti ,  for  example,  we  split  the  data  sample  into  two  subsets,  each 
containing  (for  convenience  only)  an  equal  number  of  samples.  Thus,  two  subsets  each  containing  75  samples 

are  obtained  from  the  150-sample  ensemble.  The  K-S  test  is  then  applied  to  compare  the  two  cumulative 

distributions  of  these  75-sample  subsets.  The  experimental  test  statistic  is  Zjaj^^pig,  which  for  this  test  is 
defined  as  the  maximum  absolute  difference  between  the  two  experimental  (cumulative)  distribution 
functions  Fi  and  Fj  : 

Zsample  =  MAX|F.  -F^l.  (29:71) 

This  statistic,  Zj^j^jpig,  is  then  compared  to  a  pre-chosen  threshold  Z^^,  and  a  decision  is  made  according  to 

'^sample  ̂   ̂a-  ̂ o-  ̂ ^^^  accepted  as  homogeneous 

or  (29:72) 

^sample  -^  ̂ a"  ̂ i  •  ̂̂ ^^  rejected  as  inhomogeneous. 

For  a  prechosen  value  of  a,  Z^  is  obtained  by  reference  to  an  appropriate  set  of  tables  (Middleton,  1969, 

Section  III-B;  see  also  Plemons,  1971). 

29.7.3  AppUcation:  Vahdation  Of  Reverberation  Data  (FM  Signals) 

The  data  from  which  the  statistical  estimates  shown  in  (F29.6-F29.8)  were  made  proved  to  be 
independent  and  homogeneous,  at  all  times  (ranges),  as  (F29.9)  shows.  Here  the  time  (range)  interval  is  (58, 
105)  msec,  which  does  not  correspond  to  the  entire  region  of  analysis  of  the  data.  A  total  of  291  sample 
ensembles  was  selected  from  the  (58,  105)  msec  intervals.  The  time  interval  between  any  two  consecutive 

ensembles  is  (58,  105)  msec/291  =  0.16  msec.  The  reverberation  samples  separated  by  0.16  msec  are 
statistically  uncorrected,  which  means  that  the  291  runs  tests  and  K-S  tests  for  homogeneity  are  independent 
tests.  The  number  of  failures  of  individual  tests  for  independence  (randomness  of  the  data)  is  15(=  5.2%  of 
291)  and  the  number  of  failures  of  individual  tests  in  regard  to  homogeneity  (at  a  =  0.05)  is  17(=  5.8%  of 
291).  These  are  to  be  compared  to  the  expected  15  (=a29l),  or  5%  failures  (at  the  significance  level  a  =  0.05), 

and  respective  standard  deviation  a  =  [(291)(0.05)(0.95)]  "^  (=4)  about  this  mean.  These  data  fall  well  witliin 

the  bounds  of  one  or  two  a's  about  the  mean,  so  that  we  readily  consider  the  reverberation  as  independently 
generated  and  homogeneous  over  the  interval  (58,  105)  msec. 

29.7.4  Tests  Of  The  First  Order  Probability  Distributions  Of  Reverberation  And  Its  Envelope 

In  addition  to  the  important  second-order  moments  of  the  acoustic  scatter,  further  statistical 
information,  necessary  in  problems  of  signal  processing,  may  be  gained  from  the  probability  distributions  of 

the  process.  Here  we  shall  consider  the  first-order  probability  distributions  that  partially  characterize  these 
narrow-band  reverberation  processes  and  their  envelopes.  In  many  practical  situations,  theory  tells  us  to  expect 
gaussian  distributions  of  amplitude,  and  Rayleigh  distributions  of  the  envelopes  (Middleton,  1967,  Section 
10).  However,  a  variety  of  mechanisms  may  intervene  to  modify  these  predictions:  for  example,  a  few  strong 
scatterers  imbedded  in  the  much  larger  number  of  scatterers  of  approximately  equal  strength  will  produce  a 

mixed  impulsive-gauss  process  which  can  depart  noticeably  from  a  normal  process.  Active,  biological  sources  in 
the  medium  can  also  produce  similar  modifications. 
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Figure  29.8    Envelope  Kq  of  the  non-normalized  covariance  of  surface  reverberation. 
Ensemble  size  =  150 

Accordingly,  we  should  test  our  assumptions  as  to  the  gaussian  and  Rayleigh  character  of  these  scatter 

processes.  This  is  done  here  with  the  aid  of  a  Kolmogorov-Smirnov  "Goodness-of-Fit"  test  (Middleton,  1969, 
Section  IV-B).  This  compares  the  experimental  cumulative  distributions  (of  amplitude  and  envelope)  with  the 
expected,  theoretical  distributions.  The  test  statistic  is  (Middleton,  1969,  Eq.  4.10) ■^sample 

max  F  -  S 

te 

(29:73) 

where  F(X(tg)  or  E(tg))  is  the  postulated  cummulative  distribution  of  the  instantaneous  amplitude  or 

envelope,  and  S(X(tj2)  or  E(tg))  is  the  experimental  distribution  of  these  quantities.  In  the  usual  way  the  test 

itself  compares  Z^^j^pig  with  a  threshold  Z^^.  Thus,  whenever  Zj^^^pig  exceeds  Z^^,  the  threshold  value  for  the 
prechosen  critical  level  a,  our  assumed  distribution  fails  the  test  (Hi  accepted).  We  say  then  that  the  actual 
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15  POINTS  (5.2%  OF  291)  ABOVE  a  =  0.05  THRESHOLD 

a  --  0  05 

050 

TIME  (RANGE)  -  msec 

(o)    ONE  SAMPLE  RUNS  TEST  FOR  SAMPLE  INDEPENDENCE 

(ENSEMBLE  SIZE   =  150) 

17  POINTS  (5.8%  OF  291)  ABOVE  a  =  0.05  THRESHOLD 

TIME  (RANGE)  -  msec 

(b)     KOLMOGOROV-SMIRNOV  TEST  FOR  HOMOGENEITY 

/  1st  75  MEMBERS  OF  EACH  ENSEMBLE  ' COMPARED  WITH  2nd  75  MEMBERS 

Figure  29.9    Tests  for  independence  and  homogeneity  of  FM  reverberation.  ■ 
The  time  interval  (58.105)  msec  contains  291  independent  cross  sections  (data  ensembles). 

and  postulated  distributions  are  (significantly)  different.  Otherwise,  we  conclude  that  they  are  the  same,  i.e., 

Hq  accepted,  (with  probability  a  that  this  conclusion  is  incorrect).  Applying  the  above  to  the  amplitude  and 
envelope  data,  we  see,  as  (F29.10)  indicates,  that  this  reverberation  process  is  gaussian  with  a  Rayleigh 

distribution  of  envelopes  (at  the  a  =  0.05  significance  level)  for  all  ranges,  as  theory  predicts. 
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Figure  29.10    Kolmogorov-Smirnov  test  for  Rayleigh  and  Gaussian  distribution  of  FM  reverberation. 

29.8      Optimum  Reception 

We  turn  now  to  steps  4  and  5  in  our  program,  outlined  at  the  beginning  of  29.1.2  .  This  is  the  central 

task  of  incorporating  the  statistical -physical  description  of  the  medium  and  channel  into  the  decision  structure 
29.1.4  ,  which  in  turn  permits  us  to  find  optimal,  or  near-optimal  algorithims  for  processing  the  received  data, 
and  to  evaluate  and  compare  systems  for  so  doing.  We  shall  consider  only  optimum  systems  in  the  discussions 
below,  29.1.5  ,  29:18  ,  where  the  main  problems  are  to: 

(1)  determine  optimum  processors,  T]^  ,  for  signal  detection  or  extraction  (i.e.,  measurement); 

(2)  determine  the  expected  performance  of  such  systems,  as  evaluated  by  a  minimum  average,  or  Bayes 

risk,  R*,  (29:18). 
In  these  examples,  we  are  concerned  with  the  multidimensional  (M  >  1)  detection  and  extraction  of 

signals  in  and  from  random  media,  in  both  the  active  and  passive  regimes  29.1.3  .  The  framework  for  this  has 
been  described  in  Section  29.1.  This  includes  as  one  major  area  of  interest  in  remote  sensing  of  the 

troposphere,  the  measurement  of  the  "noise"  or  background  field  itself,  which  often  is  the  desired  "signal",  in 
our  communication  theory  terminology.  Methods  of  optimal  sampling  (measurement)  of  the  field  are  referred 
to  in  Section  29.9.  In  fact,  in  our  tropospheric  measurements  we  are  often  sensing  a  given  spatial  location, 

observing  the  phenomena  drifting  through  it  with  the  wind.  Sometimes  these  may  be  represented  by  "signal", 
analogous  to  "targets",  e.g.,  reflecting  discontinuities  in  a  general  background.  Sometimes  we  may  be 
observing  self-radiating  sources,  and  often,  when  probing  the  medium,  we  have  to  operate  against  our  own 

self-generated  "clutter"  or  reverberation.  In  many  cases,  too,  we  may  wish  to  observe  these  phenomena, 
"targets,"  fields,  etc.,  continuously,  over  comparitiveiy  long  times.  To  indicate  and  illustrate  how  systems  may 
be  generally  designed  for  these  purposes,  and  their  performance  evaluated,  we  cite  below  some  examples  from 
radar  and  sonar  applications  in  analogous  situations,  wliich  embody  the  SCT  methods  reviewed  in  this  chapter. 

We  emphasize  again  the  critical  role  of  the  channel  physics  and  geometry,  29.2-29.4  .  Accordingly,  let 
us  illustrate  the  approach  with  some  recent  results,  with  an  example,  each,  of  signal  detection  and  extraction 

when  an  M-channcI  (adapted  beam)  receiver  is  used. 
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Figure  29.1 1    Type  I  vs.  Type  II  error  probabilities;  detection  of  a  slowly  fading  target  in  reverberation  or 
clutter. 

29.8.1  Example  1:  Target  Or  Source  Detection  In  A  Scatter-Dominated  Environment  (Middleton  and  Viccione, 
1970, 1973) 

A  problem  of  great  interest  in  sonar  and  radar  applications  is  the  detection  of  a  target  in  a 

reverberation  or  clutter-dominated  environment.  The  analogous  problem  of  detecting  the  presence  of  a  source 

phenomenon,  i.e.,  some  locally  distributed  scatterer,  by  acoustical  or  electromagnetic  "illumination"  of  it  (and 
the  medium),  is  also  a  frequent  one  in  remote  sensing  studies  of  the  environment,  (cf..  Chapters  8,  10-15,  and 
18,  etc.).  We  summarize  some  recent  results  here,  based  on  the  canonical  methods  and  models  described  in  the 
preceeding  Sections. 
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Using  an  active  system  (see  29.1.3  ),  we  wish  to  detect  during  a  period  of  T  seconds,  a  compara- 
tively distant  (point)  target  in  a  sufficiently  strong  signal  field  that  (acoustic)  reverberation  is  the  limit- 

ing interference.  Narrow-band  signals  are  used  and  detection  is  incoherentt.  The  (dimensionless)  effective 

target  cross-section,  7^,  is  assumed  to  undergo  (slow)  Rayleigh  fading  (Middleton,  1965,  Section  2.5).  Our 

attention  is  confined  to  a  single  space-Doppler  cell  (target  location  and  velocity  are  accordingly  specified),  and 
our  task  here  is  to  detect  the  possible  target  in  that  cell.  A  high-density  Poisson  scatter  process  is  assumed,  so 
that  the  incremental  acoustic  pressure  in  the  medium  is  a  gaussian  field  (see  end  of  29.5.2),  originating  from  a 

surface  scatter  mechanism,  which  dominates  all  volume  effects  in  the  chosen  space-Doppler  cell.  Since  the 

noise  field  here  is  signal-generated,  noise  and  signal  are  comparable  in  intensity.  The  usual  techniques  for 

obtaining  optimum  (threshold)  detector  structures  fail  (Middleton,  1966a),  and  an  "exact"  treatment  is 
required.  Fortunately,  this  can  be  done  for  many  useful  cases.  In  particular,  it  is  found  that  (Middleton  and 

Viccione,  1972)  optimum  processors  z*,  equivalent  to  but  structurally  simpler  than  To  \V},  are  given  by  a 

functional  i/'otI^CO]  ̂ nd  expected  performance  is  measured  by  a  corresponding  Bayes  risk  [see  (29:14), 

(29:15),(29:18)],Ropt  =  R*(a,S). 
The  decision  process  is  a  modified  version  of  (29:12),  with  the  threshold  k  now  replaced  by  an 

equivalent  threshold  K',  a  function  of  k  (and  known  statistical  parameters  of  the  reverberation  and  the  target) 
cf.  (29:75). 

We  have  specifically 

Hq:  decide  a  target  is  not  present  if:  z*  =  ■^oxt^Ct)]  <  K'  (29:74a) 

Hp  decide  a  target  is  present  if:         z*  =  ̂ qT  ̂   ̂   '  (29:74b) 

where  the  threshold  K'  here  is  determined  from  the  original  cost  ratio  k,  (Middleton,  1965),  according  to 

K^'  =  ̂   (1  +  '^Tr')  logj-^  (1  +  <^Tr')}'  M  =  Piq  ,  (29:75) 
with,  specifically 

0  =  a^Yj  :  (normalized)  illuminated  target  strength  (amplitude); 

Pq  -  Sq^'^'R^^  ■  *°^^'  average  scatter-to-(receiver)  system  noise  power  ratio; 

ojo^  =  6x^7x0^/2  :  output  "S/N"-cross-section  ratio,  of  target  to  reverberation. 

■^TR  ~  "^t/  V'o^R  ■  effective  cross-section  of  point  target  divided  by  [average  total 

mean-square  scatter-cross-section  of  the  reverberation]  "^, 

Tj^  =  average  number  of  scatterers  in  domain  of  illumination  A§, 

^~  .yn  =  (dimensionless)  cross-sections  or  "reflectibilities"  of  point  target 
and  a  typical  scatterer. 

ao  =  Ao/V2^  : 
normalized  (transmitted)  signal  amplitude;  \p  =  mean  intensity  of 

system  noise  in  receiver,  after  the  aperture;  Aq  =  (peak)  amplitude 
of  transmitted  signal. 

Op^  =  PqBj  +  (So^'J^rCt)^   •'  average  output,  total  reverberation  noise  level,  including  a  possible 
specular  component  ("^7r) 

(72  ='^^Bj^/20o  :  (normalized)  average  output  target  (i.e.,  signal)  to  reverberation 
power  ratio.  ^  ̂^ 

t  This  means  that  the  RF  epoch  is  unknown  at  the  receiver,  and  is  regarded  as  being  uniformly  distributed  over  a  cycle  of  th
e 

RF  carrier  f  .  [The  RF  epoch  is  a  time,  c,  relating  the  observer's  "clock"  time  to  the  time-origin  of  the  source,  e
.g., 

S  =  cos  cjr,(t  -  c),  where  t  =  f  is  the  origin  of  time  as  measured  by  the  observer.  | 
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The  quantities  By  and  C  j  are  processing  gains,  proportional  to  sample-size  T,  for  the  random  and  specular 

scatter  fields,  cf.,  (29:80);  (29:81),  below. 

The  Bayes  error  probabilities  are  found  to  be  in  this  instance  (Middleton  and  Viccione,  1970) 

a*(=/3,(o)*)  =  exp[-K72a^]  ; /3*(  = /3o(' >*)  =  1  -  exp  [-K72a^(l  +  ag)] 

=  l-exp^'°^^*^''^'^''°>  (29:76) 

Figure  (29:11)  shows  a*  vs  fi*  for  a^  as  parameter.  In  monostatic  operation  (RT),  ag  is  known  at  the 

receiver,  so  that  Iq  =  aQ;  ag  =  aQ,  etc.;  in  bistatic  operation  (R^^T)  aQ  is  not  known,  and  accordingly, an 

appropriate  average  over  signal  level  is  assumed  in  8,  cf.  (29:75a),  here  the  Rayleigh  pdf  w(0)  =  (20/9^)  • 

exp(— 0^/6^),  6  X).  Finally,  note  that  the  Bayes  average  risk  or  cost  here  is  given  by  (29:76)  in  (29:14),  viz., 

R*=(qCoo  +pCn)+(^a*+/3*)p(C,o-  C„)  .  (29:77) 
Specifically,  we  can  show  that  (Middleton  and  Viccione,  1970)  the  monotonic  equivalent,  z*,  of  the  likelihood 
ratio  Al,  is 

%T[V(t)]  = \f^jf]^[v(t)  -  <X(t)scat)>|^'zT(t)  dt|  (29:78) 

where  Zj  [=0;  t  outside  (0,T)]  are  a  set  oi  Bayes  matched  filters  (Middleton,  1965,  "Topics",  Chapter  4) 
determined  by  the  basic  set  of  coupled  integral  equations i: 

Kx(t,  u)Zt(u)  du  =  gs(t)T  ,  teT  .  (29:79) 

Note  from  (29:60),  (29:61),  typically,  that  the  covariance  is  strongly  conditioned  by  the  geometry  and 
waveforms  of  the  overall  system. 

For  monostatic  (R@T)  operation  (the  M  vector)  <^X)> ,  and  (M  X  M  matrix)  Kj^  are  given  explicitly  by 

the  complex  version  of,  say,  (29:46),  and  by  (29:49),  specialized  to  a  scalar  field  (Qn^  =  To-tareet  -^R-m^T)- 
The  processing  gains  Bj  and  Cj  determining  the  Bayes  risk  (29:77)  are 

Bj=-^Re/      gs(t  To,  as)ZT(t)  dt (29:80) 

CT  =  |Rejr^g<X)(t)Z|(t)dt, 

with  ('^)  indicating  the  transposed  vector  or  matrix,  and  a^(=rj^/c  =  -ij/c)  the  delay  per  unit  distance  of  the 

impinging  wavefront  of  the  signal  from  the  target.  Here  gj  =   [Fs^(t)e     °        Sm     ]  =  (V2/Ao)x  complex 

version  of  (29:47),  or  (29:49),  say,  now  with  scalar  beam  patterns,  and  Rj^  =  R,  T^  =  2R/c  =  2X  for  the 

present  monostatic  operation.  Similarly,  g^)  =  [F(x)me     °        ̂ ^     ']  =  (VT/Aq)  <X)>  ,  where  now 

<X)  =  ̂ J  dX^<QRT^-)(^>^  .^e-o^(^-^«(^>-ST-m)g„(,(,_  To(X)])>^    ̂,,.,,^ 

""    As 

is  a  complex  

quantity,  

which  
vanishes  

if  the  
scattering  

surface  
is  sufficiently  

rough,  
e.g.,  

Tr^-  
Here  

again,  
Aq 

is  the  peak  amplitude  of  the  original  driving  signal  Sj^,  and  i//  throughout  is  the  mean  intensity  of  receiver 
system  noise,  used  as  a  scale  for  the  reverberation,  cf.  (29:75a).  The  quantities  F§,  0^  are  respectively  the 

envelope  and  phase  of  the  narrow-band  transmitted  signal 

S(t)  =  aoFs(t)  cos  [ojot  -  0s(t)]  .  (29:82) 
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In  these  monostatic  cases  <(X]>and  C-p  always  vanish,  since  coherent  scatter  from  the  surface  occurs  only  in  the 

forward,  or  specular  direction,  for  the  usual  beam  patterns  and  emitted  signals.  The  results  (29:78)-(29:80)  are 
also  directly  applicable  to  the  bistatic  cases,  with  appropriate  modifications  of  <^X>,  K^^,  and  (29:61)  to  this 

situation  (Middleton,  1967,  and  1972). 

Equation  (29:78)  can  be  interpreted  in  a  variety  of  ways  to  represent  different  equivalent  optimum 
structures  having  the  general  form  of  M  Bayes  matched  filters,  followed  by  identical  multipliers  and 
appropriate  adders  (Middleton  and  Groginsky,  1965;  and  Middleton,  1965,  Chapter  4),  to  yield  the  test 

statistic  i^oT-  F'gur^  (29.12)  shows  a  typical  structure  for  the  optimum  detector  here.  Finally,  when  a 

preformed  beam  is  used  in  the  receiver,  we  have  only  to  set  M  =  1  in  the  above:  V,  00>  Z,  etc.,  become  simple 

scalars.  In  all  cases  the  explicit  form  of  the  (complex)  matched  filters  Zj  (i.e.,  h^  +  ihy)  is  determined  by  the 

solution  of  (29:79),  which  can  present  major  computational  problems  (Kagiwada,  et  al.,  I,  II,  1968;  Baggeror, 
1970;  Van  Trees,  1968). 

29.8.2  Example  2:  Amplitude,  Range,  And  Bearing  Estimation:  Passive  Reception: 
(Kelley  and  Levin,  1964;  and  Middleton  1966): 

Instead  of  an  active  system,  in  this  example  we  employ  a  receiver  only  and  assume  that  inter- 
ference is  a  dominantly  gaussian  ambient  noise  field  (see  29.3.2  and  29.5.3  ) .  Let  us  assume  that  uncon- 

ditional maximum  likelihood  estimators  are  sought  (29.1.4)  for  the  unknown  parameters  d  [=  amplitude, 

range,  and  bearing  (d,ct>)]  of  a  distant  (point)  source.  The  optimum  M-channel  receiver  T]^  {v}  for  this 

purpose  is  found  to  have  the  form  7[£|V(t)]  =  F(^'qJ,  B'p),  where  F  depends  on  the  a  priori  distribution 

postulated  for  the  unknown  parameters  0,  and  ̂ qT'  Bt^^^^  ̂ ^^  ̂ ^^^  structures  as  in  our  detection  example 

(29:78)-(29:80),  with  Xj^at'  etc.,  replaced  by  X^gif,  (29:31)  etc.  Figure  (29.12)  again  applies,  with  an 

additional  computation  representing  F(*qj),  the  (joint)  estimates  of  source  amplitude  ('^ag),  range  ('^Tg), 
and  bearing  (6,(p).  Without  going  into  further  detail,  we  see  again  how  the  channel  geometry  and  physics 

specifically  control  structure  and  performance  through  ̂ qJ  and  Bj. 

29.8.3  Further  Optimization  And  Future  Problems:  Waveforms  and  Apertures  (29.1.5) 

Two  major  current  problems  in  detection  and  extraction  theory  are  waveform  selection  ("cost  coding", 
Middleton,  1960,  Section  23.2)  and  the  sampling,  reconstruction,  and  extrapolation  of  data  fields  (Petersen 

and  Middleton,  1962;  and  Petersen  and  Middleton,  1965).  In  the  former,  we  seek  a  waveform  Sj^  or  a 

"modulation"  Tj  {Sjn} ,  which,  subject  to  various  constraints  (usually  on  bandwidth  and  average  or  peak 
power)  will  further  optimize  the  link,  represented  by  (29:1).  In  the  latter,  we  wish  to  optimize  data 

acquisition  by  choosing  optimal  array  or  aperture  configurations,  T/i^^i.  ̂ ^^  Ty^T  ̂ °^  ''°^'^  transmission  and 

reception,  again  with  appropriate  constraints  (usually  on  size,  number  of  elements,  and  channels).  In  each 
instance  the  accompanying  optimum  receiver  is  also  required.  Combination  of  both  types  of  optimization  is  a 
third  possibility  (Middleton,  1971). 

In  any  case,  the  first  step  toward  solution  demands  results  like  those  of  the  examples  above  for  system 
structure  and  performance  which  include  channel  physics  and  geometry  explicitly,  and  the  measurement  of 

channel  properties,  e.g.,  //^cat  and  //jeif.  etc.  (Middleton,  1967  and  1972;  Plemons,  1971;  and  Bello,  1969). 
An  approach  to  the  optimal  array  problem  is  referred  to  in  29.9  below,  where  we  are  concerned  with  the 
basic  problem  of  data  acquisition:  in  effect,  sampling  the  received  field  by  elements  of  a  receiving  array,  in 
such  a  way  as  to  obtain  estimates  of  minimal  error. 

29.9      Space-Time  Sampling  Theory 
(Petersen  and  Middleton,  1963  and  1965;  Petersen  and  Middleton,  book  in  preparation,  1973  est.) 

As  the  reader  can  see  from  the  discussion  in  the  previous  sections,  one  central  task  is  that  of  data 

sampling.  This  arises  in  all  our  general  communications  problems,  where  information  transfer  from 

point-to-point  in  space-time  is  the  desideratum,  be  this  a  measurement  task,  i.e.,  interrogation  of  the  medium 



Space-Time  Sampling  Theory 29-41 

V 
Z=  hx(T-t)i-  ihy(T-t) 

'm= 

Vm=M 

hxi(T-t) 

hyi(T-t) 

read-out  at  t  =  T 

// VjVjXjXjd
tdu- 

h.jd-t) 

(jM:  (over  all  combinafions):^OT 

i.j;l.--M 

hyj(T-t) 

read-out  at  t  =  T 

j/ViViYiYidtdu
 — ' 

L 
(Matched  Filters) 

(M- Sensors  of  the  field) 

Figure   29.12   Scheme  of  optimum  processor  for  target  detection  in  reverberation  using  Bay es  matched 
filters  of  the  2nd  kind,  type  3. 

itself  ("remote  sensing"),  or  the  transmission  and  reception  of  desired  signals  in  undesired,  i.e.,  "noise" 
backgrounds— selfgenerated  or  ambient.  Where  to  place  our  sensors  and  how  often  to  require  their  sensing  of 
the  medium  are  fundamental  questions,  which  often  have  critical  economic  implications  as  well  as  scientific 
ones.  Immediate  applications,  for  example,  are  in  weather  prediction,  oceanography,  acoustics,  seismic 
monitoring,  and  various  other  types  of  surveillance. 

In  this  Section  we  shall  give  only  a  few  summary  remarks  regarding  the  aims  and  results  of  a 

multidimensional  sampling  theory,  as  an  introduction  to  the  reader's  own  further  pursuit  of  the  literature 
(Petersen  and,  Middleton,  1962,  1963  and  1965;  Petersen  and  Middleton,  book  in  preparation  (1973  est.);  and 
Petersen,  1963),  and  applicationf  of  these  concepts. 

Specifically,  the  Petersen-Middleton  approach  develops: 

(1)  A  theory  of  multidimensional  sampling,  using  a  delta-modulation  technique,  thereby  sharpening  the 
statement  of  the  general  sampling  theorem  and  providing  a  clearer  insight  into  the  general  sampling  problem 
itself; 

(2)  The  general  procedure  for  achieving  a  minimum  sampling  lattice  for  wave  number  limited  stochastic 
processes; 

(3)  Statements  of  critical  properties  of  sampling  lattices  and  reconstruction  functions; 
(4)  Sampling  of  isotropic  functions; 

(5)  Extensions  to  wave-number-limited  stochastic  processes  and  to  optimum  prefiltering  and 
reconstruction  of  nonwave-number-limited  processes;  and 

(6)  A  discussion  of  the  implications  of  tire  theory  in  measurement  situations. 

t  For  some  meteorological  and  optical  applications,  see  Petersen  and  Middleton,  1963. 
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29.9.1  Summary 

The  multidimensional  sampling  theorem  (Petersen  and  Middleton,  1962)  is  found  to  be  readily 

adaptable  to  the  interpolation  of  homogeneous  multidimensional  stochastic  processes.  The  general  optimum 

post-sampling  filter  for  nonwave-number-limited  processes  which  yields  a  least  mean-square  error  is 
incidentally  derived,  in  the  course  of  proving  that  wavenumber-limited  processes  can  be  reproduced  with  zero 
mean-square  error  from  samples  taken  over  a  lattice  with  suitably  small  repetition  vectors. 

The  problem  of  optimum  prefiltering  of  multidimensional  data,  for  sampling  on  a  lattice  of  specified 

density,  has  been  examined.  It  is  found  that  the  optimum  operation  (yielding  minimum  mean-square  error 
uniformly  averaged  within  a  cell  corresponding  to  the  given  sampling  lattice  consists  of  ideal  bandlimiting  to 
the  cell  of  the  wavenumber  lattice  enclosing  the  greatest  spectral  power.  This  relationship  is  the  ultimate 

justification  for  the  study  of  admittedly  artificial  "band-limited"  processes.  It  permits  the  estabhshment  of 
lower  and  upper  bounds  on  the  average  mean-square  error  oi  optimally  reconstructed  sampled  data.  These  are 
respectively,  one  and  two  times  the  total  spectral  intensity  outside  the  most  favorable  wave-number  cell  within 
the  constraint  of  repeatability  corresponding  to  the  given  sampling  lattice. 

We  remark  on  the  key  role  played  by  the  covariance,  K,  of  the  random  process  which  we  are  samphng 
in  space  and  time.  Very  often  we  may  know  the  form  of  this  covariance  function  from  the  detailed  physical 
model,  (cf.  29.6  and  29.8.1,  2.3),  or  we  may  measure  it  (under  such  data  controls  as  are  indicated  in  29.7  ) . 
Here,  of  course,  we  need  to  include  the  spatial  correlation  as  well,  which  can  be  obtained  by  suitable  location 

of  the  M-sensors  of  our  array  or  lattice  sampling  plan,  along  the  lines  suggested  above.  Knowledge  of  the 
Langevin  equation  (29.5.1),  of  the  random  process  under  study  provides  additional  information,  vis-a-vis  an 
observed  covariance  function  alone,  and  is  equivalent  to  those  cases  above  where  we  can  specify  the  detailed 
physical  model,  and  thus  the  explicit  structure  of  K.  Furthermore,  knowing  the  Langevin  equations  enables  us 
to  establish  constraints  on  the  estimates  of  covariance  and  spectral  functions  (Petersen  and  Truske,  1971). 
Finally,  the  Langevin  equation,  plus  initial  conditions  and  the  (theoretical)  covariance  K,  give  us  the  complete 

structure  for  a  (linear)  second-order  sampling  optimization,  with  minimization  of  mean-square-error  (i.e.,  with 
QCF,  cf.  (29:17),  et  seq).  These  ideas  have  been  developed  in  detail,  in  connection  with  multidimensional 
(M  >  1)  sensing  or  sampling  of  a  data  field.  [Petersen  and  Middleton,  (1973  est.),  and  Petersen  1963] . 

Finally,  it  is  clear  that  the  applications  of  multidimensional  sampling  theory  are  manifold.  The  above  is 
merely  an  introductory  remark  on  such  central  processing  questions  as  the  role  of  noise,  limited  data  spaces, 

performance  criteria  other  than  mean-square  and  uniform  averaging,  vector  processes,  and  the  relationship  of 
time  and  displacement  correlation  to  the  applicable  dynamic  equations.  Moreover,  specific  system  design 

applications,  such  as  those  embodied  generally  in  the  decision-theoretic  formulation  of  communication  theory, 

briefly  outlined  in  29.1  ,  are  needed  in  fields  such  as  meteorology,  oceanography,  and  optics  —  where 
constraints  and  tradeoffs  involving  filter  realizability,  lattice  density  in  space  and  time,  and  sequential 
scanning,  data  transmission  and  processing,  must  be  introduced. 

29.10   Concluding  Remarks 

In  this  chapter  we  have  presented  what  is  in  effect  a  very  detailed  outline  of  a  canonical  approach  to 
the  joint  problem  of  channel  modeling,  data  acquisition  and  validation,  and  system  optimization.  The  key 
feature  of  such  an  approach  is  the  basic  method,  which  is  not  tied  down  to  any  one  system  or  local  philosophy 
of  data  handling.  Rather,  it  seeks  to  provide  a  general  framework  wherein  both  the  measurement  problems  of 
principal  concern  in  this  volume  and  the  communication  goals  of  signal  detection  and  extraction  may  be 

recognized  as  aspects  of  a  "global"  communication  theory,  with  techniques  and  methods  independent  of 
specific  constraints  and  limited  aims:  in  short,  a  canonical  approach.  The  essential  ingredients  of  this 
philosophy,  are: 

(I) jointly  related  cost  and  evaluation  procedures,  e.g.,  decisions-theoretical  ideas  harnessed  to  the 

concepts  of  information  transfer-retrieval; 
(2)  incorporation  of  the  controlling  system  and  channel  physics,  wliich  include  the  strongly  influential 

geometrical  factors  (beam  patterns,  source  and  receiver  locations,  distributions  of  scatterers  and  sources,  etc.); 

(3)  statistical  modeling  of  the  random  mechanisms  in  the  system  and  channel,  and  space-time  sampling 
planning  for  data  acquisition;  and 

(4)  statistical  evaluation  of  the  acquired  data,  with  emphasis  on  ensemble  validation.  A  glance  at 
29.0.2   will  show  in  summary  how  these  notions  have  been  developed  here. 
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The  principal  task  ahead  of  us  is  the  detailed  exploitation  of  the  preceeding  approach  for  specific 

problems  in  different  physical  areas.  Certainly,  the  statistical-physical  anatomy  of  the  channel  in  both  studies 
of  the  medium  and  system  performance  needs  much  further  development  in  many  cases.  Technically  improved 

analytical  results  for  the  statistical  description  of  the  various  nonnormal  (i.e.,  nongaussian)  noise  and  signal 
fields  and  w^aveforms  are  also  required,  for  the  analysis  and  prediction  of  system  performance  and  the 
interpretation  of  measurements.  Experimental  techniques  which  recognize  the  ensemble  nature  of  an  adequate 
description  of  the  phenomena  in  question  when  these  phenomenon  are  probabilistic  or  exhibit,  at  least,  a 

significant  random  component  (e.g.,  ocean  reverberation,  for  example  cf.  29.6.2  ) ,  must  be  practically  (i.e., 
economically)  integrated  with  appropriate  computer  processing. 

Finally,  a  very  important  question  of  increasing  practical  concern  is  that  of  data  acquisition  or 

sampling,  referred  to  in  29.9  ,  where  the  space-time  scanning  of  a  data  field  is  to  be  undertaken  in  some 
rational  fashion,  which  includes  economic  as  well  as  physical  constraints.  Spatial  or  space-time  sampling,  of 
course,  is  a  form  of  data  processing,  and  part  of  the  decision-making  sequence,  and  is  to  be  included  in  the 
common  framework  of  statistical  communication  theory,  in  the  large.  What  has  been  presented  here  in 

Chapter  29,  is  a  somewhat  detailed,  though  incomplete,  indication  of  how  we  may  expect  to  proceed  along 

these  lines,  with  a  maximum  utilization  of  the  inter-  and  multi-disciplinary  techniques  of  contemporary 
Statistical  Communication  Theory. 
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CHAPTER  30  STATUS  OF  REMOTE  SENSING  OF  THE  TROPOSPHERE 

C.  Gordon  Little 

Wave  Propagation  Laboratory 
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National  Oceanic  and  Atmospheric  Administration 

This  chapter  attempts  to  summarize  the  status  of  remote  sensing  of  the  troposphere.  It  opens  with 
a  statement  of  the  need  for  remote  sensing  and  identifies  the  potential  advantages  inherent  to  such 
techniques.  The  main  material  of  the  chapter  is  in  the  form  of  a  series  of  tables  which  identify  the 
stage  of  development  of  each  method  (acoustic,  radio  or  optical)  for  the  measurement  of  the 
different  meteorological  parameters  relevant  to  the  troposphere.  We  differentiate  between  those 
capabilities  which  as  yet  are  limited  to  the  boundary  layer,  and  those  already  applicable  to  the 
troposphere;  and  also  between  those  techniques  which  are  limited  to  clear  air  as  opposed  to  those 
which  can  operate  in  the  presence  of  fog  or  precipitation. 

30.1      The  Role  of  Remote  Sensing  in  the  Troposphere 

As  the  size  and  complexity  of  our  society  increases,  so  the  number  and  complexity  of  its  interactions 
with  our  atmospheric  environment  grows.  As  a  result,  the  economic  costs  to  commerce,  transport, 
communications  and  agriculture  of  natural  disasters  such  as  blizzards,  ice  storms,  hurricanes,  tornadoes,  floods, 
droughts,  etc.,  increase  year  by  year.  This  growing  sensitivity  to  weather  conditions  has,  of  course,  led  to  a 
greatly  expanded  need  for  atmospheric  information  and  forecasts  of  many  different  types,  for  many  different 

purposes. 
The  attainable  quality  and  scope  of  an  environmental  information  or  forecasting  service  is  determined 

by  the  nature  of  the  observational  data  set  on  which  it  is  based  —  and  especially  by  the  density  in  time  and 

j  space  of  tlie  relevant  observations.  Thus,  the  present  meteorological  observing  system  of  ground-released  radio- 
sondes and  satelHte  measurements  is  well  matched  to  synoptic  scale  weather  patterns,  i.e.,  to  space  scales  of 

the  order  1000  km  and  time  scales  (at  one  location)  of  the  order  one  or  two  days.  But  recent  analyses  of  na- 
tional needs  for  improved  weather  services  show  that  these  needs  lie  primarOy  in  the  area  of  short-term  local 

weather  forecasts,  e.g.,  forecasts  for  a  local  area  1  —  100  km  in  size,  for  time  periods  ranging  from  0  to  6  hours. 
These  improved  short-term  local  weather  forecasts  inevitably  will  require  a  much  denser  array  of  meteorological 
data  than  is  currently  available  from  the  present  observational  networks.  The  required  increase  in  space-time 

density  of  relevant  observations  is  huge  —  at  least  four  orders  of  magnitude  relative  to  the  twice  per  day,  500 
km  horizontal  spacing  of  the  upper  air  radiosonde  observing  system.  Cost  estimates  indicate  that  it  is  totally 
impracticable  to  achieve  this  desired  increase  in  density  of  observations  by  mere  expansion  of  the  existing 

radiosonde  network.  Satellite  remote  sensing  of  meteorological  conditions  is,  of  course,  already  playing  a  very 
important  role;  however,  because  of  the  great  need  for  improved  resolution  in  height,  time,  and  space, 
especially  in  the  boundary  layer  of  the  atmosphere  and  under  conditions  of  cloud,  satellites  can  only  provide  a 
very  incomplete  answer.  Obviously,  some  new  breakthrougli  in  weather  observing  is  required;  it  is  the  thesis  of 

the  proponents  of  ground-based  remote  sensing  that  these  techniques  offer  such  a  breakthrougli.  Moreover, 
they  claim  that  this  breakthrough  will  have  great  impact  on  the  nature  and  conduct  of  the  atmospheric 
research  and  services  of  the  future. 

The  potential  advantages  of  remote  sensing  are  several  and  may  be  listed  as  follows: 
a.  The  observations  are  taken  remotely,  i.e.,  without  requiring  that  in  situ  instrumentation  be  carried 

to  the  region  of  atmosphere  to  be  measured. 

b.  Ideally,  remote  sensing  permits  the  measurement  of  the  relevant  parameters  of  the  atmosphere  in  1, 
2,  or  3  spatial  dimensions,  all  as  a  function  of  time. 

c.  Excellent  space  and  time  resolution  is  often  obtainable. 
d.  An  increasingly  broad  range  of  parameters  of  the  atmosphere  may  be  sensed.  Wliile  a  standard 

radiosonde  is  limited  to  measurements  of  temperature,  humidity,  and  wind,  parameters  such  as  spectrum  of 
turbulence  or  momentum  flux  can  be  measured  remotely,  e.g.,  by  Doppler  radars. 

e.  The  measurement  system  does  not  modify  the  medium  being  measured.  Under  some  situations  this 
can  be  of  serious  concern,  as  in  aircraft  or  meteorological  tower  measurements. 
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f.  The  remote  sensing  measurements  typically  provide  a  line,  area  or  volume  integration  which  helps  to 
ensure  that  the  observations  are  more  representative  of  the  medium  than  those  of  a  single  point  sensor,  which 

may  be  adversely  affected  by  local  or  transient  perturbations. 

g.  Remote  sensing  instrumentation  is  usually  automatic  and  often  can  provide  fully-processed  data  24 
hours  per  day  with  a  minimum  of  manpower. 

It  should,  of  course,  be  noted  that  the  above  points  are  potential  advantages,  which  are  generally 
applicable  to  remote  sensing  as  a  whole,  but  in  most  cases  have  yet  to  be  fully  realized. 

30.2      Categorization  of  the  Status  of  Remote  Sensing 

In  attempting  to  describe  the  status  of  remote  sensing  of  the  troposphere,  it  is  necessary  to  describe  the 
progress  in  terms  of  several  different  aspects  of  remote  sensing.  First,  the  range  of  parameters  to  be  measured 
is  large.  Thus,  a  reasonably  full  knowledge  of  the  condition  of  the  atmosphere  around  the  observing  site 

requires  information  on  the  3-dimensional  distribution  of  six  parameters,  all  as  a  function  of  time.  These 
parameters  are 

Wind 

Temperature Humidity 

Precipitation  (hydrometeors) 
Aerosol 
Gaseous  Pollutants 

For  each  of  these  parameters  different  types  of  measurements  may  be  required  ranging  from  the 

relatively  simple  average  value  of  the  parameter  along  some  line  to  the  full  4-dimensional  distribution  of  the 
parameter   in  time   and  space.  These   different  types  of  measurements  form   a  hierarchy   of  increasing 
information  content  (and  usually  of  difficulty  in  acquisition)  as  follows: 

line  integral  —  the  integrated  value  of  the  parameter  along  a  line  through  the  whole  atmosphere 
line  average  —  the  average  value  of  the  parameter  along  some  line  of  known  length 
hne  profile  —  the  distribution  of  the  parameter  along  some  line  of  known  length 
2-dimensional  coverage  —  the  distribution  of  the  parameter  over  a  plane 
3-dimensional  coverage  —  the  distribution  of  the  parameter  in  space  around  the  instrument 
structure  constant  —  a  measure  of  the  intensity  of  small-scale  fluctuations  of  the  parameter  in  space 

and  time 

spectrum  —  the  power  spatial  spectrum  of  variability  of  the  parameter  in  space  —  i.e.,  how  strong  are 
the  variations  of  the  parameter  as  a  function  of  the  spatial  size  of  the  irregularity 

flux  —  the  rate  at  which  mass,  momentum  or  heat  is  being  transported  (usually  in  the  vertical 
direction). 

Remote  sensing  is  based  on  measurements  of  the  interaction  of  waves  with  the  medium  of  study.  In 
remote  sensing  of  atmospheric  conditions,  it  has  been  found  important  to  make  use  of  the  unique  advantages 
peculiar  to  acoustic,  radio,  and  optical  waves,  and  to  recognize  that  passive  remote  sensing  systems  (using 

waves  of  natural  origin)  as  well  as  active  systems  (using  man-made  waves)  each  have  their  own  particular 
advantages. 

In  general,  the  development  of  a  remote  sensing  concept  can  be  seen  to  follow  a  logical  sequence.  In 

Step  A,  the  concept  is  identified,  and  preliminary  first-order  estimates  made  of  its  feasibility.  In  Step  B,  the 
potential  capabilities  and  limitations  of  the  concept  are  analyzed  theoretically  in  considerable  detail.  If  the 
concept  still  appears  attractive,  the  development  of  a  research  equipment  for  the  experimental  evaluation  of 
these  capabilities  and  limitations  takes  place  in  Step  C.  Assuming  that  this  quantitative  experimental 
evaluation  of  the  concept  is  successful,  the  next  stage  (Step  D)  is  to  build  a  development  model  (as  opposed  to 
a  research  model)  which  is  thought  of  as  a  prototype  of  an  operational  unit  which  is  to  be  capable  of  being 
used  in  the  field  by  research  workers  or  technicians  other  than  the  original  research  group.  If  the  concept 
continues  to  show  promise.  Step  E  involves  working  with  industry  to  obtain  commercially  built  units  for  field 
evaluation.  Once  this  stage  has  been  successfully  completed,  the  final  stage  (Step  F)  requires  that  fully 
evaluated  commercial  units  be  routinely  available  for  procurement. 

The  status  of  the  remote  sensing  of  the  troposphere  is  now  discussed  in  terms  of  these  stages,  A-F,  of 
development  of  acoustic,  radio  and  optical  remote  sensing  techniques  for  the  different  types  of  measurement 
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of  the  six  meteorological  parameters  listed  above. 

30.3  Acoustic  Remote  Sensing  of  the  Troposphere 

Table  (30.1)  summarizes  the  status  of  acoustic  remote  sensing  of  the  boundary  layer  under  clear  air 
conditions,  using  letters  to  denote  the  different  stages  of  development  described  in  the  previous  section.  The 

footnotes  below  (T30.1)  (and  succeeding  tables)  refer  to  the  superscript  numbers  in  the  table,  and  indicate  the 
nature  of  the  equipment  responsible  for  each  specific  measurement  category.  Where  possible,  a  recent 
reference  is  given  to  the  work  on  which  the  entry  was  based. 

The  status  of  acoustic  remote  sensing  of  the  troposphere  (as  opposed  to  the  boundary  layer)  is  shown 

in  (T30.2)  for  clear  air  conditions.  As  of  this  time,  acoustic  echo  techniques  are  not  being  actively  applied  to 
tropospheric  remote  sensing.  However,  as  discussed  in  Chapter  19,  the  prospects  for  acoustic  echo  sounding  of 
the  troposphere  are  good. 

The  status  of  acoustic  echo  sounding  under  precipitation  or  fog  conditions  is  summarized  for  the 
boundary  layer  in(T30.3)and  for  the  troposphere  in(T30.4)i  Present  experience  with  the  operation  of  acoustic 
echo  sounders  under  conditions  of  fog,  rain  or  snow  is  very  limited.  Analysis  by  Litde  (1972a)  indicates  that 

hydrometeor  echoes  should  be  readily  obtainable,  (at  least  in  the  lowest  few  hundred  meters)  provided 
frequencies  of  the  order  several  thousand  Hz  are  used.  It  should  therefore  be  possible  to  derive  some 
information  on  the  distribution,  and  fall  velocity,  of  hydrometeors  in  the  lower  regions  of  the  boundary  layer, 
using  such  a  system. 

Because  of  the  X"**  dependence  of  the  hydrometeor  scattering  cross  section  upon  wavelength,  the 
effects  of  the  hydrometeor  echoes  can  be  greatly  reduced  by  using  low  frequencies.  Relatively  litde  is  known 
experimentally  of  any  increase  of  acoustic  absorption  due  to  the  presence  of  hydrometeors,  though  the 
theoretical  work  of  Cole  and  Dobbins  (1970,  1971)  suggests  that  this  will  not  be  significant  for  rain  or  fog 
conditions.  However,  major  uncertainties  exist  as  to  the  increase  in  noise  level  during  rainfall  conditions,  due 
to  precipitation  impacting  the  antenna.  Present  information  suggests  that  cloud,  fog  and  drizzle  conditions  will 

have  little  effect  upon  standard  boundary-layer  and  tropospheric  acoustic  echo  sounders  though  snow 
conditions  may  enhance  the  acoustic  absorption,  and  rain  could  seriously  enhance  the  ambient  noise  level  on 

the  receiving  antenna.  Parentheses  are  therefore  used  in  (T30.3  and  T30.4)  to  denote  that  acoustic 

echo-sounding  systems  will  experience  serious  degradation  or  failure  during  rain. 

30.4  Radio  Remote  Sensing  of  the  Troposphere 

In  general,  radio  waves  interact  more  weakly  with  the  clear  atmosphere  than  optical  waves  or  acoustic 
waves.  Nevertheless,  both  passive  and  active  radio  systems  have  been  used.  The  passive  systems  rely  on  the 

absorption  (and  therefore  emission)  of  radiowaves  by  water  vapor  at  about  1 .35  cm  wavelength,  and  by  oxygen 

at  5-6  mm  wavelength.  Such  systems  are  capable  of  measuring  integrated  water  vapor  and  profiles  of 
temperature  respectively.  The  active  systems  include  line-of-sight  and  forward  scatter  systems,  as  well  as  radar 
systems.  The  backscattering  radar  cross  section  due  to  clear  air  is  usually  very  low,  and  high  sensitivity  radars 

(either  high  power  pulsed  systems,  or  FM-CW  systems)  are  required.  Even  these  systems  do  not  give 
continuous  echoes  from  ail  volumes,  but  detect  only  the  regions  of  most  intense  fluctuations  in 

radio-frequency  refractivity.  Alternatively,  artificial  targets  (chaff)  may  be  introduced  into  the  atmosphere; 
more  rarely,  the  density  of  small  insects  may  be  sufficiently  high  that  their  echoes  can  be  used  as  tracers  of  the 
air  motion. 

Tables  (30.5)  and  (30.6)  give  the  status  of  radio  remote  sensing  of  the  clear  atmosphere  in  the  boundary 
layer  and  troposphere  respectively,  and  indicate  in  parentheses  those  radio  remote  sensing  capabilities  which 

are  dependent  upon  the  presence  of  chaff.  Also  included  in(T30.5)is  a  hybrid  acoustic-radiowave  technique, 
variously  designated  EMAC  (electromagnetic-acoustic)  or  RASS  (radio-acoustic  sensing  system),  which  may  be 
used  to  derive  temperature  and/or  wind  profiles,  in  these  studies,  a  powerful  acoustic  pulse  is  tracked  by  a 
radar  system,  which  obtains  echoes  because  of  the  spatial  modulation  of  radio  frequency  refractive  index 

created  by  the  pressure  oscillations  of  the  acoustic  wave.  As  implied  in  (T30.5  -  T30.7)  radio  waves  are 
essentially  unaffected  by  aerosol  and  gaseous  pollutants  at  the  densities  normally  found  in  the  atmosphere. 

The  abrupt  change  in  radio  frequency  refractive  index  represented  by  a  hydrometeor  is  enormously 
larger  than  the  refractivity  fluctuations  present  in  clear  air,  and  hence  appreciable  radio  power  is  scattered. 
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especially  for  wavelengths  comparable  in  size  with  the  drop.  (At  much  longer  wavelengths,  the  scattering  is 
weak  and  can  be  ignored.)  For  many  years,  microwave  radar  echoes  from  precipitation  have  been  used  to 
monitor  the  location  and  intensity  of  precipitation.  In  the  past  decade,  major  efforts  have  been  made  to  use 
Doppler  techniques  to  determine  the  velocities  of  the  precipitation,  and  hence  of  the  horizontal  velocity  field 

of  the  air.  The  status  of  this  work  is  shown  in  (T30.7),  which  covers  both  boundary  layer  and  troposphere 
studies  of  radio  remote  sensing  under  conditions  of  precipitation.  This  table  also  covers  the  use  of  passive 

microwave  radiometric  techniques  to  derive  integrated  liquid  water  content  along  the  beam,  using  the  5-10 
GHz  radio  waves  emitted  by  the  water  drops. 

30.5  Optical  Remote  Sensing  of  the  Troposphere 

The  interaction  of  optical  waves  with  the  constituents  of  the  atmosphere  is  extraordinarily  rich  and 
varied,  and  we  may  therefore  expect  that  in  the  long  run  optical  techniques  will  eventually  become  dominant 
in  remote  sensing  of  the  clear  atmosphere.  While  passive  optical  remote  sensing  systems  will  undoubtedly  be 

used,  the  principal  progress  is  likely  to  come  with  the  development  of  the  field  of  "Lidar  Spectroscopy."  This 
field  combines  the  remote  sensing  advantages  of  radar  with  the  chemical  specificity  of  spectroscopy,  and  the 
coherent  properties  of  lasers,  to  permit  (in  concept  at  least)  the  remote  interrogation  of  small  volumes  of  the 
atmosphere  for  specific  constituents.  The  potential  advantages  of  lidar  spectroscopy,  relative  to  radio  or 

acoustic  techniques,  may  be  listed  as: 
excellent  angular  resolution 
excellent  range  resolution 

excellent  Doppler  resolution 
excellent  chemical  specificity 

very  fast  informate  rate 
broad  range  of  parameters  conceptually  available. 

This  latter  point  is  well  illustrated  in  (T30.8),  which  indicates  the  status  of  optical  remote  sensing  of  the  (clear) 
boundary  layer.  A  very  full  range  of  remote  sensing  measurements  is  conceptually  practicable  though  as  of  this 
time  relatively  few  optical  measurement  techniques  have  been  tested  experimentally.  Currently,  the  problem  is 

primarily  technological.  Ideally,  one  would  like  to  be  able  to  transmit  short  (e.g.,  10  nano-second)  pulses,  at 

very  high  power  (e.g.,  10"  photons/pulse),  at  high  pulse  repetition  rates  (e.g.,  10*  pulses  per  second)  from 

highly  directive  telescopes  (beam  divergence  <  lO"'*  radian)  using  tunable  laser  systems  capable  of  operating  in 
the  U-V,  optical  and  near  infrared.  While  these  parameters  can  be  met  or  exceeded  separately,  they  cannot  yet 
be  attained  simultaneously  in  the  same  system.  Nevertheless,  laser  technology  continues  to  make  rapid 
progress.  It  should  also  be  emphasized  that  much  of  the  detailed  spectroscopic  information  needed  for  remote 
sensing  purposes  is  not  available,  and  will  have  to  be  obtained  if  the  field  is  to  advance  efficiently. 

The  possibility  of  optical  Doppler  studies  of  motions  in  the  clear  boundary  layer  is  obviously 
important,  and  is  at  the  heart  of  many  of  the  velocity  or  flux  measuring  concepts  listed  in  (T30.8).  At  the 
moment,  the  likelihood  of  optical  Doppler  measurements  of  clear  air  at  distances  of  several  kilometers  seems 
remote,  and  hence  (T30.9),  which  gives  the  status  of  optical  remote  sensing  in  the  troposphere,  is  much  less 
complete  than  for  the  corresponding  boundary  layer  (T30.8). 

30.6  Comparison  of  Status  of  Acoustic,  Radio  and  Optical  Remote  Sensing  of  the  Troposphere 

Tables  (30.10)  through  (30.13)  compare  the  status  of  acoustic,  radio  and  optical  remote  sensing  of  the 
troposphere.  As  before,  these  tables  use  the  letters  A,  B,  C,  etc.,  to  denote  the  stage  of  development  of  a 
measurement  capability,  with  suffixes  1,  2,  or  3  to  denote  whether  the  technique  is  acoustic,  radio  or  optical. 

Thus,  the  entry  C  -^  B-'  under  Line  Profile  of  longitudinal  component  of  wind  indicates  that  experimental 
tests  (Stage  C)  of  acoustic  ( 1 )  and  radio  (2)  methods  of  measuring  tire  hne  profile  of  longitudinal  velocity  (i.e., 
component  along  the  line)  have  been  made,  whereas  an  optical  technique  (3)  has  only  reached  Stage  B,  i.e., 
detailed  theoretical  analysis.  As  in  previous  table  sets,(T30.10  and  T30.1 1)  deal  respectively  with  the  boundary 
layer  and  troposphere  under  clear  air  conditions;  (T30.12  and  T30.13)  cover  precipitation  conditions.  Tables 

(30.10)  througli  (30.13)  include  the  information  contained  in  (T30.1)  through  (T30.9);  tlie  footnotes  of  these 
earlier  tables  may  be  used  to  identify  the  techniques  under  consideration  and  (where  available)  an  appropriate 
reference. 
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Table  (30.10)  shows  that  a  very  full  measurement  capability  (at  least  in  terms  of  the  eight  types  of 
measurement  of  the  six  parameters  considered  here)  is  being  investigated  for  the  clear  boundary  layer.  The 

corresponding  troposphere  table,  (T30.il),  is  much  less  completely  filled,  with  coverage  under  precipitation 
conditions  much  less  complete,  though  microwave  Doppler  radars  provide  excellent  capabilities  for  boundary 
layer  and  troposphere  wind  fields  and  precipitation  fields. 

30.7  Estimates  of  Accuracy  of  Remote  Sensing  Measurements 

The  specification  of  accuracy  of  a  remote  sensing  system  involves  very  many  qualifications  (e.g.,  at 
what  range;  with  what  integration  time;  under  what  meteorological  conditions;  with  what  background  noise 

level;  etc.-;  etc.).  A  further  problem  is  that  the  accuracy  of  remote  sensing  instrumentation  is  often  not  well 
known,  primarily  because  of  the  difficulty  of  obtaining  data  from  an  appropriate  network  of  accurate,  in  situ, 
sensors.  Also,  there  is  the  question  of  what  do  we  mean  by  accuracy?  For  example,  absolute  accuracy,  or 

relative  accuracy,  or  precision?  Despite  these  problems,  (T30.14  —  T30.17)  have  been  prepared  in  order  to  give 
the  reader  some  feeling  for  the  accuracy  believed  available  from  the  respective  remote  sensing  systems  when 
operating  under  designed  operating  conditions.  It  must  be  emphasized  that  the  very  limited  entries  in  these 
tables  are  at  best  order  of  magnitude  estimates.  It  is  believed  that  the  experimental  accuracies  actually  attained 
with  present  systems  typically  are  within  a  factor  of  three  of  these  numbers,  and  that  tlie  relative  accuracies  of 
adjacent  measurements  made  by  the  same  system  would  be  perhaps  3  to  10  times  better.  In  most  cases,  the 
theoretical  limits  to  the  accuracy  of  the  measurement  system  are  much  smaller  than  those  presently  attained, 

and  we  may  expect  significant  improvement  in  measurement  accuracy  with  time. 
For  more  detailed  information  on  the  performance  of  remote  sensing  systems,  the  reader  is  referred  to 

the  appropriate  chapters  of  this  book. 

30.8  Pattern  Recognition  in  Remote  Sensing 

Up  to  this  point,  the  chapter  has  been  concerned  with  the  status  of  various  remote  sensing  techniques 
to  make  quantitative  measurements,  of  various  levels  of  information  content  and  sophistication,  of 
meteorologically  significant  parameters.  It  is  important  to  recognize  that  much  of  the  value  of  remote  sensing 
techniques  lies  not  in  the  ability  to  reproduce  the  kinds  of  quantitative  data  the  meteorologist  is  accustomed 
to,  but  in  the  abihty  to  provide  in  real  time  totally  new  types  of  data  and  data  presentations.  These  data  can 

often  take  the  form  of  "maps"  or  2-dimensional  displays  of  the  intensity  of  some  parameter.  Examples  of  such 
maps  are  the  PPI  plots  of  radar  echo  intensity,  or  the  height  vs.  time  facsimile  recordings  of  Cj  from 
monostatic  acoustic  echo  sounders.  Pattern  recognition  will  play  a  major  role  in  the  use  of  such  maps.  Man  has 
long  been  accustomed  to  using  his  eyes  as  a  superb  passive  optical  remote  sensing  system  and  it  is  important  to 
recognize  that  the  information  is  processed  by  pattern  recognition  and  not  by  quantitative  physical 
measurements.  (The  large  grey  structure  over  there  is  a  thunderstorm.  That  transient  line  of  enhanced 

brightness  was  a  fiash  of  lightning.  In  that  direction  it  is  raining  already.  Over  there  the  sky  is  still  clear,  etc., 
etc.) 

It  is  only  in  the  last  25  years  that  local  weather  forecasters  have  been  able  to  supplement  the  local 

weather  information  available  from  the  human  eye  with  an  additional  remote  sensing  capability  -  namely, 

weather  radar.  Again,  pattern  recognition  (in  this  case  while  looking  at  "maps"  of  echo  strength),  is  important 
to  the  interpretation  of  the  data. 

Under  clear  sky  conditions,  the  human  eye  and  the  weather  radar  receive  no  information  (otlier  than 
the  fact  that  there  is  no  pattern)  but  already  new  remote  sensing  techniques  permit  the  internal  structure  of 
the  boundary  layer  to  be  monitored  continuously  under  clear  sky  conditions.  In  recent  years,  we  have  learned 
how  to  use  many  different  tracers,  additional  to  hydrometeors,  for  remote  sensing  purposes.  Specifically,  small 
scale  (of  order  X/2)  fluctuations  in  temperature  and  velocity  can  be  used  acoustically  to  monitor  the  internal 
structure  and  processes  of  the  atmosphere;  similarly,  the  small  scale  humidity  fluctuations  can  be  used  as 

tracers  of  boundary  layer  structure  by  FM-CW  radar  techniques.  At  optical  wavelengths,  aerosol  are  readily 
detected  by  lidar  techniques  and  may  therefore  also  be  used  to  monitor  the  boundary  layer.  The  resultant 
patterns  are  already  being  recognized  in  terms  of  thermal  plumes,  inversions,  internal  gravity  waves,  breaking 
waves,  etc.  As  the  local  weather  forecaster  gains  skill  in  recognizing  patterns  in  mesoscale  and  microscaie  maps 

of  parameters  such  as  velocity,  temperature  and  humidity  (and  their  small-scale  structure  parameters,  Cy^, 
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C J  and  Cg  ),  so  he  should  greatly  enhance  his  ability  to  identify  the  existence  and  location  of  meteorologicaT 
phenomena  or  processes  (e.g.,  thermal  plumes,  radar  hook  echoes,  and  temperature  inversions)  and  hence  to 

observe  and  predict  their  development.  Note  that  these  maps  do  not  have  to  have  high  absolute  accuracy;  the 

many  orders  of  magnitude  variability  of  parameters  such  as  C-p,  Cy,  Cg,  and  radar  and  Udar  reflectivities,  mean 
that  relative  accuracies  of  3  dB  and  absolute  accuracies  of  10  dB  may  be  acceptable  for  pattern  recognition 

purposes.  The  wide  range  of  2-dimensional  or  3-dimensional  maps  potentially  available  to  the  meteorologist  of 
the  future  will  provide  him  with  totally  new  abilities  to  watch  for  changing  atmospheric  conditions,  and  hence 
will  radically  affect  both  the  nature  and  scope  of  future  mesoscale  research  and  services. 

30.9      Tables 

Table  30.1    Status  of  Acoustic  Remote  Sensing  of  the  Boundary  Layer  Under  Clear  Air  Conditions 

N^  Parameter 

Type  ofx 
Measurement 

Wind Temperature 
Humidity 

Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Average 
Line  Profile 

2-D  Coverage 

C^
 

C^
 

C^
 

C«
 

A'
 

A'
 

A^
 

3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

A=
 

A^
 

A''
 

c'° 

A" 

'  Spaced  line-of-sight,  cross-correlation  techniques  (Mandics,  1971) 
^  Sonic  anemometer  (Little,  1969) 

^Doppler  echo  sounding  (Beran  and  Clifford,  1972) 
^Steerable  or  multibeam  Doppler  echo  sounding  (Hall,  private  communication) 
'  Bistatic  echo  sounding  (Little,  1969) 

*  Doppler  echo  sounding  (Little,  1969) 
'Doppler  echo  sounding  (Little,  1972b) 
*  Sonic  anemometer/thermometer  (Little,  1969) 
'Multi-frequency  monostatic  echo  sounding  (Gething  and  Jenssen,  1971) 

'°Monostatic  echo  sounding  (Little,  1969) 

' '  From  Cj  measurements  (Wyngaard,  Izumi  and  Collins,  1971) 
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Table  30.2    Status  of  Acoustic  Remote  Sensing  of  the  Troposphere  Under  Clear  Air  Conditions 

\\^  Parameter 

Type  of^ 
Measurement 

Wind 
Temperature 

Humidity 
Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

A'
 

A' 

A^
 

A^
 

A^
 

A^
 

A^
 

A'
 

A"
 

'  Doppler  acoustic  echo  sounding  (Beran  and  Clifford,  1972) 
^Steerable  or  multi-beam  Doppler  echo  sounding  (Hall,  private  communication) 
^Bistatic  echo  sounding  (Little,  1969) 

"* Multi-frequency  monostatic  echo  sounding  (Gething  and  Jenssen,  1971) 
^Monostatic  echo  sounding  (Little,  1969) 

Table  30.3    Status  of  Acoustic  Remote  Sensing  of  the  Boundary  Layer  Under  Precipitation  Conditions 

xParameter 

\ 

Type  of  \ 
Measurement 

Wind Temperature 
Humidity 

Precipitation Aerosol Gaseous 

Pollu- 

tants Transverse Longitudinal 

Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

(A') 

(A^) 

(A') 

(A>) 

(A») 
'  Doppler  acoustic  echo  sounding  (Beran  and  Clifford,  1972) 
^High  frequency  echo  sounding  to  a  few  hundred  meters  range  (Little,  1972a) 
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Table  30.4    Status  of  Acoustic  Remote  Sensing  of  the  Troposphere  Under  Precipitation  Conditions 

\v   Parameter 

Type  of\ 
Measurement 

Wind Temperature 
Humidity 

Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

(A') 
(A') 

(A') 

(AO 
(AO 

^Doppler  acoustic  echo  sounding  (Beran  and  Clifford,  1972) 

Table  30.5    Status  of  Radio  Remote  Sensing  of  the  Boundary  Layer  Under  Clear  Air  Conditions 

\.   Parameter 

Type  of  s^ 
Measurement 

Wind Temperature 
Humidity Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

(C^) D^C= 

C^
 

C^
 

(A^) 

'Spaced  line-of-sight  cross-correlation  techniques  (Lee  and  Waterman,  1968) 
^Multi-station  Doppler  radar,  using  chaff  (Lhermitte,  1969) 
^Single  station  Doppler  radar,  using  chaff  (Lhermitte,  1969) 

''Passive  multi-frequency  and/or  multi-angle  scan  of  O2  absorption  at  ~  5  mm  (Snider,  1972) 
^Hybrid  acoustic-radio  (RASS)  echo  sounding  (Marshall,  Peterson  and  Barnes,  1972) 
*Line-of-siglit  time-of-flight  measurements  of  integrated  refractivity  (Bean  et  al.,  1969) 

^From  FM-CW  radar  echo  power,  assuming  refractivity  fiuctuations  are  primarily  caused  by  water  vapor 
(Bean,  1971) 
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Table  30.6    Status  of  Radio  Remote  Sensing  of  the  Troposphere  Under  Clear  Air  Conditions 

^v    Parameter 

Type  ofv 
Measurement 

Wind Temperature 
Humidity 

Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

SpectruHi 
Flux         \\ 

c 

(A^) 

D'*
 

C^
 

C^
 

(A^) 

*  Foward  scatter  Doppler  measurements  with  RAKE  system  (Birkemeier  et  al.,  1969) 

^Single  station  Doppler  radar,  using  chaff  (Lhermitte,  1969) 
'Multi-station  Doppler  radar,  using  chaff  (Lhermitte,  1969) 
^Passive  O2  radiometer  measurements  (to  ~  5  km  height  only)  (Snider,  1972) 
^Passive  20  GHz  radiometer  measurements  (Guiraud,  Decker,  and  Westwater,  1972) 
*FM-CW  radar  (Richter,  1969) 

Table  30.7    Status  of  Radio  Remote  Sensing  of  the  Boundary  Layer  or  Troposphere 
Under  Precipitation  Conditions 

\Parameter 

Type  of  ̂  
Measurement 

\ 

Wind Temperature 
Humidity 

Precipitation Aerosol Gaseous 

Pollu- 

tants Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

C^
 

C 

C^
 

C^
 

•   
    

 

B'
 

C>
 

C»
 

'  Single  station  Doppler  radar  (Lhermitte,  1969) 

^  Scanning  single  Doppler  radar  in  a  plane  will  give  2-D  plot  of  radial  velocity.  Two-dimensional  coverage  of  the 
vector  wind  requires  two  Doppler  radars,  preferably  operating  in  the  coplane  mode  (Lhermitte,  1969) 

'Three  (or  more)  Doppler  radar  system  (Lhermitte,  1969) 

""From  echo  power  on  calibrated  radar,  or  passive  microwave  radiometry  at  5-10  GHz  (Atlas,  1964;  Decker 
andDutton,  1970) 

'Calibrated  radar  (Atlas,  1964) 

*  Scanning  calibrated  radar  (Atlas,  1964) 
'From  Z-R  relationships  (Atlas,  1964) 
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Table  30.8    Status  of  Optical  Remote  Sensing  of  the  Boundary  Layer  Under  Clear  Air  Conditions 

\^  Parameter 

\. 
Wind 

Temperature 
Humidity 

Aerosol Gaseous  Pollutants 

Type  of  ̂  
Measurement Transverse Longitudinal 

Line  Average C 

A^
 

C 

C«
 

A''
 

Line  ProfUe 

2-D  Coverage 

B^
 

B^
 

A*
 

A'
 

C" 

C" 

A'^
 

A'^
 

A*
 

3-D  Coverage 

A'^
 

A*
 

A'
 
A" 

A'^
 

Structure 

A'*
 

Constant 

Spectrum 

A''
 

A^
 

A'
 
A"
 

A'"
 

Hux                                      A" 

A^
 

A'"
 

A'^
 

A'= 

'  Laser  beam  scintillation  transverse  wind  system  (Lawrence,  Ochs  and  Clifford,  1972) 

^Spaced  lidar  beams,  cell  correlation  method  (Derr  and  Little,  1970) 
^  Laser  beam  scintillation,  longitudinal  wind  component  system  (Lawrence,  private  communication) 

"Optical  Doppler  (Owens,  1969) 
^  Line-of-sight,  time-of-flight  measurements  of  integrated  refractivity  (Lawrence,  1969) 
^  Lidar,  using  nitrogen  Raman  density  measurements;  or  Stokes/anti-Stokes  ratio  (Strauch,  Derr  and  Cupp, 

1971 ;  Salzman,  Masica  and  Coney,  1971) 

^Eddy  correlation  method,  using  optical  Doppler  and  N2  Raman 
*  Relative  absorption  of  HCN  laser  lines  (Derr,  private  communication) 
'Lidar,  using  H2O  Raman,  or  differential  absorption  in  vicinity  of  water  vapor  line  (Strauch,  Derr  and  Cupp, 
1972;Schotland,  1969) 

'°Eddy  correlation  method,  using  optical  Doppler  and  HjO  Raman 
'  •  On  frequency  lidar  (Collis,  1970) 
'  ̂  Eddy  correlation  method,  using  optical  Doppler  and  aerosol  scatter 
'  ̂  Infrared  absorption  (Hanst,  1970) 

'"Raman,  resonance  Raman  of  fluorescent  spectroscopy  (Derr  and  Little,  1970) 
*  ̂  Eddy  correlation  method,  using  optical  Doppler  and  spectroscopic  lidar 
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Table  30.9    Status  of  Optical  Remote  Sensing  of  the  Troposphere  Under  Clear  Air  Conditions 

N.   Parameter 

Type  ofv 
Measurement 

Wind 
Temperature 

Humidity 
Aerosol Gaseous  Pollutants 

Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Rux 

A'
 

A^
 

A^
 

C^
 

C^
 

A^
 C^

 

C^
 

A^
 

C= 

C* 

c* 
A^
 

'  Laser  beam  scintillations,  using  geostationary  satellite-borne  laser 
^Spaced  cell  correlation  method,  using  aerosol  scatter  (Derr  and  Little,  1970) 

^Lidar,  using  nitrogen  Raman  density  measurements  (Strauch,  Derr  and  Cupp,  1971)  or  Stokes/anti-Stokes 
ratio  (Salzman,  Masica  and  Coney,  1971) 

^Lidar,  using  H2O  Raman  density  measurement  (Strauch,  Derr  and  Cupp,  1972) 
^Solar  extinction  measurements  (Fegley,  Blifford  and  Gillette,  1972) 
*On-frequency  lidar  (CoUis,  1970) 

Table  30.10    Comparison  of  Acoustic,  Radio  and  Optical  Remote  Sensing  Capabilities  in  the  Boundary  Layer 
Under  Clear  Air  Conditions 

N,,^^  Parameter 

\^^ 

Wind Temperature 

Humidity 
Aerosol Gaseous  Pollutants 

Type  of\^^ 
Measurement Transverse Longitudinal 

Line  Average 

^.,2,3 C',A^ 

Cl,3 

(.2,3 

A^
 

Line  Profile 

2-D  Coverage 
C  (C')B3 C  (C')B3 

A'D^C^ 

A^
 

A'C^ 

A^
 

C^
 

C^
 

A^
 

A^
 

A' '3  (C) 

3-D  Coverage A^(B^) 

A^
 

A^
 

A^
 

A^
 

Structure A''MA^) c 

C^
 

Constant 

Spectrum 
A''^(A^) 

A^
 

A^
 

A^
 

A^
 

Flux 
A''3(A^) 

^1.
3 

A^
 

A\ 

A^
 

1  =  Acoustic 3  =  Optical 2  =  Radio 

A  =   Concept  identified 
B  =   Concept  analyzed  theoretically 
C  =   Concept  tested  experimentally 
D  =    Development  model  tested 
E  =   Commercial  model  tested 
F  =   Commercial  model  available 

Parenthesis  used  to  denote  chaff  required  as  tracers  for  Doppler  radars  operating  under  clear  air  conditions 
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Table  30.1 1    Comparison  of  Acoustic,  Radio  and  Optical  Remote  Sensing  Capabilities  in  the  Troposphere 
Under  Clear  Air  Conditions 

\^    Parameter Wind 
Temperature 

Humidity 
Aerosol Gaseous  Pollutants 

Type  of^ 
Measurement » Transverse Longitudinal 

Line  Integral 
Line  Average 

A^
 

C^
 

C^
 

C^
 

C^
 

Line  Profile 

2-D  Coverage 

A''^C' 

A''3(A^) 

A^D^c^'3 

A^
 

C^
 

A^
 

C^
 

C^
 

T 

A'  (A^) 

3-D  Coverage 

(A^) 

A^
 

Structure A'  (A^) 

A*
 

A^
 

Constant 

Spectrum 
Flux 

A'  (A^) 
A'  (A^) 

1  =  Acoustic 3  =  Optical 2  -  Radio 

A  =   Concept  identified 

B  =   Concept  analyzed  theoretically 
C  =   Concept  tested  experimentally 
D  =   Development  model  tested 
E  =   Commercial  model  tested 

F  =    Commercial  model  available 

Parenthesis  used  to  denote  chaff  required  as  tracers  for  Doppler  radars  operating  under  clear  air  conditions. 

Table  30.12    Comparison  of  Acoustic,  Radio  and  Optical  Remote  Sensing  of  the  Boundary  Layer 

  Under  Precipitation  Conditions   

\Parameter 

Type  of\ 
Measurement 

Wind 
Temperature 

Humidity 
Precipitation Aerosol Gaseous 

Pollu- 

tants 
Transverse Longitudinal 

Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

C^ 

C^
 

C^(A') 

C^
 

C^
B'
) C^(A') 

C^ 

C^
 

C^
 

C^(A') 

B^ 

C^(A') 

cHa') 
1  =  Acoustic 

3  =  Optical 2  =  Radio 

A  =   Concept  identified 
B  =   Concept  analyzed  theoretically 
C  =    Concept  tested  experimentally 
D  =    Development  model  tested 
E  =   Commercial  model  tested 

F  =   Commercial  model  available 

Parenthesis  used  to  denote  chaff  required  as  tracers  for  Doppler  radars  operating  under  clear  air  conditions, 
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Table  30.13  Comparison  of  Acoustic,  Radio  and  Optical  Remote  Sensing  of  The  Troposphere  Under 
Precipitation  Conditions 

\Parameter 

\ 
Type  of  \ 
Measurement 

Wind 
Temperature 

Humidity 
Precipitation Aerosol 

Gaseous 

Pollu- 

tants 
Transverse Longitudinal 

Line  Integral 
Line  Average 
Line  Profile 

2-D  Coverage 
3-D  Coverage 
Structure 
Constant 

Spectrum 
Flux 

C^(A') 

C^
 

C^(A') 

C^
 

C^
 

C^
 

C^
 

C^
 

C^
 

C^
 

C^(A') 

B^ 

CMA') 
C^A') 

1  =  Acoustic 
3  =  Optical 2  =  Radio 

A  =   Concept  identified 

B  =  Concept  analyzed  theoretically 
C  =   Concept  tested  experimentally 
D  =   Development  model  tested 
E  =   Commercial  model  tested 
F  =   Commercial  model  available 

Parenthesis  used  to  denote  chaff  required  as  tracers  for  Doppler  radars  operating  under  clear  air  conditions. 

Table  30.14    Estimates  of  Accuracy  of  Wind  Velocity  Measurements 

Type  of 
Measurement 

Technique Estimated  Accuracy 

Acoustic Radio 

Optical 
Line  average Line-of-sight 

±10%  ±0.5  ms"' ±10%  ±  0.5  ms-' 
±5%  ±  0.3  ms-' 

of  transverse scintillations 
velocity 

Line  average Sonic 

±  5%  ±  0.3  ms-' of  longitudinal Anemometer 
velocity 

Line  profile Multistation 

±10%  ±6.5  ms"' ±  5%  ±  0.3  ms-' 
of  transverse 

Doppler 
velocity 

Line  profile Single  station 

±  5%  ±0.3  ms*' ±  5%  ±  0.2  ms-' 
of  longitudinal Doppler 
velocity 

2-D  coverage Multistation 

±  5%±  0.3  ms"' 
of  vector  wind Doppler 

Remote  measurements  of  the  spectrum  of  turbulence,  and  of  the  momentum  flux  are  currently  available  only 
by  microwave  Doppler  radar.  The  accuracies  of  these  spectra  and  flux  measurements  will  be  determined  by  the 

accuracies  (estimated  above)  of  the  original  Doppler  measurements  from  which  they  are  calculated. 
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  Table  30.15    Estimates  of  the  Accuracy  of  Temperature  Measurements 

Type  of 
Measurement 

Technique Estimated  Accuracy 

Acoustic Radio 

Optical 
Line  integral Time-of-flight 

±1°K 

±0.2°K 

Line  profile Multifrequency 

O2  radiometer 
N2  Raman  lidar 

±2°K 

±1°K 

Structure 
Constant 

Monostatic 
acoustic 

sounder 

±50% 

Table  30.16    Estimates  of  Accuracy  of  Water  Vapor  Content 

Type  of Measurement 
Technique Estimated  Accuracy 

Acoustic Radio 

Optical 
Line  integral Microwave 

radiometry ±10%±  1  gram/cm^ 

Line  average Time-of-flight 
HCN  laser 

±10% 

0.1  mb 

Line  profile H2  0  Raman 
0.1  mb 

Structure FM-CW  radar Factor  of  2 
Constant 

Table  30.17    Estimates  of  Accuracy  of  Aerosol  Reflectivity 

Type  of Measurement 
Technique Estimated  Accuracy 

Acoustic Radio 
Optical 

Line  profile 

2-D  coverage 

Lidar 

Scanning  lidar Factor  of  2* 

Factor  of  2* 
Relative  accuracy  of  adjacent  measurements  with  the  same  system  should  be  within  ±  10%. 
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Beam  spreading,  25.1.3 
Bearing  extraction,  29.8.2 
Billows,  radar  detection  of,  14.5 
Birds,  radar  detection  of,  14.3 
Bistatic  sea  scatter,  12.2.3 
Blackbody  radiation,  22.1.2 
Boltzmann  distribution  law,  9.2.3 
Bomex,  22.1.4.3 
Boundary  conditions,  8.1 

sound-hard,  8.3 
sound-soft,  8.3 

Boundary  layer 
atmospheric,  2.14,  2.17,  4,  6,  20 

dynamics  of,  20 

equatorial,  6.1 
planetary,  turbulence  in,  2.14 
pressure  fluctuations  in,  21.3 
stable,  6.1 

Boussinesq  approximation,  2.6,  6.2.3,  21.2 

Bragg  angle  reflection,  11.1.3 
ocean  waves,  12.2.1 
indirect,  12.4 

Brightness  temperature,  22.2.1.1 
Brillouin  scattering,  10.5.5 

Brunt  frequency,  1.5.2,  21.2 
Buoyancy,  2.6 
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Buoyancy  oscillations,  convective  cell,  21.6 
Buoyant  forces,  2.14 

Buoyant  production  of  energy,  6.5.3 
Burst  rate,  17.3.1,  17.3.3,  17.3.4 

Canonical  theory,  29,  29.0,  29.1.2 
Capillary  waves,  12.1.1 
Cartesian  coordinate  system,  2.4 
Chain  reactions,  5.6 
Channel  capacity,  28.2 
Channel  model,  29.2,  29.4,  29.6,  29.8 
Chimonas  instability,  7.4.4 
Chinook,  2.21 

Chlorophyll,  26.3 
Chromaticity 

coordinates,  22.3.1.1 

diagram,  22.3.1.1 
Clear  air  radar,  20 

Clear  air  turbulence,  2.4,  2.8ff,  2. 

non-equilibrium  patches  of,  2. 
sensing  of,  14.6,20,  25.2.5 

Climatic  change,  2.1 
Cloud  backscatter,  24.2.4 

Cloud,  motion  of,  26.2.2 
Coefficient,  eddy  characteristics,  1.8.2,  2.24,  2.25,  2.29, 

6.2.1,6.2.2 

Coherence,  21.4 
Coherence  function,  28A.4 
Coherent  radar,  13.1.4 
Coherent  scattering,  10.5.1 
Collision  broadening,  9.4.3 
Collisions,  mean  time  between  at  STP,  10.2 
Color  perception,  22.3.1 
Color  triangle,  22.3.1 
Committee  on  atmospheric  science,  2.1 
Comparison  of  acoustic,  radio  and  optical  remote  sensing, 

30.6 

Composite  rough  surface  model,  12.4 

"Concorde",  2.21 
Conduction,  molecular,  6.2.2 
Continuity  equation,  1.6.1,  4,  6.2.3,  13.2.3.1 
Contrast,  26 
Convection,  6.4.4 

acoustic  detection  of,  18.4.1 
clear  air  convective  cells,  14.4 
convective  field,  14.4 
mesoscale  convective  patterns,  14.4 
radar  detection  of  clear  air,  14.4 

Convective  processes,  20 
Convective  storm,  13.2.4 

infrasound  from,  21.6 

Coriolis  term,  2.2 
Correlation  functions,  4.2.2,  28A.4 

Correlation-slope  method,  wind  measurement,  25.3.3 
Correlation  spectrometer,  24.1.2 
Correlator,  analog,  21.4 
Cosmic  radiation,  22.2.6 

Cospectrum,  2.8,  2.17,  28A.4 
Cost,  29.1.4 

Coupled-system  cross-section,  29.4.2 
Coupling  operator,  29.3.3 
Covariance,  see  eddy  correlation,  1.8.2 

function,  1 1.1.2,  28A4,  29.5.2,  29.6 
function  of  scintillations,  25.1.2 

two-dimensional,  11.3.2 
Creation  -  destruction  interaction,  10.3.1 
Critical  layer,  21.8 
Critical  Richardson  number,  6.6.1 

Cross-correlation 
analysis,  21.4 
function,  28A4 

Cross-covariance  function,  28A.4 

Cross-power  spectral  analysis,  21.4 
Cross-spectral  density  function,  28A.4 
Cross  section 

Mie  scattering,  10.4.3,  23.4 

quantum  scattering,  10.2.2 
Raman  scattering,  23 

scattering,  11.1.3 
Curvature  of  a  laser  beam,  25.5 

Cyclostrophic  flow,  3.2.4 

Damping  factor,  10.3.1 
Data  gathering  networks,  28.2 
Data  record  length,  28A.4 
Data  sampling,  29.0.2,  29.7,  29.9 
Data  validation,  29.0,  29.7 

Debye  potentials,  10.4.1 
Decision  rule,  29.1.4 

Deep-water  waves,  12.1.1 
Density,  spectral,  2.8,  2.13 

Detection,  29.0.1,  29.1.1,  29.1.4,  29.8.1 
Detector  noise,  26.1.4 
Diabatic  surface  layer,  6.4 
Dielectric  scattering  centers,  10.0 
Dielectric  spheres,  8.6 
Diffusion  coefficient,  6.2.1 
Dimensional  analysis,  2.2 

Dipole  moment,  9.1.2 
Direction  of  arrival,  17.3.2 

Discharge  current,  17.1,  17.2 

Dispersion 
angular,  21.4 

relationship,  ocean  gravity  waves,  12.1.3 
Dissipation 

acoustic-gravity  wave,  21.8 

gravity  waves,  5.5 

rate  of,  2.8,  2.14 
Diurnal  tide,  5.10 

Divergence  factor,  sphere,  8.6 
Dominant  wavelength,  22.3.1.1 

Doppler acoustic,  18.5,  19.3 
laser  radar,  23.4 

line  broadening,  9.4.3 

shift,  13.1.4 
shift,  due  to  scattering,  10.5.4 

spectrum,  13.1.5 
wind  measurements,  acoustic,  18.5 

Drop-size  distribution,  13.2.2 
Duct,  8.5 

Duration,  wave,  12.1.1 
Dust  devils,  6.5.4 

Dye  laser,  24.1.2,  24.2.1 

Dynamical  equation,  29.2.1,  29.4.1 

Earthquakes,  infrasound  from,  21.5 

Earth   Resources  Technology   SateUite   (ERTS),  26.1.1, 
26.2.1 

Echo-sounding,  acoustic,  18,  19 
Eddies,  2.1,2.2,  2.4,  2.6 

Eddy 

correlation,  6.2.2 

heat  transfer  coefficient,  6.2.2 

viscosity,  1.8.2,  6.2.1,  2.17ff,  2.19ff 
Eigenvalue  and  eigenvector,  10. 1 
Eikonal  equation,  8.4 
Einstein 

coefficients,  9.1.2 
summation  convention,  2.4 

Ekman 
instability,  6.3.3 
layer,  2.17 

spiral,  2.17,  3.2.5,  6.3.3 
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Elastic  scattering,  24.2.4 
Electric  charge,  17.1 
Electromagnetic  radiation,  8,  9,  11,  17.2 
Elliptical  coordinates,  bistatic  sea  scatter,  12.2.3 
Emission 

atmospheric,  9.5 
of  radiation,  9.1.2 

probability  (coefficient),  10.2.1 
Energy 

available  potential,  2.31 
cascade  of,  2.2,  4 
dissipation,  2.2 

equation,  6.2.4 
flux,  wave-associated,  21.8 

kinetic,  2.7*  2.12ff,  2.19,  2.20,  2.21ff kinetic,  dissipation  of,  2.9 
kinetic,  spectrum  of,  2.1 
potential,  2.13,  2.22 
production,  6.5.3 
spectra,  4.2.2 
transfer  between  eddy  scales,  2.9 

Ensemble 

average,  1.7.2,  11.1.2,  28A.4,  29.7 
validity,  29.7.3 

Enthalpy,  6.2.2 
Entropy,  2.7 
Environmental  noise,  1.4,  App.  1 

Equation 
energy,  2.7 
momentum,  2.7 
of  motion,  2.5,  3.1,  6.2.1 
of  state,  1.2,  2.3 

Ergodic  processes,  1.7.2,  28A.4 
Eulerian  coordinate  system,  1.7.1 
Extinction 

coefficient,  23.1.1 
measurement  of,  23.4 

Extraction,  29.0.1,  29.1.1,  29.1.4 

Fabry-Perot  interferometer,  24.1.2,  24.2.1 
Fair  weather  field,  17.4 
Fall  velocity,  13.2.1,  13.2.3,  13.2.4.1,  13.2.2 
Far  field  assumption,  1 1.1.3 
Fetch,  12.1.1 
Fickian  diffusion,  2.19 
FUter 

effect  of  on  spectra,  9.6.1 

high-pass,  2.4,  2.17,  2.19 
low-pass,  2.5,  2.8,  2.19 

Filtering,  atmospheric,  21.6 
Fine  structure,  9.4.5 
Flow,  smooth,  6.3.1.1 
Fluid  equations,  4.1 
Fluid  shear,  1.8.2 

Fluorescent  scattering,  10.2.2 
Fluorescence,  10.2.2 

lidar,  24.2.3 

Flux,  4,6,6.5.4 
profile  relationships,  6.4.2 
Richardson  number,  6.4.1 

Forces,  frictional,  2.17 

Forecasting.  long-range,  2.24 
Forel  scale,  22.3.1 
Fourier 

Stieltjes  integral,  I  1.3.1 
transform,  discrete,  13.1.5.2 

Fredholm,  integral  equation  of  the  first  kind,  16.2 
Free  convection,  6.4.4 

Free-space,  Green's  function,  8.3 
Frequency,  Brunt-Vaisala,  21.2,  1.5.2 
Friction  term,  2.2 
Friction  velocity,  1.8.2 

Fully  developed  seas,  12.1.1 
Funnel  cloud,  17.3 

Galactic  radiation,  22.2.6 

Gap,  spectral,  2.17 
GARP,  2.9,  2.21 
GATE,  2.21 
Gauss  process,  29.5.3 

Gauss'  theorem,  11.1.3 
General  circulation,  concepts,  1.6.2 
Generalized,  adapted  beams,  29.3.1 
Geometric  acoustics,  21.6 
Geometrical  cross  section,  8.6 

optics,  8.4 
Geostationary      Operational      Environmental      Satellite 

(GOES),  26.2.2 
Geostrophic  wind,  3.2.2 

equation,  1.8.2 
Global  monitoring,  22.1.1 
Globar,  24.1.1 
Golay  cell,  24.1.1 
Gortler  instabilities,  2.20 
Gradient  flow,  3.2.3 
Gravity  waves,  6.3.3,  12.1.1,  19.5.5 

critical  layers,  7.4.1 
impedance  relation,  7.2 

dissipation  by  viscosity-boundary  layer,  7.2 
dispersion  equation,  5.15 

ducting  by  boundary-layer  temperature,  wind  struc- 
ture, 7.2 

energy  flux,  7.3 
momentum  flux,  7.3 
turbulence  interactions,  7.4.3 
wave  interactions,  7.4.2 

Great  Plains,  2.17,  2.19 

Green's  function,  11.1.3 
Greybody,  22.1.2 
Groundwave  propagation,  17.2.2 
Ground-wave  sea  backscatter,  12.2.2 
Gulf  stream,  22.1.1 

Hadley  cell,  1.6.2 
Hamiltonian,  10.1.2 
Harmonic  oscillator  representation,  10.1.2 

Heat 
conduction  equation,  6.2.2 

equation,  first  law,  1.5.2 
equator,  1.6.2 
latent,  2.17,  2.19 
sensible,  2.17 

transfer  coefficient,  6.2.2 

Height,  dimensionless,  6.4.1 
Helmholtz  wave  equation,  8.2 

Heterosphere,  1.1 
Histogram  technique,  22.1.4.3 
Homosphere,  1.1 
Hot  tower,  2.13 

convection,  2.17 

Hough  functions,  5.9,  5.10,  5.11 
HRIR,  22.1.1 

Hydrocarbon  Oxidation,  27 

Hydrometeors,  19.2,  1.4,  8,  23 
Acoustic  echo-sounding  of,  13,  14,  19.2 

Hydrostatic  approximation,  3.2.1,  6.2.1 
equation,  1.5.1,  23 

Hyperfine  structure,  9.4.5 

Ice,  22.2.5 
Ideal  nuid,  1.8.2 

Ill-conditioned  matrices,  16.2.2 

Ill-posed  problems,  16.2 

Improved   TIROS   Operational  Satellite  (ITOS).   22.1.1. 
26.1.1.26.2.2 
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Impulses,  17.2,  17.3 
Incompressibility,  3.4,  6 
Inelastic  aerosol  scattering,  24.2.2 
Inertial  instability,  3.5.2 
Infrared  absorption,  24.1.1 

detection,  22.1.1 
lasers,  tunable  and  multiline,  24.1.1 
radiometers,  15.2.3 

Infrared  Temperature  Profile  Radiometer  (ITPR),  26.2.1 
Infrared  Interferometer  Spectrometer  (IRIS),  26.1.1 
Infrasound,  21.2 
Inner  scale  of  turbulence,  25.2 
Insects,  radar  detection  of,  14.3,  20 
Instability 

inertial,  3.5.2 

in  gravity  waves,  5.5 
Kelvin-Helmholtz,  14.5,  20 

Intensity,  acoustic,  18.1 
constants  for  scattering,  10.3.3 

Interaction,  non-linear,  2.1ff,  2.9,  2.17,  2.22 
Interference  filters,  24.1.1,  24.1.2 
Internal  boundary,  6.7.1 
Internal  gravity  waves,  21.2 
Intrinsic  freq.uency  of  gravity  waves,  5.7 
Inversion,  atmospheric,  6,  18,  19.5.5,  20 

Inversion  techniques,  mathematical,  16,  16.3 
aerosol  distribution,  23.4 

Inversion  techniques  mathenjatical,  16.3 

Ion-molecule  reactions,  27 

lonospherically-propagated  sea  backscatter,  12.2.2 
Ionospheric  propagation,  17.2.2 
Ionosphere,  infrasound  in,  21.6 
Isentropic  process,  1.5.2 
Isobar,  1.8.2 
Isothermal,  1.5.2 

Iterative  inversion  techniques,  16.3.3 
ITOS,  22.1.1 

Jet  stream,  2.13,  2.21 
infrasound  from,  21.5 

low-level,  2.17,  2.19 
Kelvin-Helmholtz  waves,  2.9,  2.14,  2.20 

instability,  14.5,  20 
Kernel  of  integral  equation,  16.1,  16.2 
Kinematic  properties  of  mean  wind,  13.2.3.1 

viscosity,  5.5,  6.2.1 
Kinetic  enerev  balance.  6.2.4 

Kirchoff-Fresnel  diffraction  formula,  8.3 
Kirchhoff  s  law,  22.1.2 

Kolmogorov-Smirnov  test.  29.7.2 
Kolmogorov  theory  of  turbulence,  4.2.4,  11,  25.1.1 
Kronecker  delta,  2.4 

Lagrangian  coordinate  system,  1.7.1 
Laminar  flow,  6.7.1 
Landweber  iteration,  16.3.3 

Langevin  equation,  29.2.2,  29.5.1 
Lapse  rate,  6.7.3 
Laser  line  width,  10.2.2 
Laser  radar 

qualitative  measurements,  23.4 
calibration,  23.4 

line  broadening,  23.4 

systems,  23.2.4 
Latent  heat,  2.12 
Lee  waves,  1.5.2,  7.5,  21.5 

Length,  Obukhov,  6.4.1 
LIDAR  (Light  Detection  and  Ranging),  26.3.2 

applications,  23,  24.2.1 
Lifetime,  collision,  9.4.3 

Lightning,  17 
discharge,  17.1 
infrasound  from,  21.6 
stroke  location,  17.3.2 

Linear  atmosphere,  8.5 

Line-of-sight  propagation,  17.2.2 
laser,  25 

Linewidth,  spectral,  9.4,  10.2.2 

Log  amphtude  variance,  1 1.3.2 
Logarithmic  wind  profile,  6.3.2 

LORAN  A  sea-scattered  signals,  12.2.3 
Lorentz  force  equation,  8.1 

Markovian  approach,  29.5 
Mass  conservation,  6.2.3 

Maxwell's  equations,  8.1,  10.4.1,  11.1.1 
Mean,  departures  from,  2.4 
Mean  wind,  13.2.3.1 
Measurement  techniques,  15.2 

Medium  operator,  29.3.3 
Meridional  cell,  1.6.2 

Meteors,  infrasound  from,  21.5 
Michelson  interferometer,  24.1.1 
Microbarograph,  21.3 

Microwave  atmospheric  range  correction,  15.3.2 
radiometry,  15.2.2,  26.3.1 

Mie  scattering,  8,  10,  10.4,  23.1.4 
coefficients,  10.4.1 

lidar,  23.4,  24.2.4 

Mirage,  25.5 
Mixing  length,  6.3.1 
Model  atmosphere,  22.1.3.1 
Moisture  variables,  1.3.1 
Molecular  scattering,  10,  11,  23,  23.4 
Molecules,  diatomic,  9.2 

polyatomic,  9.3 
Momentum,  2.19 

angular,  2.22,  9 
flux,  2.21,6,  19.5.1 
flux,  wave-associated,  21.8 

Monostatic  acoustic  echo-sounding,  19.2 

Motion,  convective  scale,  2.17 
scales  of,  2.1,  2.3,  1.6.4 

Mountains,  infrasound  from,  21.5 

MRIR,  22.1.1 

Multiparameter  scattering  measurements,  24.2.4 
Multiple  Doppler  radar,  13.2.4.2 
Multiple  scattering,  10.5.2,  23.4 

Nadir,  22.1.1 
Natural  line  breadth,  9,  10.2.2 
Negative  viscosity,  2.21 
NEMS  (NIMBUS  E  Microwave  Spectrometer),  26.2.1 
Neutral  boundary  layer,  6.3 

NIMBUS  spacecraft,  22.1.1,  26.1.1,  26.2.1 
Nitrogen  density  measurements,  23.3.1 
Noise  field,  29.2.2,  29.4,  29.4.1,  29.6 

in  laser  radars,  23.2.2,  23.2.3 

pressure  fluctuations,  21.3 

process,  29.3.2 
Nondispersive  infrared  analyzers,  24.1.1 
Nonlinearities  in  gravity  waves,  5.4 

NO  oxidation,  27 
Norton  attenuation  factors,  12.2.1 
Nuclear  explosions,  21.7 
Number  operator,  10.1.2 

Ocean,  22.0 
color,  22.3 

temperature,  22.2.2 

Operator,  quantum  mechanical,  10.1 

Operators,  "coupled-medium",  29.1.1 
propagation,  29.1.3 
transmission,  29.1.2 

Optical  index  of  refraction,  4.2 

propagation,  25 
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remote  sensing  status,  30.5 
advantages,  30.5 

under  precipitation  conditions,  30.5 
scattering,  10,  23.4 
spectrum  analyzer,  24.2.1 

Optimization,  29.1.5,  29.8,  29.8.3 
Optimization,  reception,  29.8 
Orbits,  27.1.2 

Parametric  oscillator,  24.1.2 
Passive  microwave  system,  22.2 
Passive  systems,  29.1.1,  29.1.3 
Pattern  recognition,  30.7 
Penetrative  convection,  21.6 

Perturbation  approach  to  sea  scatter,  12.2.1 
expansion,  1 1.1.3 
motion,  2.7 

operator,  10.1.2 
Phase,  13.1,  13.1.4 

fluctuations  of  a  plane  wave,  11.3.1 
fluctuations  produced  by  turbulence,  25.1.3 
structure  function,  1 1.3.2 
•velocity  of  acoustic  waves,  19.1 

Phillips  waveheight  spectrum  (of  ocean),  12.1.4 
Photic  zone,  22.3.2 
Photochemistry  of  the  troposphere,  26 
Photoptic  vision,  22.3.1.1 
Phytoplankton,  22.3 
Photon  counting,  23.2.1,  23.2.2 

Planck's  law,  22.1.2 
Planetary  boundary  layer,  relationship  to  numerical  fore- 

casting, 1.5.3 
Planetary  waves,  1.6.4 
Plumes.  6.5.4 

thermal,  19.5.5 

acoustic  echo-sounding  of,  18,  19.3 
Point  matching  calculations,  10.4.3 
Poisson  process,  29.5.2 
Polarization,  22.2.1.2 

of  scattered  laser  light,  23.4 
relations,  21.3 

Pollutant  mapping,  24.2,  24.2.2 
Polynyas,  22.2.5 
Polytropic  atmospheres,  23.4 
Postulational  approach,  29.5 
Potentials,  scalar  and  vector,  8.2 
Potential  temperature,  1.5.2 
Power  density  spectrum,  13.1.5.1 

Poynting  vector,  11.1.3 
Precipitation 

acoustic  echoes  from,  19.5.4 
Prediction,  numerical.  2.2 
Preformed  beam.  29.3.1 
Pressure 

atmospheric.  21.3 
broadened  line  width.  10.2.2 

•  gradients,  wave-associated.  21.4 
sensor,  21.3 

Primary  colors.  22.3.1 

Primitive  equations  (Navier-Stokes  equations),  1.5.3,  1.8, 
2.3,4,6 

Probability  density  function,  1 1.1.2 
distribution  function,  11.1.2 

Propagation 
acoustic,  18.1 

acoustic-gravity  wave,  21.6 
electromagnetic,  9 

equation,  29.2.1 
line-of-sight.  11.3.1 

Pulsc-iimitcd  radar  altimeter,  12.5.3 
Pure  color.  22.3.1.1 
Pure  ocean  water,  22.3.2. 1 

Quadratic  cost  function,  29.1.5 

Quantity,  averages  of,  2.4 
Quantization  noise,  28A.1 

Quantum  number,  9.1.1,  9.2.,  9.3 

Quasi-specular  scatter  from  sea,  12.4,  12.5.1 
Quenching  of  fluorescence,  10.2,  10.2.2 

Radar 
clear  air  echoes.  14 

Doppler,  13 
detection,  CAT,  14.6 

insects,  birds,  14.3 
clear  air  convection,  14.4 

equation,  13.1.3,  13.1.3.1 laser,  23 

range  equation,  12.2.1 
reflectivity,  13.1.3 

reflectivity,  clear  air  scattering,  14.1,  14.2 
reflectivity  factor,  13.1.3.1 

scattering,  clear  air,  14.1 

wave  patterns,  clear  air,  14.5 
weather,  21.6 

Radial  velocity,  13.2.1 

Radiation  field,  17.2 
inversion,  19.5.5 

Radiative  absorption,  6.2.2 
transfer,  15.1 

equation,  16.1 Radiometer,  basic,  15.2.1 
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