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Abstract. The deep seafloor deforms under the pressure loading of linear ocean surface 
gravity (water) waves at low frequencies (0.003 to 0.04 Hz). The ratio of seafloor 
displacement to pressure loading as a function of frequency, known as the seafloor 
compliance function, depends on the shear velocity structure of the oceanic crust and 
upper mantle. Compliance measurements are used to estimate oceanic crustal structure, 
particularly within low shear velocity regions such as sediments, fractured rock, and partial 
melt. Compliance calculated from laterally homogeneous (one-dimensional, l-D) crustal 
models shows that a buffed low-velocity zone (LVZ) causes a peak in the compliance 
function at wavelengths 4 to 6 times longer than the LVZ depth, and that the compliance 
amplitude depends primarily on the LVZ shear velocity. A new numerical code allows 
forward modeling of compliance for two-dimensional oceanic crustal models. The new 
code demonstrates that the peak in the compliance function directly over a finite width 
LVZ reaches a maximum value at higher frequency, and is of smaller amplitude, than 
predicted from 1-D modeling. The compliance maximum persists outside of the region 
underlain by the LVZ but diminishes in amplitude and shifts to lower frequencies with 
increasing distance from the LVZ. The numerical models indicate that significant peaks in 
the compliance function indicate crustal LVZs, but that multiple compliance measurements 
are necessary to independently constrain the depth, location, and shear velocity of these 
features. 

1. Introduction 

We discuss a technique known as seafloor compliance in- 
version for determining the shear velocity structure of oceanic 
crust. The technique is particularly sensitive to regions of 
low shear velocity associated with magma and partial melt, 
or with high-porosity regions in the upper crust or in sedi- 
ments. Melt plays a critical role in the creation of oceanic 
crust, while porosity plays an important role in the aging of 
young oceanic crust and affects sediment properties includ- 
ing stability and acoustic reflectivity. Crustal shear veloci- 
ties are typically poorly constrained compared to other basic 
elastic parameters such as compressional velocity or den- 
sity. The primary methods for estimating shear velocities 
in oceanic crust depend on active seismic sources, but these 
sources are generally inefficient at generating shear waves. 
In addition, low-velocity zones (LVZs) associated with melt 
or high porosity may trap seismic waves and attenuate seis- 
mic energy. 

In seafloor compliance inversion, a shear modulus or shear 
velocity model is constructed based on the seafloor deforma- 
tion under linear ocean surface gravity (water) waves. The 
technique was pioneered by Yamamoto and Torii [ 1986] us- 
ing laterally homogeneous (one-dimensional, l-D) seafloor 
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models to fit compliance measured in shallow water (less 
than 50 m). They refer to their instrumentation and data 
inversion package as the "bottom shear modulus profiler" 
[Torii, 1985; Trevorrow et al. 1988; Yamamoto et al., 1989; 
Trevorrow and Yamamoto, 1991 ]. 

Crawford et al., [1991] adapted this technique for work 
on the deep seafloor and modeled the seafloor compliance 
compliance function over several 1-D crustal models, deter- 
mining basic properties of the compliance function and in- 
troducing a linearized 1-D geophysical inverse method for 
calculating the smoothest crustal shear velocities consistent 
with measured compliance data. Shear velocity models con- 
structed using this method and compliance measurements at 
several fast- and intermediate-rate oceanic spreading centers 
indicate the presence of mid-crustal LVZs inferred as regions 
of partial melt [Crawford et al., 1991; Crawford, 1994]. 
These data are in good agreement with models derived from 
more conventional seismic techniques. The compliance data 
also image melt at the crust-mantle interface at 9øN on the 
East Pacific Rise axis [Crawford et al., 1995]. Ridge crest 
compliance measurements show a rapid lateral variation in 
ocean spreading center structure compared to the ocean sur- 
face wavelengths generating the compliance signal. Fitting 
these compliance data using 1-D crustal models in such re- 
gions leads to interpretation errors; therefore we have de- 
veloped a numerical code to calculate compliance over two- 
dimensional structures in the oceanic crust. 

The numerical code uses a finite difference approxima- 
tion to the equations of motion and applies the compliance 
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boundary conditions. In this paper, we use the code to 
investigate the effect of laterally varying structure in two- 
dimensional (2-D) crustal models on the compliance func- 
tion. Compliance functions are significantly modified by 
lateral variations in crustal elastic properties, although they 
retain the basic characteristics determined from 1-D model- 

ing. The compliance function changes predictably based on 
changes in crustal structure, allowing estimation of laterally 
inhomogeneous crustal structure from seafloor compliance 
measurements. 

We first define seafloor compliance and describe the com- 
pliance measurement procedure. We then estimate the rela- 
tive sensitivity of the compliance function to compressional 
and shear velocities from the governing equations and use 1- 
D crustal models to determine the depth sensitivity of com- 

pliance. The 2-D numerical code is next described and used 
to investigate the effect of lateral inhomogeneity on compli- 
ance by analyzing compliance functions calculated for sim- 
plified crustal models and a model East Pacific Rise cross 
section. Finally, we discuss how to interpret compliance 
measurements over laterally inhomogeneous oceanic crust. 

2. Definition of Seafloor Compliance 

Ocean surface gravity water waves generate pressure fluc- 
tuations that decay from the sea surface to the seafloor. 
Where significant pressure fluctuations from these waves 
reach the seafloor, the seafloor deforms measurably (Fig- 
ure l a). The amount of deformation depends on the pres- 
sure amplitude, the ocean surface wavelength )•o, and the 
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Figure 1. Harmonic acceleration sources on a seafloor seismometer: a•o is the gravitational attraction of 
the ocean surface wave, ae is the gravitational attraction of the Earth, and aa is the second time derivative 
of the seafloor displacement. The term aa is needed to calculate seafloor compliance. (a) Cartoon of 
the ocean surface wave pressure source, seafloor displacement, and direction of accelerations acting on 
the seismometer. (b) Comparison of strength of different acceleration signal sources as a function of 
frequency; aa dominates at frequencies above 2x 10-3 Hz. 
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seafloor structure. Seafloor compliance is defined as the ra- 
tio of vertical seafloor displacement Dr(w) to the differen- 
tial pressure at the seafloor Psi(w): 

(1) 

where w is angular frequency. The negative sign is necessary 
because positive pressure exerts a downward force on the 
seafloor, while displacement is positive upward. Seafloor 
compliance is measured in a frequency band for which the 
seafloor pressure and displacement signals are dominated by 
linear ocean surface gravity waves, so that the wavelengths 
and frequencies are related by the dispersion equation 

•2 = gk tanh(k•oH), (2) 

where g is the local gravitational acceleration, H is the water 
depth, and k = 27r/A•o is the ocean surface wavenumber 
[e.g., Gill, 1982, p.102]. The pressure signal amplitude at 
the seafloor is 

Psf(c•) : pwghw(c•)/ cosh(k(•)H), (3) 

where P•o is the density of water and h•o(w) is the sea sur- 
face displacement. The cosh(k(w)H) term strongly attenu- 
ates short wavelengths, so that the waves generate significant 
seafloor pressure fluctuations only for ocean surface wave- 
lengths greater than the water depth. 

The seafloor displacement under these waves depends on 
the crustal elastic structure and on the source pressure sig- 
nal. For a given pressure signal, the displacement is larger 
over crust of lower shear modulus. The smallest seafloor 

displacements are therefore predicted for unsedimented deep 
ocean sites, because the pressure signal is smaller in the deep 
ocean than at near-shore sites, and the relatively high shear 
modulus of unsedimented oceanic crust (compared to sedi- 
ments) allows only small displacements. One such unsedi- 
mented deep ocean site is the Juan de Fuca Ridge spreading 
axis, where the peak-to-peak amplitude of seafloor accelera- 
tion in the compliance frequency band is approximately 0.5 
/•Gal, too small to be measured by typical ocean b6ttom seis- 
mometers. To detect this signal, we use a Lacoste-Romberg 
underwater gravimeter [Lacoste, 1967] as a low-frequency 
seismometer to measure seafloor acceleration. A differen- 

tial pressure gauge [Cox et al., 1984] is deployed with the 
gravimeter to measure seafloor pressure fluctuations. 

Accelerations measured at the seafloor due to ocean sur- 

face waves have three sources: (1) the direct seafloor accel- 
eration due to deformation (ad), (2) an acceleration caused 
by the change in the distance of the sensor from the Earth's 
center of mass due to the deformation (ae), and (3) an ac- 
celeration caused by the gravitational attraction of the ocean 
surface waves (a•o). These accelerations are expressed as 

ad : -•2D/, (4) 

ae • (5) 
Te 3 • 

aw = 27rGpwe-2•kH hw (6) 

where Df is the seafloor displacement, re: 6.38 x 106m 

is the mean radius of the Earth, G = 6.6732 x 10-11N m 2 
kg -2 is the gravitational constant, ME = 5.97 x 1024 kg is 
the mass of the Earth, and Pw • 1040 kg/m 3 is the water 
density. Df is related to hw using a combination of equa- 
tions (1) and (3): 

-pwghw(c•) 
Df - cosh(k(•)H)•(•)' (7) 

To express ad and ae in terms of hw, substitute (7) into (4) 
and (5): 

ad • 9790co 2 •(c•) hw, (8) 
cosh(()sr) 

ae m -3.00 x 10 -2 •(w) hw. (9) 

At seafloor depths between 2.2 and 2.7 km, compliance 
is measured in the frequency band between approximately 
0.0035 and 0.03 Hz. In this range the deformation term, 
aa, is dominant, but the gravitational attraction of the ocean 
surface waves, aw, becomes significant at the lowest fre- 
quencies (Figure lb). Before compliance is estimated using 
seafloor acceleration measurements, the aw term must be re- 
moved from the acceleration signal. This is done using (3) 
and (6) to calculate aw from the measured pressure signal. 

Seafloor compliance•is calculated from the acceleration 
and pressure spectra (($p(•) and •a(•), respectively) using 
the equation 

1 

where •pa (•) is the coherence between the acceleration and 
pressure signals. Dividing by •2 in the equation converts 
the accelerations to displacements for harmonic forcing. The 
acceleration signal decreases and instrument noise increases 
with decreasing frequency, limiting measurement of seafloor 
accelerations to frequencies above approximately 0.0035 Hz 
at the deep seafloor (depths greater than 2 km). The com- 
pliance frequency band for deep ocean sites is therefore ap- 
proximately 0.0035-0.03 Hz, cogesponding to ocean sur- 
hce wavelengths from 2 • to 40 •. 

The coherence between the pressure and acceleration sig- 
nals affects the compliance standard error and thus the ac- 
curacy of crustal models that can be constructed from com- 
pliance measurements [Crawford et al., 1991]. In general, 
compliance measured at unsedimented deep ocean sites has 
larger standard egors than compliance measured at shallow 
sedimented sites due to the larger response of sediments to 
pressure loading. For example, measurements of seafloor 
pressure and acceleration on the unsedimented Juan de Fuca 
Ridge at approximately 2.2 • water depth have coherence 
of about 0.9 over most of the compliance frequency band 
(Figure 2b), resulting in 1-15% standard errors (Figure 2c). 
For comparison, compliance measurements on a thickly sed- 
imented California coastal site (0.4-0.8 km water depth) 
have standard errors from 0.3 to 1% (Figure 3c). 
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Figure 2. Compliance measurements from the intermediate spreading Juan de Fuca Ridge. (a) Site 
location map. The approximate location of neovolcanic zones associated with the Axial Volcano north 
rift zone and the Coaxial segment spreading axis are plotted as thick lines. (b) Pressure and acceleration 
spectra (thin lines) and coherence (thick line) from site J2. (c) Compliance and standard errors estimated 
at the two sites. (d) Minimum structure 1-D shear velocity models fitting the compliance data. 

3. Compliance Properties 

The seafloor compliance function is sensitive to variations 
in crustal shear velocity with depth, and in particular to re- 
gions of low shear velocity. In this section, we present exam- 
ples of compliance measurements and relate their major fea- 
tures to crustal shear velocity variations. Compliance is most 
directly dependent on shear modulus,/•, rather than on shear 
velocity Vs = V/•/p. However, it is generally more conve- 
nient to use shear velocity models because oceanic crustal 
models are usually presented in terms of seismic veloci- 
ties. Seafloor pressure fluctuation spectra, acceleration spec- 
tra, coherences and compliances have been measured at an 
oceanic spreading center (Figure 2) and over sediments near 
a fault through continental borderlands (Figure 3). Com- 
pliance measured at these two locales can be fit using 1-D 
seafloor models, although the compliance functions change 
over distances short compared to the forcing ocean surface 
wavelength. These measured compliance functions motivate 
investigation of the effect of vertical shear velocity varia- 
tions on the compliance function. Later we examine how 
lateral variations in crustal structure affect both the compli- 
ance function and the interpretation of crustal structure from 
compliance measurements. 

The first example compliance measurements lie across the 
intermediate-spreading-rate Juan de Fuca Ridge at 46 ø 12 t- 

20tN (Figure 2). The measurement sites are just north of Ax- 
ial Volcano, a large seamount that marks the intersection of 
the Juan de Fuca Ridge with the Cobb-Eickleberg seamount 
chain. Two neovolcanic zones overlap here, one traveling 
along the northern rift zone of Axial Volcano, and the other 
(the so-called Coaxial neovolcanic zone) bisecting an appar- 
ent rift valley to the east. The Coaxial neovolcanic zone is a 
more typical spreading center morphology. The water depth 
is 2.4-2.6 km and compliance values were obtained between 
0.004 and 0.0225 Hz, corresponding to forcing ocean surface 
wavelengths from 3 to 38 km. The two compliance measure- 
ment sites are separated by 5.5 km on a line perpendicular to 
the neovolcanic zones. Compliance function amplitudes at 
the two sites are approximately the same at the highest and 
lowest frequencies, but compliance at intermediate frequen- 
cies is significantly higher at the site nearest to the Axial Vol- 
cano northern rift zone. We will show below that the higher 
compliance at intermediate frequencies indicates a low shear 
velocity zone within the crust. 

A second pair of compliance measurements (Figure 3) are 
from the Newport-Inglewood-Rose Canyon fault zone, a 240 
km long, 0.4-4 km wide zone of strike-slip faults that ex- 
tends from the Los Angeles Basin to downtown San Diego 
and possibly south into Mexico [Fischer and Mills, 1991]. 
The fault zone lies offshore in water depths up to 1 km be- 
tween La Jolla and Newport Beach, California. Cold water 
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Figure 3. Compliance measurements across the Newport-Inglewood fault zone in the California conti- 
nental borderlands. (a) Site location map. The fault zone is indicated by the shaded area in the southwest 
map corner. Compliance measurement sites are indicated by circles; the two compliance measurements 
shown are from the sites indicated by solid circles. (b) Pressure and acceleration spectra (thin lines) and 
coherence (thick line) from site R2. (c) Compliance and standard errors estimated at the two sites. The 
error bars, visible inside the circles, are to small to be seen behind the crosses. (d) Minimum structure 
1-D shear velocity models fitting the compliance data. 

seeps are located at various points along the fault zone (P. 
Lonsdale, personal communication, 1997). A line of com- 
pliance measurements across the fault zone at 33 ø 12•N was 
designed to investigate changes in shear modulus caused by 
pore water expulsion associated with the fault. We show 
compliance from two sites separated by 750 m at the east- 
ern edge of the fault zone at 33 ø 12tN. The water depth is ap- 
proximately 530 m and compliance values were obtained be- 
tween 0.008 and 0.057 Hz, corresponding to forcing wave- 
lengths between 0.5 and 9 km. Compliance functions mea- 
sured at the two sites are similar at low frequencies, but com- 
pliance is higher at the further offshore site for frequencies 
above 0.025 Hz. We will show below that this indicates the 

seaward site overlies lower shallow shear velocities than the 

shoreward site. 

3.1. Compliance Sensitivity to Elastic Parameters 

To determine the effect of crustal elastic properties on 
seafloor compliance in the simplest case, we consider first 
the compliance function sensitivity to elastic parameters in 
a uniform half-space. Sorrels and Goforth [1973] derived 
the equation for compliance over a homogeneous, isotropic 
half-space under quasi-static forcing: 

•(0;) - •(0;)2•(X + •)' (•) 
where/• and 3• are Lam6 parameters related to the compres- 

sional velocity, Vp, and the shear velocity, V$, by the equa- 
tions 

_= + 2)/p 
and 

vs - p. 
The quasi-static assumption made in the derivation of (11) is 
valid as long as velocities in the half-space are much greater 
than the ocean surface gravity wave phase speed. Equation 
(11) shows that compliance of the half-space is independent 
of the material density, p. If compliance is normalized by 
multiplying by the wavenumber, k(w), it is also indepen- 
dent of frequency. For the remainder of this paper, any ref- 
erence to compliance will mean compliance normalized by 
the wavenumber: 

(14) 

The relative importance of/• (also known as the shear 
modulus or rigidity) and 3, is illustrated by defining 

a - 2(x + 
Equations (11), (14), and (15) then give 

v(0;) = -. (16) 
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The value of a depends only weakly on the Lam6 parame- 
ters in oceanic crust and mantle, ranging from 0.5 for melt 
and poorly consolidated sediments (/• -• 0) to 0.75 for 
deep crustal and upper mantle rocks (/• ,,• ,k). By choos- 
ing a = 0.625, 1//• can be determined to within 20% from 
the compliance with no knowledge of ,k. The accuracy is 
improved by using experimentally determined relationships 
between/• and ,k, or by constraining/• with a pre-existing 
estimate of ,k. Compliance is at least 5 times more sensitive 
to changes in/• than to changes in ,k [Crawford et al., 1991], 
so uncertainties in ,X map to much smaller errors in/•. 

The Lam6 parameter ,k is rarely constrained in oceanic 
crust. Instead, seismic refraction and reflection studies of- 

ten provide a compressional velocity estimate. Because the 
compressional velocity depends on the shear modulus, com- 
pliance is more sensitive to compressional velocity varia- 
tions than to changes in ,k. We use partial derivatives to esti- 
mate this sensitivity, combining (11), (12), (13), and (14) to 
obtain 

V• (17) 
Using this equation, shear velocity is more convenient for 
comparison with compressional velocity than is the shear 
modulus. The partial derivatives of compliance in a half- 
space with respect to compressional and shear velocities are 

Or/ 

_ vj): ß 

(18a) 

(18b) 

The ratio _R of the partial derivatives, normalized by the seis- 
mic velocities, gives an estimate of the relative sensitivity of 
compliance to these seismic velocities, 

R- Vs Or//O V$ = ( Vfi / V• - 2) (19) 
o./ov, 

For _R = 1, the compliance function is equally sensitive to 
compressional and shear velocities; for _R > 1, the compli- 
ance function is most sensitive to changes in shear veloc- 

2 2 
ity. In oceanic crust, V•/V$ ranges from 3 for a Poisson 
solid to infinity for melt, so _R ranges from 1 to infinity. 
Because compliance is insensitive to compressional veloc- 
ity for _R much greater than 1, shear velocity values deter- 
mined from compliance measurements are independent of 
the compressional velocity estimate in areas of high V• 2/V• 
such as poorly consolidated sediments and regions of partial 
melt. Where the crust is solid and unfractured, as in crustal 

gabbros (Vp2/Vs 2 = 3.57-3.65 [Christensen, 1978; Spu- 
dich and Orcutt, 1980]), and mantle peridotites (Vp 2/V$ 2 _ 
3.00-3.20 [Christensen, 1978; Horen et al., 1996]), the ac- 
curacy of the shear velocity model depends on the accuracy 
of the compressional velocity model. 

3.2. Compliance Sensitivity to Crustal Structure as a 
Function of Depth 

Measurements of seafloor compliance are useful for de- 
termining crustal structure because variations in the corn- 

pliance function with frequency are related to variations in 
elastic parameters with depth. As was the case with the half- 
space model, crustal density and the forcing wave frequency 
have no effect on the compliance function for nonuniform 
crust (see the appendix), except that the ocean wave fre- 
quency determines the wavelength causing the deformation. 
A velocity anomaly in the crust has the strongest effect 
on the compliance function at frequencies corresponding to 
ocean surface wavelengths between 4.2 and 6.2 times the 
anomaly depth. We demonstrate this below using 1-D mod- 
els. 

To show the relationship between pressure wavelength 
and the depth of shear velocity anomalies in oceanic crust, 
we calculate seafloor compliance over 1-D models consist- 
ing of a low-velocity layer sandwiched between two higher- 
velocity layers (Figure 4). The compliance function for these 
models is calculated using a modification of the propagator 
matrix method [Aki and Richards, 1980] that increases nu- 
merical stability by propagating minor vectors rather than 
displacements and stresses [Gomberg and Masters, 1988]. 
For a given ratio of the LVZ shear velocity to the shear veloc- 
ity in the surrounding rock, the forcing pressure wavelength 
at the compliance function maximum, /•w,peak, is propor- 
tional to the LVZ depth, dœvz. The constant of propor- 
tionality varies with the shear velocity in the LVZ, rang- 
ing from 4.2 for a weak anomaly (LVZ shear velocity = 
90% of the surrounding shear velocity) to 6.2 for a strong 
anomaly (LVZ shear velocity = 0.1% of the surrounding 
shear velocity). These values may be used to estimate the 
maximum depth constrained by a compliance measurement, 
based on the longest ocean surface wavelengths for which 
significant coherence exists between seafloor pressure and 
acceleration. The Juan de Fuca compliance functions pre- 
sented earlier have a maximum ocean surface wavelength 
of approximately 38 km, so crustal structure there is con- 
strained to depths of at least 38/6.2 = 6.1 km. Similarly, the 
California continental borderlands crustal structure is con- 

strained to at least 1.5 km beneath the seafloor. 

3.3. One-Dimensional Shear Velocity Models 
Constructed Using Compliance Inversion 

Figures 2d and 3d show "minimum structure" 1-D shear 
velocity models fitting compliance measured at the Juan de 
Fuca Ridge and at the Newport-Inglewood-Rose Canyon 
fault zone. The crustal models agree with the two compli- 
ance properties described above: (1) an increase in compli- 
ance amplitude indicates a decrease in shear velocity within 
the crust, and (2) compliance function variations with fre- 
quency are related to shear velocity variations with depth, 
with lower frequencies sensing deeper structure. The shear 
velocity model is constructed using a linearized geophysi- 
cal inversion technique called Occam's inversion [Constable 
et al., 1987], described by Crawford et al. [ 1991]. Using a 
starting model for compressional velocity and shear velocity, 
the program adjusts the shear velocity profile to fit the com- 
pliance data within the measurement errors. The program 
finds the smoothest possible shear velocity profile (in the 
sense of the smallest root mean square second difference), 
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Figure 4. Relationship between LVZ depth and the water wavelength at which the compliance function 
is maximum. Compliance of a sample LVZ model is also plotted versus both frequency and forcing water 
wavelength, because compliance is measured (and typically displayed) as a function of frequency, but its 
sensitivity to crustal structure is entirely a function of the forcing water wavelength. (a) Sample shear 
velocity profile, with dœvz the I_VZ depth, V$,A the bulk shear velocity, and V$,B the shear velocity in 
the LVZ. (b) Compliance as a function of frequency for the sample model beneath a 2.5 km deep ocean. 
The peak in compliance is created by the LVZ. (c) Compliance as a function of the forcing ocean surface 
wavelength, with the wavelength at the peak in the compliance function designated )•w,peak. (d) The ratio 
of the peak wavelength to LVZ depth plotted versus the velocity anomaly amplitude (V$,A/V$,B). 

pu'.fing large excursions in the shear velocity profile only if 
required by the data. 

The compressional velocity model used in the Juan de 
Fuca Ridge compliance data inversions comes from a seis- 
mic refraction study of the Northern Symmetrical segment 
by Christeson et al. [1993]. The shear velocity profiles de- 
termined from the compliance data are similar to one another 
in the upper 2 km of crust and at depths greater than 5 km be- 
neath the seafloor (Figure 2d). Between 2 and 5 km beneath 
the seafloor, site J2 has anomalously low shear velocities. 
The low shear velocities may indicate a small percentage of 
partial melt beneath site J2, or (as we show later) may be 
caused by a larger LVZ adjacent to site J2. Only a series 
of measurements at adjacent sites can differentiate between 
these two possibilities. 

The two compliance-based shear velocity models from the 
Newport-Inglewood-Rose Canyon fault zone differ signifi- 
cantly in the upper 0.7 km of sediment (Figure 3d). Differ- 
ences between deeper velocities have no significant effect on 
the compliance signal. The compressional velocity model 
used in the compliance data inversions was derived from 
seismic reflection and refraction analyses of the California 
continental borderlands by Teng and Gorsline [ 1989]. Shear 

velocities in the 1-D model beneath site R1, on the landward 

side of the fault zone, increase rapidly in the first 0.2 km be- 
neath from the seafloor. The velocity gradient beneath site 
R1 decreases between 0.2 and 0.5 km beneath the seafloor, 

before increasing to match the velocities at site R2 below 
0.65 km. The shear velocity gradient beneath site R2 gradu- 
ally decreases with increasing depth. Lower shear velocities 
in the uppermost 250 m at site R2 generate the higher com- 
pliance observed above 0.025 Hz. The change in shallow 
sediment shear velocities across the eastern edge of this fault 
zone indicates that the faulting affects the sediment proper- 
ties. 

4. Two-Dimensional Modeling 

The 1-D shear velocity models shown above indicate that 
crustal structure varies laterally at both the Juan de Fuca 
Ridge and across the Newport-Inglewood-Rose Canyon fault 
zone. In both locales, the ocean surface wavelengths causing 
the deformation are significantly longer than the distance be- 
tween measurement sites. The shear velocity structure deter- 
mined using 1-D modeling is therefore a smoothed represen- 
tation of the actual crustal structure. In addition, lateral vari- 
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ation in structure may affect the amplitude and frequency of 
compliance function features, so that shear velocity models 
based on 1-D compliance calculations may incorrectly esti- 
mate both the depth and intensity of shear velocity anoma- 
lies. For this reason, we have developed a numerical code 
to calculate the compliance function over two-dimensional 
(2-D) models. 

4.1. Finite Difference Code 

The numerical code uses a finite difference approximation 
in two dimensions to the equations of motion in an elastic 
solid with the appropriate compliance boundary conditions 
(see the appendix). The code assumes a harmonic excitation 
by the source waves and a laterally periodic model. The pe- 
riodic boundary condition requires the wavelengths to be an 
integral divisor of the model width. The code also requires 
zero motion at the bottom boundary. Test runs indicate that 

ference approximation is the discretization of the model and 
derivatives. 

To investigate the effect of the shear modulus or shear ve- 
locity on modeling accuracy, we use the finite difference 
code to calculate the compliance function over two half- 
space models. One model has elastic parameters similar 
to those found in oceanic crustal gabbros (V? = 7 km/s, 
V$ = 3.8 km/s, p = 3000 kg/m a, /• =43 GPa), while 
the other has lower elastic parameter values, consistent with 
porous upper crust, crust with a small percentage of par- 
tial melt, or highly consolidated sediments (Vp = 5 km/s, 
V$ = 1.5 km/s, p = 2500 kg/m a,/• = 5.6 GPa). The cal- 
culated compliance functions are compared to those found 
using (11) for a half-space. For the gabbroic rock model, 
compliance calculated in the frequency range from 0.008 Hz 
to 0.031 Hz, using quadrature error correction for models 
with 100- and 125-m grid spacing, results in a model error 

the bottom boundary. Most of our models are 60 km wide 
by 30 km deep, so the maximum wavelength for which com- 
pliance is calculated is 30 km. The minimum grid spacing 
used for the 60 km by 30 km models is 100 m. Stability con- 
cerns require the structure and the forcing pressure signal 
to vary only on wavelengths longer than 10 grid elements 
[Aki and Richards, 1980], so the minimum wavelength for 
which compliance is calculated is 1 km. In the 2-D models, 
discrete areas of constant elastic parameters are connected 
by a smooth transition zone 12 to 15 elements across. The 
smoothing is applied to 1//• and 1/,•, rather than/• and ,•, 
because test runs indicate that this smoothing gives the most 
accurate 2-D compliance. 

The centered finite difference approximation to the gradi- 
ent of a function (in this case, the compliance function) for 
a grid size of h meters has 0(/, 2) error [Aki and Richards, 
1980]. This error can be reduced by assuming that the com- 
pliance calculated at each seafloor point for a given model is 
the true compliance, plus an error proportional to h2: 

the solution is not damped by the fixed bottom boundary for ranging from 0.004% at the lowest frequency to 0.5% at the 
ocean surface wavelengths less than or equal to the depth to - highest frequency. The calculated compliance is always less 

than the reference value, and the error amplitude increases 

(20) •ln - •1 + Eh2 + higher order terms. 

The h 2 error term is eliminated by calculating compliance • 
for two models with identical elastic properties but different •' e 
grid spacings, ha and hb. Equation(20) is then manipulated 
to obtain 

+ higher order terms. (21) 

We refer to this method of removing the O(h 2) error as 
quadrature error correction. 

4.2. Calibration of 2-D Code 

We calibrate the 2-D code by calculating compliance for 
simple models for which a reference compliance can be 
determined using established techniques. The compliance 
function calculated using the 2-D code is compared to a ref- 
erence function. The principal error source in the finite dif- 

monotonically with increasing frequency (decreasing ocean 
surface wavelength) because the grid size is a larger frac- 
tion of the shorter wavelengths. For the model with lower 
shear modulus (velocity), error amplitudes range from 0.4% 
to 5%. Again, the calculated compliance is less than the 
reference value, and the error increases monotonically with 
increasing frequency. 

A second test uses a laterally homogeneous crustal model 
containing a 1000 m thick LVZ centered 3 km beneath the 
seafloor (Figure 5a). Compliance calculated using the finite 
difference code is compared with compliance calculated us- 
ing the 1-D minor vector propagator matrix code. The model 
has typical lower crustal properties (Vp = 7 km/s, Vs = 3.8 
km/s, p = 3000 kg/m a, and/• = 43 GPa) for depths outside 

10 
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Figure 5. Laterally homogeneous model with an LVZ cen- 
tered 3 km beneath the seafloor. (a) Model shear velocities 
(minimum/• = 1.4 GPa). The LVZ appears thicker than 1 
km in the shear velocity profile because the sine taper be- 
tween the LVZ and surrounding elastic values is applied to 
1//• rather than the shear velocity, and, at low shear veloc- 
ities, a large change in 1//• corresponds to a small change 
in shear velocity. (b) Compliance estimated using the minor 
vector method of Gomberg and Masters [1988] (solid line) 
and the 2-D finite difference algorithm (asterisks). 
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Figure 6. Fault model, consisting of two homogeneous bodies connected at a vertical interface. The model 
is laterally periodic. Because compliance values are symmetric about the -15 km locations, compliance 
values are shown for only one-half the model. (a) Model shear velocities. (b) Seafloor compliance as a 
function of forcing wavelength and lateral distance. (c) Seafloor compliance as a function of frequency 
and lateral distance. 

of the LVZ, with a 1500 m thick transition to the LVZ prop- 
erties (Vp = 4 km/s, Vs = 0.75 km/s,/9 = 2500 kg/m3). 
The compliance function calculated using the finite differ- 
ence code fits the reference compliance to within 1%. Both 
the 1-D and 2-D compliance signals have peaks near 0.01 
Hz associated with the LVZ and agree well on the amplitude 
and frequency for the signal peak. 

5. Compliance Function for 2-D Models 

To determine the effect of laterally varying structure on 
the compliance function, we calculated 2-D compliance func- 
tions for models of (1) a simple vertical "fault", (2) finite 
width LVZs, and (3) a cross section of a fast spreading 
oceanic spreading center. 

The 1-D minor vector method of calculating seafloor com- 
pliance is inappropriate for these models. Throughout this 

section, however, we calculate compliance functions using 
the 1-D code to compare with the 2-D results. For the re- 
mainder of this paper, when we refer to the "I-D approx- 
imation" of compliance over a 2-D model, we mean com- 
pliance functions calculated using the minor vector method 
at each model surface element by assuming the elastic pa- 
rameters directly beneath the site have infinite horizontal ex- 
tent. The 1-D approximation is, by definition, insensitive to 
crustal structure to the side of a given seafloor measurement 
site. 

5.1. Vertical Fault 

The fault model (Figure 6a) demonstrates the lateral sensi- 
tivity of the compliance function to varying crustal structure 
in the simplest possible model. The model consists of two 
homogeneous blocks placed beside each other, one block 
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having elastic parameters similar to gabbroic crust (Vp = 7 
krn/s, Vs = 3.8 krn/s, p = 3000 kg/m 3,/• = 43 GPa), the 
other block having elastic parameters similar to consolidated 
sediments (Vp = 5 km/s, Vs = 1.5 km/s, p = 2500 kg/m 3, 
/• = 5.6 GPa). The elastic parameters do not change with 
depth. The "fault" is a 1500 m wide sine taper of elastic 
parameters between the two blocks. Because the model is 
laterally periodic, elastic parameters are the same at the left 
and right model edges, requiring two faults in the model. 
For this and all subsequent models, compliance functions 
shown are quadrature error corrected. To set up this correc- 
tion, compliance is also calculated for two 60 km wide by 30 
km deep models, one with 100 m grid spacing and the other 
with 125 m grid spacing. For the fault model only, compli- 
ance is calculated over a third model, 20 km wide by 10 km 
deep with 50 m grid spacing. Compliance calculated using 
this model is combined with compliance calculated using 
the 100 m grid model to obtain a second quadrature-error- 
corrected compliance. This compliance estimate is used to 
investigate the effect of grid size on compliance function er- 
ror. 

Compliance shown in Figures 6b (for wavelength) and 6c 
(for frequency) is calculated from the 100 and 125 m grid 
size models. As is expected, compliance over the low-shear- 
velocity block is higher than compliance over the high-shear- 
velocity block. Toward the center of each block, compliance 
approaches the 1-D values. Nearing the fault, the transition 
between the end-member compliance values is smoothest for 
the longest forcing wavelengths (lowest frequencies). 

There are "ripples" in the compliance function (Figures 6b 
and 6c) that are mostly associated with the numerical er- 
ror due to the finite grid size, despite quadrature correc- 
tion. To demonstrate this, (Figure 7 compares quadrature- 
error-corrected compliance for a 1.5 km ocean surface wave- 
length based on using the 100 and 125 m grid size mod- 
els (large-grid compliance), and the 50 and 100 m grid size 
models (small-grid compliance). The small-grid compli- 
ance function is smoother and fits the 1-D compliance val- 
ues away from the fault zone better than the large-grid com- 
pliance function. The large-grid compliance function os- 
cillates near the fault and is too low over the low-velocity 
block. The underestimate of compliance over the low-shear- 
velocity block is as expected from the numerical errors seen 
in the half-space models at high frequencies. The oscilla- 
tions are caused by misalignment of numerical ringing in 
the 100 m and 125 m grid models. Comparisons show that 
compliance calculated for ocean surface wavelengths shorter 
than 4 km is better estimated using the small-grid models. 
However, the memory and cost limitations do not allow cal- 
culation of 50 m grid size compliance for a range of frequen- 
cies equivalent to those measured at the seafloor. Because 
the small-grid compliance cannot be used to evaluate real 
measurements, we show only large-grid compliance in Fig- 
ure 6 and from here forward. It should be noted, however, 

that spatial oscillations in compliance for short-wavelength 
forcing are artifacts of the numerical approximation. 

The lateral distance required for compliance values to rise 
from the 1-D values of the "hard rock" block to the 1-D val- 
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Figure 7. Seafloor compliance plotted as a function of distance from the fault for 1.5 km wavelength 
ocean wave forcing, using (1) compliance calculated from 100 and 125 m grid models (solid line), (2) 
compliance calculated from 100 and 50 m grid models (dashed line), and (3) 1-D compliance (dotted 
line). 
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Figure 8. Compliance across the fault, normalized by dividing by (A•o 1.5 km)/2. Thin solid lines are 
compliance functions calculated for modeled ocean surface wavelengths greater than 4 km, using the large 
100 and 125 m grid models. Thin dashed lines are compliance functions calculated for modeled ocean 
surface wavelengths less than 4 km, using the 100 m and 50 m grid models. Thick straight lines represent 
1-D compliance of the "hard rock" and "soft rock" blocks used in the model. Thick curved line is one half 
cycle of a sine wave with wavelength 2. 

ues of the "soft rock" block gives an estimate of the com- 
pliance function lateral sensitivity. This distance is well fit 
by the straight line d = (1.5 km +,X•,)/2, where ,X•, is 
the ocean surface wavelength and 1.5 km is the width of 
the fault transition zone. The factor of 2 arises because the 

distance required for compliance to rise to a new value is 
one-half the response "wavelength". Figure 8 shows com- 
pliance as a function of distance across the fault, normal- 
ized by d. For comparison, one-half of a sine wave of nor- 
malized wavelength 2 is also plotted. Although the compli- 
ance values change from soft rock to hard rock values over 
approximately the same normalized distance, the shape of 
the transition changes systematically with changes in forcing 
wavelength. At the longest forcing wavelengths, compliance 
changes much more rapidly on the soft rock side of the fault 
than on the hard rock side. In addition, the transition be- 
tween low and high compliance values is shifted to the soft 
rock side of the fault. In other words, long-wavelength (low 
frequency) compliance on the soft rock side of the fault is 
more strongly affected by the neighboring hard rock than 
vice versa. It appears that the lateral rate of change of the 
compliance function over laterally varying structure is af- 
fected by the material shear strength. Intuitively, the greater 
rigidity of the hard rock block makes it more resistant to the 
motion of the soft rock block than vice versa. 

5.2. Low-Velocity Zones 

One of the most important properties of the seafloor com- 
pliance function is its sensitivity to LVZs associated with 

partial melt in oceanic crust. A crustal LVZ may be de- 
tected with a single compliance measurement, but the size 
and shear velocity of the feature can only be constrained if 
the effect of finite LVZ width is understood. We calculate 

here the compliance function over two models containing fi- 
nite width LVZs. The LVZ in the first model is centered 3 km 

beneath the seafloor (Figure 9a), and the LVZ in the second 
model is centered 6 km beneath the seafloor (Figure 10a). In 
both models, the LVZ is 3000 m wide by 1000 m deep, with 
a 1500 m transition on all sides to the elastic parameters of 
the surrounding gabbroic material. 

Figures 9 and 10 show seafloor compliance calculated for 
the LVZ models using the finite difference code. Both mod- 
els generate a peak in the compliance function that is spa- 
tially centered over the LVZ. The compliance maximum is 
located at higher frequency (shorter wavelength) over the 3 
km deep LVZ than over the 6 km deep LVZ, as predicted 
from 1-D modeling. The compliance function peak ampli- 
tude is also larger over the 3 km deep LVZ than over the 
6 km deep LVZ. The decreasing compliance sensitivity to 
structure with increasing depth is consistent with the results 
of 1-D modeling. However, the spatial extent and the am- 
plitude versus frequency characteristics of the compliance 
peak over the LVZ are different from those predicted using 
the 1-D approximation. 

Figure 11 compares compliance functions over the LVZs 
to those predicted on axis using the 1-D approximation. For 
both models, the on-axis (0 km, in the figure) compliance 
peak is centered at higher frequency and is of smaller am- 
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Figure 9. LVZ centered 3 km below the seafloor. Vp = 4 km/s, V$ = 0.75 krn/s, p = 2500 kg/m 3, and 
/• = 1.4 GPa in the LVZ, while the surrounding material is uniform gabbroic rock (V•o = 7 krn/s, Vs = 
3.8 krn/s, p = 3000 kg/m a,/• = 43 GPa). Because compliance values are symmetric about the origin, 
compliance values are shown for only one-half the model. (a) Shear velocity. (b) Seafloor compliance 
as a function of forcing wavelength and horizontal distance from the center of the model. (c) Seafloor 
compliance as a function of frequency and horizontal distance. 

plitude than the peak predicted using the 1-D approxima- 
tion. As compliance measurements shift off axis, the peak in 
compliance decreases in amplitude and shifts to lower fre- 
quencies. These properties are explained by the wavelength- 
dependent spatial smoothing of the underlying structure. 
At low frequencies, the compliance signal is generated by 
long-wavelength ocean waves which average crustal struc- 
ture over larger lateral area than do the shorter ocean surface 
wavelengths at higher frequencies. Over the LVZ, compli- 
ance is more strongly damped by structure to the side of the 
LVZ at low frequencies than at high frequencies. This results 
in a shift in the compliance peak to higher frequencies in the 
2-D model than in a 1-D model. To the side of the LVZ, 

compliance at high frequencies decreases much more rapidly 

th an at low frequencies, resulting in an off-axis shift in the 
compliance peak to lower frequencies. One-dimensional 
compliance modeling can only match these changes in peak 
frequency by changing the LVZ depth. A 1-D shear velocity 
model generated from the on-axis compliance data would 
show a sub-crustal LVZ that is too shallow and has shear 

velocities that are too high. Because the compliance peak 
shifts to lower frequencies with increasing distance from the 
LVZ, I-D shear velocity models constructed from the off- 
axis compliance would show the LVZ depth increasing away 
from the LVZ center. 

Because 2-D compliance can be explained, to first or- 
der, as a smoothed version of 1-D compliance, it may seem 
reasonable to assume that all 2-D compliance. values for a 
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Figm:e 10. LVZ centered 6 km below the seafloor. Vp = 4 km/s, Vs = 0.75 km/s, p - 2500 kg/m 3, 
/• = 1.4 GPa in the LVZ, while the surrounding material is uniform gabbroic rock (Vp - 7 km/s, Vs = 
3.8 km/s, p = 3000 kg/m a,/• = 43 GPa). Because compliance values are symmetric about the origin, 
compliance values are shown for only one-half the model. (a) Shear velocity. (b) Seafloor compliance 
as a function of forcing wavelength and horizontal distance from the center of the model. (c) Seafloor 
compliance as a function of frequency and horizontal distance. 

given crustal model should be located within the maximum 
and minimum bounds of 1-D compliance functions for that 
model. However, this is not the case. For example, over the 
3 km deep LVZ model, compliance values within 1 km of 
the LVZ are larger than the 1-D values at high frequencies. 
For the same model, compliance values more than 3 km off 
axis are lower than the minimum 1-D value at frequencies 
centered around 0.016 Hz. The overshoot and undershoot of 

the 1-D compliance bounds are better viewed in Figure 12, 
which shows compliance as a function of distance across the 
3 km deep LVZ model for a 5 km forcing wavelength (equiv- 
alent to a cut through Figure 1 la at 0.0176 Hz). The over- 
shoot and undershoot are greatest (up to 15% of the on-axis 

compliance peak) at forcing ocean surface wavelengths sim- 
ilar to the width of the LVZ (3 km plu•-3 km of transition 
zone). The result of the undershoot is that 1-D modeling 
at the off-axis sites may suggest higher shear strength at in- 
termediate depths than is appropriate. The overshoot, being 
located on the high-frequency side of the compliance peak, 
will suggest even shallower LVZ depths when analyzed us- 
ing 1-D modeling. The off-axis minimum observed for the 6 
km deep LVZ model (Figure 11 b) has smaller amplitude than 
that observed for the 3 km deep model, because the largest 
compliance signal for the 6 km deep model is concentrated 
at wavelengths much longer than the LVZ width. 

_ 
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Figure 11. Compliance modeled over LVZs' (a) LVZ centered 3 km beneath the seafloor, (b) LVZ 
centered 6 km beneath the seafloor. Thick line is compliance calculated using a I-D model of the LVZ. 
Thin lines are seafloor compliance functions at 0, 1.5, 3, 5, and I0 km horizontally frown the LVZ center. 

5.3. East Pacific Rise, 9øN Model 

The final crustal model we evaluate using the 2-D finite 
difference code is an East Pacific Rise cross section near 

9ø30•N, based on the expanding spread profiles (ESPs) of 
Vera et al. [1990], with the melt lens depth and dimensions 
modified to fit those determined using the seismic reflec- 
tion modeling of Hussenoeder et al. [1996]. To accommo- 
date the numerical modeling requirement that all structure 
is more than 10 model grid elements across, the velocity- 
depth profiles were filtered to suppress wavelengths shorter 
than 1.2 km. Only the axial melt lens thickness is signifi- 
cantly modified by this filtering. The LVZ in the filtered on- 

axis model actually generates higher 1-D compliance than 
the LVZ in the original model, because the increase in LVZ 
thickness overcomes the higher shear velocities within. 

A 2-D crustal cross section (Plate l a) was created from 
the filtered 1-D models by cubic spline interpolation be- 
tween the profiles and an assumption of symmetry across 
the rise axis. The 10 km off-axis profile is extended to all 
distances greater than 10 km off axis. The compliance func- 
tion (Plate lb and lc) is dominated by two features: (1) high 
values off axis at high frequencies, and (2) an on-axis com- 
pliance peak centered at 0.02 Hz. The rapid increase in high- 
frequency compliance values off axis is the result of thick- 
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Figure 12. Compliance generated by a 5 km wavelength pressure source across the 3 km deep LVZ 
model. Dotted line is 1-D compliance. 

ening of the low-shear-velocity layer 2A. The on-axis com- 
pliance peak is generated by the axial LVZ. 

The difference between the seafloor compliance function 
and that predicted using a 1-D approximation is illustrated 
in Figure 13. Two-dimensional compliance is compared to 
the 1-D approximation for locations 0, 2.1, 3.1, and 10 km 
off axis. On axis, the peak in the 2-D compliance function 
generated by the crustal LVZ is at higher frequency and is 
smaller than the peak predicted using 1-D compliance mod- 
eling. Off axis, a compliance maximum is observed that 
decreases in amplitude and shifts to lower frequencies with 
increasing distance off axis. By 10 km off axis this peak 
generates only a small perturbation at the lowest compliance 
frequencies. 

To demonstrate the effect of 2-D structure on crustal mod- 

els created using 1-D compliance forward modeling, we cal- 
culated 1-D shear velocity models fitting the 2-D compli- 

ance data (Figure 14). The models were constructed using a 
linearized geophysical inverse technique known as Occam's 

inversion [Constable et al., 1987], providing the smoothest 
model that fits the data to within data errors. Assuming the 
oceanic crustal structure varies only with depth, the inver- 
sion produces an LVZ only if required by the data. No as- 
sumptions about geological structure are used, so the result- 
ing shear velocities are maximally smooth at the expense of 
deviating from known geological boundaries. This approach 
allows construction of an unbiased shear velocity model. 
Once features required by the data are determined, they may 
be modified to fit geological intuition. Because compliance 
is most sensitive to low shear velocities, low-shear-velocity 
zones are the best constrained part of the model. Conversely, 
regions of high shear strength are less well constrained by 
the data. 

lo-lO 
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0.01 0.02 0.03 0.01 0.02 0.03 0.01 0.02 0.03 0.01 0.02 0.03 

Frequency (Hz) 

Figure 13. One-dimensional compliance calculated for the 9ø30tN East Pacific Rise (EPR) model (thin 
lines) compared to 2-D compliance (thick lines). 
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Plate 1. Fast spreading mid-oceanic ridge mooel based on expanding spread profile (ESP) models of Vera 
et al. [ 1990]. The model is the same size (60 km wide, 30 km deep) as the other 2-D models, but the 
plots focus within 10 km of the rise axis, where all the changes in the model and in compliance appear. 
(a) Shear velocity. (b) Seafloor compliance as a function of forcing wavelength and horizontal distance. 
(c) Seafloor compliance as a function of frequency and horizontal distance. 
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Figure 14. Minimum structure 1-D shear velocity models fitting the 2-D compliance data (thick lines), 
compared with 2-D model shear velocities beneath each measurement site (thin lines). Uncertainties are 
added to the compliance functions before inverting. The 1-D inversion program required a 3 % compliance 
before it could fit the on-axis data to within the expected error. This is the largest misfit required to fit any 
of the compliance functions, and is caused by the inability of 1-D compliance to model the rapid decrease 
in the compliance function at low frequencies due to increased sensitivity of long wavelengths to off-axis 
structure. The inversion attempts to fit the low-frequency decrease by increasing deep 3hear vclc•c•t';c• 
non-physical values. Further off axis, smaller uncertainties were needed to fit the data. A compliance 
uncertainty of 2% was adequate to fit compliance 2.1 and 3.1 km off axis, and 0.5% uncertainty sufficed 
for the 10 km off-axis data. 

The resulting 1-D shear velocity models (Figure 14) have 
many of the features of the original crustal structure, but the 
lateral structure variations introduce predicted differences. 
On axis, the LVZ is modeled as slightly too shallow and with 
a minimum shear velocity about 2 times too large. Off axis, 
the LVZ appears to deepen with distance away from the rise 
axis. By 10 km off axis, the effect of the axial LVZ is small. 
The increase in shear velocity at the modeled Moho is not 
duplicated in the compliance data because it does not cor- 
respond to a large enough change in 1//• to overcome the 
limited compliance depth sensitivity. 

In Figure 14, beneath the 2.1 and 3.1 km off-axis sites, 
modeled shear velocities are too high at approximately 0.7 
km depth. This overestimate of shear velocities is common 
where a high-velocity region is sandwiched between two 
low-velocity regions. The compliance data require a high- 
velocity region between layer 2A and the LVZ, but com- 
pliance is least sensitive to shear velocity errors in high- 
velocity regions. Therefore, the inversion here allows too 
high shear velocities in order to obtain a smoother profile. 

While the 1-D inversions give a distorted representation 
of the original crustal structure, they are still useful in that 
the LVZ was detected and placed within 20% of the correct 
depth. More importantly, no spurious LVZs were inferred. 
As the 1-D compliance modeling and inversion is signif- 
icantly more computationally efficient than 2-D modeling, 
the 1-D inversions provide a useful first step to interpreting 
crustal structure from compliance data. 

6. Modeling Small Crustal Features 

Because of computer memory limitations, the finite differ- 
ence code can not yet model compliance over small crustal 

features such as the 10-80 m tall East Pacific Rise (EPR) 
melt lens [Kent et al., 1993], or the rapid variations in layer 
2A thickness near the EPR axis [Harding et al., 1993]. 
Where features like these may exist within the crust, but 
are not constrained by existing geophysical data, the finite 
difference code can be used to construct a minimum struc- 

ture (smoothed) shear velocity model from compliance data. 
Where the size of small crustal features is well constrained, 
crustal shear velocities are better estimated using a 2-D com- 
pliance approximation that we describe below. 

The minimum structure model is the smoothest model in 

some sense that fits the compliance data. In the absence 
of prior structural constraints, minimizing the model struc- 
ture maximizes the probability that features in the model 
are required by the data [Constable et al., 1987]. Minimum 
structure models constructed from compliance data smooth 
crustal features smaller than the ocean depth, so a thin crustal 
melt lens will be modeled as a more diffuse low-velocity 
zone. Because of this smoothing, minimum structure mod- 
els can be constructed using the finite difference code. The 
models are useful because they reveal low-velocity zones 
and indicate the minimum required shear velocity anomaly. 

Where the crustal structure is already known, crustal shear 
velocities are better estimated by combining the compliance 
data with the structural constraints. We work toward a com- 

plete modeling code that will handle very small scale struc- 
ture. For now, if crustal structure varies too rapidly to model 
using the finite difference code, shear velocities can be esti- 
mated using a "2-D approximation" based on the 1-D com- 
pliance code. 

The 2-D approximation is generated by spatial low-pass 
filtering of compliance calculated using the 1-D approxima- 
tion. The 1-D compliance code can model rapid vertical ve- 
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Figure 15. A comparison of seafloor compliance calculated for the 2-D models in this paper using the 
finite difference code (solid line), the 1-D approximation (dotted line), and the 2-D approximation (dashed 
line). The 2-D approximation is created by spatially low-pass filtering the 1-D approximation with a cutoff 
wavelength tied to the wavelength of the forcing ocean waves. The 2-D approximation significantly 
improves compliance modeling compared to the 1-D approximation, with little additional computational 
cost. 

locity variations, and the spatial filtering approximates the 
effect of lateral shear velocity variations. The cutoff wave- 
length is the the shorter of (1) the forcing ocean wave wave- 
length, and (2) the structural wavelength of the crust. The 
structural wavelength is empirically determined and depends 
on the crustal rigidity: The shortest structural wavelength for 
the models in this paper is 15 km. Figure 15 compares com- 
pliances calculated for the EPR and LVZ models using the 
2-D approximation (with structural wavelength equal to 15 
km), the 1-D approximation, and the finite difference code. 
The 2-D approximation is always closer to the true compli- 
ance value than is the 1-D approximation. The 2-D approxi- 
mation overestimates compliance over an LVZ, so shear ve- 
locities estimated within the LVZ will be upper bounds. 

7. Discussion 

The goal of the 2-D seafloor compliance modeling pre- 
sented in this paper is to determine if laterally varying crustal 
structure can be determined from compliance measurements. 
Two questions examined to this end are (1) does a peak in 
the compliance function require a crustal LVZ, and (2) does 
the compliance function respond predictably to changes in 
crustal structure? Our modeling indicates that a peak in the 

compliance function does require a crustal LVZ. This LVZ 
may, however, be located to the side of the measurement site. 
If there are no prior constraints on the LVZ location, a series 
of compliance measurements are required to constrain the 
LVZ location and shear velocities. 

Construction of a new crustal model based on measured 

seafloor compliance requires that the compliance function 
responds predictably to changes in crustal structure. The 2- 
D compliance functions calculated in this paper are indeed 
predictable. As with one-dimensional compliance, a high 
compliance amplitude indicates a low crustal shear velocity, 
and the frequency at which features in the compliance func- 
tion appear corresponds to the depth of shear velocity vari- 
ations. We suggest that the best way to generate a crustal 
model from compliance data is to use the greater speed of 
the 1-D compliance inversion method, and then to fine-tune 
the model based on compliance calculated using the 2-D fi- 
nite difference code. One-dimensional crustal models con- 

structed from each of a series of compliance measurements 
do not reproduce all the features of a finite width LVZ, but 
neither do they generate extraneous crustal structure. The 1- 
D code requires approximately 2 minutes on a desktop work- 
station to calculate compliance functions at every surface el- 
ement of a 300x600 element model, compared to 3-1/2 hours 
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of Cray C90 supercomputer time required to run the 2-D fi- 
nite difference code for the same model. 

The finite difference modeling in this paper is limited 
to seafloor compliance generated by ocean surface waves 
traveling perpendicular to 2-D crustal structure. We have 
not modeled compliance over three-dimensional (3-D) struc- 
tures because the resolution would be too coarse (with cur- 
rent computational memory limits). No new physics is in- 
troduced by extending the modeling to three dimensions, so 
that the effect of 3-D structure on compliance should not be 
qualitatively different than the effect of 2-D structure. Con- 
struction of crustal models based on compliance values is, 
however, limited to the 2-D models for which compliance 
can currently be calculated. Mid-ocean ridges and linear 
faults generally exhibit much greater variability across strike 
than along strike, making them logical choices for 2-D com- 
pliance modeling. The assumption of 2-D structure can be 
tested by measuring seafloor compliance along strike. 

8. Conclusions 

Seafloor compliance measurements provide valuable con- 
straints on the role of fluids in the accretion and alteration of 

oceanic crust and sediments, because the compliance func- 
tion is especially sensitive to regions of low shear velocity. 
Compliance measurements are particularly useful at oceanic 
spreading centers, where the quantity, location, and role of 
crustal and upper mantle melt are still debated [e.g., Phipps 
Morgan and Chen, 1993; Boudier and Nicolas, 1996; Husse- 
noeder et al., 1996; Kelemen, 1997]. Seafloor compliance 
measurements on the intermediate spreading Juan de Fuca 
Ridge, and on the fast spreading East Pacific Rise at 9øN 
[Crawford et al., 1995] detect low-velocity zones associated 
with crustal melt. The mid-crustal melt lens at 9øN on the 

East Pacific Rise had previously been imaged using active 
seismic methods, but the sensitivity of the compliance mea- 
surement to shear velocities throughout the crust improves 
constraints on the melt supply beneath the lens. The nar- 
row width of the shallow melt lens and underlying partial 
melt zone is associated with compliance values that change 
rapidly away from the spreading axis. Interpretation of the 
data must take into account the effect on compliance of lat- 
eral variations in crustal structure. 

In this paper, compliance functions were calculated for 
1-D and 2-D oceanic crustal models to determine compli- 
ance sensitivity to the intensity, depth, and width of crustal 
shear velocity anomalies. Seafloor compliance is, to first 
approximation, inversely proportional to the shear modulus 
in the oceanic crust. For comparison with results of ac- 
tive seismic studies, the shear velocity (V$) is often inferred 
from the shear modulus and models of crustal density. Over 
low-shear-strength regions such as crustal melt and partial 
melt zones, porous crust, and sediments, compliance values 
are determined by the V$ structure. With increasing shear 
strength, the compliance function becomes more dependent 
on compressional velocity (Vp), and is equally dependent on 
Vp and V$ for a Poisson solid. 

Low-velocity zones generate a peak in the compliance 
function over a limited frequency band. For 1-D crustal 
models, the frequency of the maximum compliance value 
corresponds to ocean surface wavelengths ranging from 4 
to 6 times the LVZ depth, dependent on the LVZ intensity. 
The longest wavelength providing useful compliance data, 
and therefore the maximum depth of compliance sensitivity, 
increases with increasing water depth. For seafloor depths 
greater than 2 km, compliance values are sensitive to crustal 
structure to 6 km depth or more. 

The seafloor compliance function spatially smooths lat- 
eral variations in crustal structure over a scale approximately 
equivalent to one-half of the wavelength of the ocean surface 
gravity waves causing the seafloor deformation. As a re- 
sult, the compliance function over a finite width low-velocity 
zone has a peak with lower amplitude and whose center fre- 
quency is higher (shorter wavelength) than is predicted by 1- 
D modeling. To the side of the low-velocity zone, the com- 
pliance amplitude decreases most rapidly at high frequen- 
cies, shifting the compliance maximum to lower frequen- 
cies. Seafloor models constructed over a finite width LVZ 

using only 1-D modeling will therefore overestimate both 
the depth of and the shear velocity within the LVZ, and will 
show an apparent deepening of the LVZ to the sides. There 
is no indication that shear velocity profiles created using 1-D 
modeling add extraneous structure, and so these profiles are 
a good starting point for construction of crustal models. The 
2-D finite difference code can refine these crustal models. 

The 2-D modeling demonstrates that a series of compli- 
ance measurements are needed to constrain the location and 

dimensions of a crustal LVZ. The rate of change in ampli- 
tude and frequency of the compliance function, away from 
the compliance maximum associated with an LVZ, provides 
essential constraints on the LVZ shear velocity and width. 
The compliance modeling performed here indicates that ob- 
served compliance changes over a few kilometers or less at 
mid-ocean ridges and at faults are caused by rapid lateral 
variations in crustal shear velocity. The seafloor compli- 
ance data can be used to better constrain the shear velocity 
structure of, and therefore the melt distribution and porosity 
within, the oceanic crust. 

Appendix: Forward Modeling of Seafloor 
Compliance Using Centered Finite Differences 

Let x and z be the horizontal and vertical rectangular co- 
ordinates in a two-dimensional medium, and let the z axis be 

positive upward. Two equations describe Newton's second 
law for motion in the plane of the model: 

02u Orxx Orxz 
POt 2 = Ox t Oz 

02w Orzz Orzz 
POt 2 = Oz t Osc 

(A1) 

where u and w are horizontal displacements, p is the density, 
and t is time [Aki and Richards, 1980]. The traction terms 

rij are defined as 
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We assume the forcing function is harmonic, so that 

= 02w _•2 02u --•2u• • w 
Ot 2 Ot 2 ß 

Combining (A1), (A2), and (A3) gives 

O(),+2•)Ou O• Ou _•2pu = Ox Ox Oz Oz 

02u 02u 

+ (x + 2•) • + • Oz 2 
01• Ow OA Ow 

+• • q- o-5 
02w 

+ (,X + •) OxOz 

(A2) 

(A3) 

(A4a) 

O(X+2u) Ow OuOw --w2pw = 
Oz Oz Ox Ox 

02w 02w 

+ (x + 2•) • + • Ox 2 
0/• Ou O• Ou 

+• • + o-; o-• 
02u 

+ (X +/z) OxOz (A4b) 
The boundary conditions are that u, w -• oo as z -• oo, 
that there is free slip at the interface between the ocean and 
seafloor, and that pressure at the seafloor takes the form of a 
plane wave. 

We approximate these equations using centered finite dif- 
ferences on a gridded model with constant grid spacing. For 
an iV/row by N column seafloor model, we construct a finite 
difference matrix with 2(3//+1)N columns corresponding to 
a u and w term for every element of the model matrix plus a 
"ghost" layer (model row 0) above the model. The first 2N 
rows of the finite difference matrix contain finite difference 

equations for the seafloor boundary conditions of free slip 

w(1,j+l)-w(1,j-1)+u(2, j)-u(0, j)-0 (A5) 

and plane wave forcing 

3, [u (1,j + 1) - u(1,j - 1)] 
+ (3, + 2/•)[w (0, j) - w (2, j)] P(z) (A6) 

where P(x) is a sinusoid of amplitude 1 with integral num- 
ber of wavelengths across the model that represents pres- 
sure at the seafloor. The equations assume the grid spacing 
h is equivalent horizontally and vertically. Rows 2N+l to 
2(M+I)N contain the centered finite difference equations 
corresponding to (A4), 

• 2 (w2ph 2 - 2A - 6/0 u(i, j) 

+ + + Ox ' 

+ (2(X + 2•)+ hO(X + 2•)) u(i j+l) Ox ' 

ou [w(i,j+l) - w(i,j-1)] +• 
ox [w(•-i j)- w(•+l j)] +h• , , 

x+u [w(i-1 j+l)+w(i+l j-l) + 2 ' ' 
-w(i-l,j-1)-w(i+l,j+l)] (A7a) 

h o• [u(i,j+l) - u(i j-I)] + Oz ' 

o• [u(i- •, j) - u(i + •, j)] 
3,+/• [u(i-1 j+l)+u(i+l,j-1) + 2 ' 

-u(i-l,j-1)-u(i+l,j+l)] (A7b) 

The derivatives of A and/• are calculated using centered fi- 
nite differences except at the top and bottom of the model, 
where forward and reverse differences are used. A periodic x 
boundary is created by substituting u(1, j) for u(N + 1, j), 
w(1, j) for w(N + 1, j), u(N, j) for u(0, j), and w(N, j) 
for w(0, j) in these equations. The condition u, w -• 0 as 
z -• oo is approximated by zero motion at the bottom of 
the model. The finite difference equations for row 3//do not 
have a w(n, m + 1) or u(n, m + 1) term, which is equivalent 
to setting these values to zero. 

The finite difference matrix is constructed to maximize 

its "bandedhess". Columns alternate between u and w val- 

ues, and rows alternate between first the free slip and forc- 
ing wave equations and then the u- and w-based equations 
of motion. The solution matrix is (2(M+I)N)x2S, where 
S is the number of forcing waves to solve for at once. In 
general, S = 1 because the forcing wave is tied to the fre- 
quency. For seafloor compliance, however, the frequency 
term w in (A7) is insignificant because w2ph2 << 2A + 
6/• for frequency f < 0.05 Hz and grid spacing h _< 
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125 m. Test runs with and without the inertial terms are 

indistinguishable. Therefore, all pressure modes can be 
placed as double-columned entries into the solution array. 
Odd columns contain sin(kNjh), and even columns contain 
cos(kNjh), where 

27rN 
kN2 

W 

and W is the model width. 

Simultaneous solution of the finite difference equations 
requires a substantial amount of memory. A 2NMx2NM 
finite difference array is needed to solve an NxM model. 
The matrix is sparse and requires a maximum of 20 nonzero 
entries per row. The memory requirements are reduced 
by converting the finite difference matrix into a 8Nx2NM 
band matrix. A 300x600 model matrix generates a double 
precision 1.73 x 10 ø element band matrix requiring 12.8 Gi- 
gabytes of memory. We use a commercial virtual memory 
mathematical library on a Cray C90 supercomputer at the 
San Diego Supercomputer Center to solve matrices up to 16 
Gigabytes. The 300x600 model requires 82 minutes of C90 
CPU time to solve. 
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