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Abstract Measurements of significant wave height are made
routinely throughout the world’s oceans, but a record of the
sea surface elevation (η) is rarely kept. This is mostly due to
memory limitations on data, but also, it is thought that buoy
measurements of sea surface elevation are not as accurate as
wave gauges mounted on stationary platforms. Accurate re-
cords of η which contain rogue waves (defined here as an
individual wave at least twice the significant wave height) are
of great interest to scientists and engineers. Using field data,
procedures for tilt correcting and double integrating acceler-
ometer data to produce a consistent record of η are given in
this study. The data in this study are from experimental buoys
deployed in the recent Impact of Typhoons on the Ocean in the
Pacific (ITOP) field experiment which occurred in 2010. The
statistics from the ITOP buoys is under that predicted by
Rayleigh theory, but matches the distributions of Boccotti
and others (Tayfun and Fedele) (Ocean Eng 34:1631-1649,
2007). Rogue waves were recorded throughout the experi-
ment under various sea state conditions. Recommendations,
as a result of lessons learned during ITOP, are made for the
routine recording of η which may not add significantly to the
existing data burden. The hope is that we might one day
collect a worldwide database of rogue waves from the existing

buoy network, which would progress our understanding of the
rogue wave phenomenon and make work at sea safer.
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1 Introduction

Waves on the open ocean are commonly represented as a
stochastic process. Waves on a record of sea surface elevation
(η) do not retain individuality because they are the superposi-
tion of many waves with random phase. Therefore, a conven-
tion has been established in which consecutive crossings of
the mean water level qualify as an apparent wave. Significant
wave height, Hs, is a metric which characterizes the average
height of waves within a single record, and typical record
lengths run from 15 min to 1 h. The maximum wave height
(Hmax) divided by the average wave height is an abnormality
index (AI). Rogue1 waves are defined through meeting suffi-
ciently high AI criteria, which amounts to choosing a wave
height suitably far out on the tail of an exceedance distribution
function (EDF). The criteria are commonly set asHmax/Hs>2,
which occurs for one out of 3,000 waves assuming Gaussian
(linear) wave theory (Waseda et al. 2009). Rogue waves are
important for design of platforms and for safety at sea. Un-
derstanding rogue waves, in particular their generating mech-
anism and their connection with accidents at sea, has been a
very active part of ocean research in recent years (Cavaleri

1 Also referred to as an extreme wave, freak wave, killer wave, three
sisters, wall of water, hole in the sea, abnormal wave, etc. Some confusion
has come over nomenclature. To clarify, here, we onlymean to represent a
wave far out on the probability tail and do not necessarily imply connec-
tion to a generation mechanism or to any special dynamic property.
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et al. 2012; Dysthe et al. 2008; Guedes Soares et al. 2004;
Onorato et al. 2009; Tamura et al. 2009; Waseda et al. 2009;
Waseda et al. 2012). Good quality field data, even though very
valuable, have been difficult to come by: field data have simply
been difficult to obtain (this is especially true for directional
wave data (Waseda et al. 2011)), there are instrumental uncer-
tainties which amount to errors in the measurement of sea
surface elevation (Forristall et al. 2002), and parameters such
as Hmax are not routinely reported. Platform-mounted systems
(e.g., laser altimeters) are probably best suited to make accurate
recordings of η, but these systems are often operated by private
companies on platforms located in marginal seas. It would be
useful and convenient to be able to obtain routine estimates of
Hmax from our existing public network of deep sea buoys, most
of which are accelerometer buoys.

Following up on an introduction to a high-quality dataset
from a recent Office of Naval Research (ONR) field experi-
ment (Collins III et al. 2014), we aim to delve into specific
technical difficulties in retrieving η, and therefore Hmax, from
accelerometer buoys. Additionally, we will make recommen-
dations for best practices which could be implemented in the
existing worldwide buoy network. The organization is as
follows: section 1.1 closes the introduction with a review of
platforms used for measurement of η. Section 2 introduces the
ONR field experiment and details the measurement platform
featured in this study. Section 3 delves into problems encoun-
tered during data analysis and solutions to these problems.
Section 4 is a discussion of some of the results and suggestions
for routine measurement η.

1.1 Review field platforms for study of rogue waves

Much of this section follows from the very thorough review of
measurements in (Dysthe et al. 2008), but here, the focus is on
the measurement platforms and on the expected performance.
For more information please refer to their study. Many plat-
forms report the time series of sea surface elevation, η. Agree-
ment on η, in contrast to measurements of bulk parameters (but
much like the measurement of the full 1-D spectrum), is not
usually consistent. Measurement platforms operate on different
physical principles, in different reference frames (i.e., fully or
partially Eulerian or Lagrangian), and most require a transfer
function to translate the quantity which is actually measured to
η (e.g., Young (1994) appendix 1) and perhaps additional
transfer functions to correct for inaccurate frequency responses
(Steele et al. 1985). So, it is of no surprise when differences are
observed in the recordings of η even in collocated systems
(Forristall et al. 2002). On top of this, there are many different
companies which produce these platforms, so even platforms
that are similar in most ways manufactured by competing
companies may give different answers because of idiosyncra-
sies. There are also issues with processing data (or not process-
ing as the case may be), whichmay influence the final output of

η. When sensors disagree, often we do not have a way to tell
which is more accurate. Perhaps Forristall (2000) put it best,
“Measurements from one type of sensor often disagree with
those from another type, and there is no agreement on which is
correct. The basic problem is the lack of any absolute standard
against which the accuracy of the sensors can be judged.”

General classes of instruments which report η include
altimeters (laser, radio, acoustic, etc.), radar, wave staffs (ca-
pacitance, resistance, inductance, etc.), buoys (accelerometer,
displacement, GPS, etc.), and subsurface pressure sensors.
Pure Eulerian measurements from instruments mounted on
stationary platforms such as altimeters and wave staffs have
historically been favored. Indeed, in an assessment of a wave
staff, a laser altimeter, two radars, and two step gauge systems,
Forristall et al. (2002) showed that the most consistent mea-
surements were made by the wave staff and laser systems. On
the other hand, platform instruments are more or less suscep-
tible to contamination by bubbles, foam, and sea spray
(Magnusson and Donelan 2013) with the radars being partic-
ularly susceptible. Unfortunately, even though several buoys
were present, buoy measurements were not included in the
Forristall et al. (2002) comparison. Previous studies have
shown that buoy data typically give statistics under that of
Gaussian wave theory. This may be a result of broad-band
and/or nonlinear seas, in which the Rayleigh distribution is no
longer appropriate. It has been proposed that this may be due
to buoys’ free horizontal movement which may allow for
avoiding the highest waves (Krogstad and Barstow 2000).
Also, Dysthe et al. (2008) state that there is a belief that the
wave profiles recorded by buoys are “less accurate,” but this
statement was not substantiated. Forristall (2000) cites the
semi-Lagrangian nature of surface-following buoys and influ-
ence of the mooring line as possible drawbacks. Themotion of
purely Lagrangian wave measurements will cancel out the
second-order nonlinearities in wave crests (Forristall 2000;
Srokosz and Longuet-Higgins 1986). While there may be
shortcomings, buoys have the potential for obtaining autono-
mous measurements of η in the deep sea, so a better under-
standing of these measurements is a worthwhile endeavor.

Although the focus of this study is the proper processing of
accelerometer buoys, some basic, intuitive recommendations
can be made here which may be applied, in general, to
measurements of η for rogue wave studies:

& Measurements should not be made where other environ-
mental factors strongly affect the wave shape (e.g., in
strong current gradients, reflections from platforms,
sharply varying and/or shallow bathymetry)

& It is preferable that sensors measure η directly
& If a transfer function is necessary, results from sensors

which invoke a small amplitude assumption (e.g., pressure
sensors) may be invalid particularly in the cases of interest
(i.e., waves with extreme heights and steepness)
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& It is necessary to develop quality control measures which
will aid in understanding the strengths and weaknesses of
the data

2 Experimental setup

2.1 ITOP experiment

In late 2010, the air-sea interaction research group at the
University of Miami (UM) was involved in the international,
collaborative, ONR-sponsored field campaign called Impact
of Typhoons on the Ocean in the Pacific (ITOP) (D’Asaro
et al. 2013) 750 km off the eastern coast of Taiwan in the
Philippine Sea. The UM group installed two moorings, and
each mooring site included two buoys. One buoy with a 6-m
naval oceanographic meteorological automatic device
(NOMAD)-type hull dubbed the extreme air-sea interaction
(EASI) buoy (Drennan et al. 2014; Collins III et al. 2014) was
moored to the sea bed. The second buoy, an air-sea interaction
spar (ASIS) buoy (Graber et al. 2000), was tethered to EASI
by a 60-m braided steel line.

Each EASI buoy (Fig. 1), to be described further in
section 2.2, was moored to the sea floor in a depth of
~5,500 m. A single point inverse catenary-style mooring
system was employed with a scope (i.e., ratio of mooring
length to water depth) of 1.26 to allow the buoy to follow
the surface relatively unobstructed. The attachment point was
a stainless steel yoke, the purpose of which was to try and
further isolate the buoy from mooring forces. The ~3,100-kg
mooring anchors (locomotive wheels) were located at 127.25°
E, 19.63° N and 126.96° E, 21.23° N which amounts to a
separation of about 180 km. These are referred to as the
northern (-N) and southern (-S) moorings, respectively.

Further details of the mooring components may be found in
Drennan et al. (2014). On September 17th, (year day (YD)
260), during Typhoon Fanapi, the tether sheared apart and
ASIS-N had to be recovered early. Similarly, on October 22nd
(YD 295), during Typhoon Megi, the ASIS-S broke free of its
tether requiring recovery. The EASI buoys operated continu-
ously for approximately 4 months, also described in full by
Drennan et al. (2014), endured the relatively close passages of
four major tropical cyclones (TC) and received significant
swell which radiated from a fifth TC. This dataset includes
directional and non-directional wave information (Collins III
et al. 2014).

2.2 Buoy design

EASI’s ship-like hull is based on a NOMAD design which
originated in the 1940s as part of the U.S. Navy’s offshore data
collection program and has subsequently seen modern deploy-
ment by the National Oceanic and Atmospheric Administra-
tion’s (NOAA) National Data Buoy Center (NDBC) and the
Canadian Marine Environmental Data Service (MEDS). The
configuration used in ITOP is completely unique from previous
NOMAD deployments. Of interest to this study is the use of a
motion pack which measured all 6 degrees of freedom (i.e.,
heave, pitch roll, surge, sway, yaw) which consisted of a triaxial
linear accelerometer (Columbia Research Laboratories SA307-
HPTX), three orthogonally mounted rate gyros (Systron
Donner model QRS110050 or SDG1000), and a compass
(Precision Navigation TCM-2). Collins et al. (2014) showed
that the EASI buoys could be treated as heave-pitch-roll
surface-following systems in order to obtain directional wave
spectra. Crucially, Drennan et al. (2014) showed that, for the
energy containing region of the sea surface elevation spectrum,
the EASI platform is a near perfect surface follower. For bulk
parameters including Hs, EASI platforms were extensively
compared and validated in Collins et al. (2014).

Lastly, the physical size of the buoy (6 m×3m×3m) acts as
a low-pass filter. The buoy response falls off at wavelengths
corresponding to ~0.45 Hz and shorter. Due to this size filter-
ing, the statistics of short, small seas will not be accurately
represented. This should not present a problem because the
mean and standard deviation peak frequency over the experi-
ment was 0.125±0.024 Hz (corresponding peak wavelength of
124±50 m). So, spectral parameters remain generally unaffect-
ed by the size filtering, particularly so for the highest sea states.

3 Data processing

3.1 Double integration

The nearly continuous dataset was split up into 30-min blocks
(5,990 and 5,101 blocks for EASI-N and EASI-S,

Fig. 1 EASI buoy off the stern of the R/V Roger Revelle after deploy-
ment during the 2010 ITOP experiment
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respectively). For each block, signals were recorded at 20 Hz,
and average parameters and spectra were calculated from
these signals. Calculating surface elevation from the acceler-
ometer requires double integration of the tilt-corrected accel-
eration signal (Az). Integration was performed in frequency
space by applying a fast Fourier transform (FFT) and then
multiplying by a transfer function as follows:

∬x tð Þdt ¼ ∫
∞

−∞
1

2πifð Þ2 bx fð Þdf

A high-pass filter (rectangular) was applied to deal with
low-frequency noise before returning the signal to a time
series via inverse FFT. The convolution of this high-pass filter
introduced some spectral leakage. It is believed that this
spectral leakage is the root of artificial amplitude enhancement
at the margins of some low sea state records.

In the EASI-S, these marginal errors were exacerbated by
60–90-s flatline in all recorded channels at the beginning of
every one-fourth block. As a result of this artifact, many more
waves qualified as rogue in the EASI-S dataset during the
preliminary analysis. Because many of these waves were
located in the margins, these waves were identified as a
spurious artifact of the processing. Perhaps the simplest fix
was chosen: the first 90 s of Az was removed from every 30-
min block in EASI-S. The loss of waves from good parts of
the record (and those records without errors) was accepted for
the tradeoff of reducing this error and maintaining simple
analysis procedures. Figure 2 shows a comparison of the
surface elevation, η, from the original Az and one with the
first 90 s removed. It can be seen that the effect is localized to
the first (not shown) and last few wavelengths (Fig. 2) along
the margins. The plot also shows the Blackman-Harris (BH)
window which was used before applying a FFT for spectral
analysis. The BH window removes the artificial part of the

record; therefore, these errors were not factored into the orig-
inal calculation of spectral parameters (i.e., Hs).

Errors in the margins of surface elevation records have
previously been documented. Using a wavelet transform to
integrate acceleration data, Chuang et al. (2009) and Doong
and Wu (2010) found similar marginal errors. They conclud-
ed, though did not convincingly document, that the problem
was a combined effect of discretizing a continuous wavelet
transform and biased energy in the marginal area of the
scalogram. The impetus for their integration by wavelet meth-
od was that rogue waves are inherently a non-stationary
process, for which the use of the Fourier transform becomes
a questionable practice. Stationarity may also be an issue here,
but it is suspected that a better filter (e.g., fourth-order
Butterworth) may well alleviate this error. However, this is
left to be confirmed in the future.

3.2 Tilt correction

Before doubly integrating, the accelerometer must be tilt
corrected to give true vertical acceleration, Az:

η ¼ ∬Azdtdt ¼∬ −a1sinθþ a2cosθsinφþ a3cosθcosφ−gð Þdtdt ð1Þ

where a1, a2, a3, θ, φ, and g are surge, sway, heave, pitch, roll,
and the gravitation constant, respectively. Bender et al. (2010)
reported several methods of calculating the vertical accelera-
tion on a 3-m discus buoy during Hurricane Katrina in the
Gulf of Mexico. Without tilt correction, as given by Anctil
et al. (1994), of the “strapped down” vertical accelerometer,
they reported an average error of 26 % and up to 56 % error in
Hm0 during the peak of Hurricane Katrina. This is due to
sustained heel (i.e., tipping) of the buoy. Instantaneous tilt
(i.e., pitch and roll), as long as it is zero averaged over the
record, should have little apparent effect on Hm0. Instanta-
neous tilt also has little effect on recorded shape of small

Fig. 2 The second half of a 30-
min analysis block from EASI-S.
The solid black line shows the
surface elevation as a result of
integrating the flatlined Az signal.
The corrected data (beginning the
analysis after the flatline, referred
to as shifted) are shown in solid
blue. The red dashed line shows
the signal after the application of a
Blackman-Harris window as part
of the spectral analysis
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amplitude surface waves. This is intuitive in terms of small
angles of pitch and roll. Under circumstances where pitch and
roll are more substantial (i.e., > ~15˚), instantaneous tilt does
have a major impact on shape and size of waves. This is
particularly the case for extreme waves in a record because
they are often accompanied by large buoy pitch and roll.

From Eq. 1, heave, pitch, roll, surge, and sway are the
constituent inputs for calculating Az. The top panel of Fig. 3
shows a 30-s time series of the Az, heave, surge, and sway. The
middle panel shows the same 30 s of pitch, and roll signals.
Pitch and roll never breach ±10°. There is little apparent
difference between heave and the tilt-corrected vertical accel-
eration under these conditions.

Indeed, in bottom panel of the surface elevation is shown as
derived directly from uncorrected heave (red), properly tilt-
corrected Az (black). There is very little appreciable difference
between the two records.

Further along in the same record, a rogue wave was ob-
served. In the top panel of Fig. 4, we show the recorded Az,
heave, surge, and sway signal as well as the pitch, and roll
signals in the middle panel during the passage of the rogue
wave. The pitch reaches nearly 25° and the roll goes just
below −12°. The resulting tilt-corrected Az shows a significant
departure from the raw heave signal (top panel Fig. 4).

This difference manifests more impressively in the surface
elevation. In the bottom panel of Fig. 4, we again show the sea
surface elevation with and without tilt correction in black and
red, respectively.

The correctly calculated surface elevation signal shows a
crest height of ~8 m, and the uncorrected surface elevation
gives a crest height of ~5 m. The crest heights are unambig-
uously altered. Notice though that for the crest height of the

following wave, the trend is the opposite. The corrected wave
height is reduced. Clearly, if buoy data are not properly tilt
corrected, wave height and crest statistics will be effected, and
rogue waves will not be accurately represented.

Figure 5a shows the exceedance distribution functions
(EDF) with and without tilt correction. Data were combined
from EASI-N and EASI-S. The tilt-corrected data (solid black
line) include 3,338,006 apparent waves, and the uncorrected
data (solid red line) contain 3,314,960 apparent waves.
Following Tayfun and Fedele (2007), theoretical linear EDFs
of H take on the general form P{H/Hm0>AI}= c0f(-
AI)exp(−c1AI2), where parameters c0 and c1 take on different
values and function f takes on different forms to define spe-
cific EDFs. In Fig. 5 (all panels), we plot the theoretical EDFs
of Rayleigh (linear, Gaussian waves, narrow band assump-
tion), Naess (1985), Boccotti (1989), and Tayfun (1990) using
the form and constants from Table 1 in Tayfun and Fedele
(2007). The values of c1 apply toP{H/m0

1/2>AI}, wherem0 is
the first spectral moment (see Eq. 2). Here, c1 was modified to
be applied to P{H/Hm0>AI}. At the scale of Fig. 5a, the EDFs
of Naess (blue solid line), Boccotti (cyan solid line), and
Tayfun (green solid line) are nearly indistinguishable. They
are stratified with EDF of Tayfun on top followed by Boccotti
and then Naess. In the range of H/Hm0 from 0 to 0.5, the field
data follow the EDFs of Rayleigh and Tayfun. In the range of
H/Hm0 from 0.5 to 1, field data follow transition to following
the EDFs of Boccotti. The field data continue to follow the
EDF of Boccotti very closely in range of H/Hm0 from 1 to 2.

The data in Fig. 5b span the H/Hm0 values from 1.75 to 2
(rogue criteria). The data are stratified with the tilt-corrected
data (solid black line) slightly closer to the Rayliegh EDF
(dashed line) followed by the data with no tilt correction (solid
red line). The data transition to a departure from the Boccotti
EDF towards the Tayfun EDF. Although the effect is not
strong in this data, we speculated that ignoring tilt correction,
along with reasons described in Forristall (2000), contributed

Fig. 3 30-s time series of motion signals and the resulting corrected and
uncorrected sea surface elevation. Top panel shows acceleration signals
heave (green), surge (cyan), sway (blue), and Az (black). Middle panel
shows rotation signals roll (green), pitch (blue). Bottom panel shows the
sea surface elevation calculated directly from heave (uncorrected) in red
and the same calculated from the tilt corrected true vertical acceleration,
Az, (corrected) in black

Fig. 4 Thirty seconds of the constituent signals roll (green), pitch (blue),
and heave (green) and the resultant true vertical acceleration, Az (black)
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to past reports of buoy data which give wave crest data which
lie far below from that given from a Gaussian (Rayleigh)
distribution in the range of H/Hm0<2.

In Fig. 5c, which spans H/Hm0 values from 2 to 2.5, the
data lose the stratification and make a departure from EDF of
Tayfun. In Fig. 5d, the data spanH/Hm0 values from 2.3 to 2.9.
While the corrected data maintain statistics just under the
Rayleigh distribution, the uncorrected veer above the
Rayleigh distribution.

Bender et al. (2010) dealt with sustained heel (i.e., average
leaning or tipping) of a buoy. We have shown that using all
degrees of freedom, i.e., all the signals in the motion pack
(heave, surge, sway, pitch, roll, yaw) to instantaneously cal-
culate the true vertical acceleration is also important in the
time series, not just the mean wave height, even when there is
no sustained heel. Depending on details of the buoy rotation
and acceleration, not accounting for tilt could spuriously
increase or decrease individual wave heights (e.g., bottom
panel of Fig. 4). Figure 5 shows that not accounting for tilt
results in statistics which depart from the Rayleigh distribution
in the range of H/Hm0>2. The conclusion is that not tilt
correcting may give unrealistic statistics, even in the absence
of sustained heel.

4 Results

For this section, we use the typical rogue wave definition cited
above: a single apparent wave, H, (defined by zero-crossing
analysis) the height (vertical distance from trough to crest) of
which is at least double the significant wave height. Signifi-
cant wave height may be defined statistically through ob-
served wave height distribution as the mean of the one-third
highest wave heights, H1/3, or as an integral measure of the 1-
D wave spectrum:

Hm0 ¼ 4
ffiffiffiffiffiffi
m0

p ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∫
∞

0 S fð Þdf
r

ð2Þ

In the ITOP dataset,H1/3 tended to be about 5 % lower than
Hm0 which is consistent with previous studies (Dysthe et al.
2008; Forristall 2000). On the average, Hm0 is a slightly more
selective definition. Since most agencies actually report Hm0,
not H1/3, we choose Hm0 to define a rogue wave. The ITOP
data also showed that down-crossing analysis returned a
slightly larger number of total rogue waves compared to up-
crossing (158:140, respectively for EASI-N). Quite the

a

b c d

Fig. 5 a Exceedance probability of H/Hm0 from field data (EASI-N).
Solid black line indicates properly tilt-corrected data and solid red line
indicates data which have not been tilt corrected. The theoretical EDFs of

Naess (blue solid line), Boccotti (cyan solid line), Tayfun (green solid
line), and Rayleigh (black dashed line) are also shown. The panels b, c,
and d are zoomed-in subsets of a
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opposite was found in Pinho et al. (2004), where the number
of rogues defined by down-crossing was greatly outnumbered
by those defined by up-crossing (108:197, respectively for a
Datawell directional waverider). Results shown here are those
from down-crossing analysis.

Figure 5a includes 1,837,128 waves measured by EASI-N
and 1,500,878 waves measured by EASI-S which makes for a
combined 3,338,006 total waves (black line). The combined
data from the buoys follow the EDF of Boccotti closely until
about the point where H/Hm0=2. At this point, the data begin
to depart from the Boccotti and Tayfun EDFs and approach
the Rayleigh distribution. Reiterating the introduction, the
measured statistics here are consistent with previous buoy
measurements (Dysthe et al. 2008).

Figures 6 and 7 presentHm0 andHmax for the occurrence of
the rogue waves. These figures obscure a few rogue waves
that occur during the same 30-min block (six and ten in EASI-
N and EASI-S, respectively) which are included in the
analysis.

These “double rogue” records would be missed by buoys
which only record Hmax and Hm0: an advantage of recording
the full time series. Rogue waves occurred throughout the
ITOP experiment: both in times of relative calm (Hm0<1 m,

e.g., around year day (YD) 225) and periods of strong forcing
(Hm0>8 m) from Typhoon Chaba around YD 300.

Between EASI-N and EASI-S, a total of 305 waves were
recorded which met the rogue criteria, and nine of these had
individual wave heights greater than 15 m. The highest indi-
vidual wave heights recorded for EASI-N and EASI-S were
20.7 and 21.2 m, respectively. Both of these waves met the
rogue criteria, for the wave at EASI-NAI=2.26 and at EASI-S
AI=2.38. These two waves are shown, along with the full 30-
min time series, in Fig. 8. The highest abnormality index
recorded was 2.7 (Hm0=5 m) and was recorded by EASI-S
just before YD 300 as Typhoon Chaba was approaching.

4.1 Suggestions for routine measurements

Collins et al. (2014) showed that one may derive directional
information from a buoy with a NOMAD-type hull by utiliz-
ing all of the motion signals. Utilizing these same signals, one
may also tilt correct the heave signal whereby producing true
vertical acceleration. Double integrating the vertical accelera-
tion will give an estimation of η and consequentlyHmax. There
are still issues with the double integration of acceleration
signals which turn up in the record of η as marginal errors.

Fig. 6 Time series of Hm0 as
measured by EASI-N (black
dots). When an individual wave
meets the rogue criterion, a
colored dot (the color scale
representing the height of the
individual wave in meters) is
plotted

Fig. 7 Time series of Hm0 as
measured by EASI-S (black dots).
When an individual wave meets
the rogue criterion, a colored dot
(the color scale representing the
height of the individual wave in
meters) is plotted
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Clearly, it would be optimal to keep a full record of η, but this
is not done routinely in practice because of data memory
limitations. Given this, we offer some suggestions for prac-
tices which could be applied to routine measurements ofHmax.

& Buoys which do not report direction should be outfitted
with motion packages

– This will increase the stations which are able to report
wave direction (Collins III et al. 2014)

– In addition, the motion package will provide the
necessary signals for tilt correction (buoys already
reporting direction should possess the necessary
signals)

& Acceleration signals must be tilt corrected to give consistent
statistics and preserve the shape and height of rogue waves

& In addition to the usual wave parameters, all buoys should
report the total number of waves per record (from both
zero up- and down-crossing) and Hmax

& This would allow for the calculation of AI for every
record. If AI is greater than some threshold value (e.g.,
2.2) the entire record of η should be saved for further
examination

& The margins (the first and last 10 % of the record) should
be examined for errors, andHmax which occurs within this
range should be suspect

The AI threshold should balance the need to record addi-
tional data and concerns of increasing the existing memory
load. If these guidelines are adopted, the hope is that there will
be an appreciable increase in the records of rogue waves. Such
a database should considerably advance our understanding of
rogue wave events.

5 Conclusions and future work

The present study introduces a comprehensive, quality con-
trolled, deep-water dataset from the recent ITOP field

Fig. 8 Largest wave measured by EASI-N and EASI-S on the left and right, respectively. The top panels show the waves in the context of the 30-min
run, the bottom panels are zoomed-in to show the detailed shape of the waves
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experiment, which may offer new insights into rogue waves.
We explain in detail the procedures for producing a consistent
record of η from an accelerometer buoy. The main result is
data which is not tilt corrected, even in the absence of
sustained heel, will give unrealistic statistics. In addition, the
size and shape of rogue waves may be severely altered without
the tilt correction. The corrected data followed closely the
theoretical EDF of Boccotti in the range of H/Hm0 1–2 and
approach the Rayleigh EDF outside of this range.

Though the potential for future efforts using this dataset is
great, it is hoped that the lessons learned here might be applied
to routine measurements made by various government agen-
cies. Some suggested guidelines were offered for making
these measurements. It is believed that, should recording
rogue waves be made routine, a dataset of unprecedented
potential will be produced. This dataset would serve our
understanding of the nature of rogue waves. It is hoped that
later findings will make sea travel and operations safer.

Here, analysis was focused on the time domain, but,
there is interest in understanding the spatial distribution
of wave parameters in tropical cyclones and what this
implies for the probability and occurrence of rogue
waves (Mori 2012). It is planned to further analyze the
data to see if spectral parameters dependent on quadrant
and distance from radius of maximum winds (RMW) in
way consistent with previous studies. It needs to be
noted that this dataset, although relatively rich and
unique, is hardly exhaustive in terms of quadrant sam-
pling, storm strength, RMW, storm translation speed,
directional change of the storm translation, and other
storm parameters. If measurements of Hmax were made
routinely available, then, a thorough study of this type
will be possible using composite measurements from
many buoys and many storms (e.g., the method
employed by Hu and Chen (2011)).
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