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On the physical basis for the creep of ice:
the high temperature regime

D.M. Cole

ERDC-CRREL (Ret.), 72 Lyme Rd., Hanover, NH 03755, USA

Abstract

This work quantifies the increased temperature sensitivity of the constitutive behavior of ice with
proximity to the melting point in terms of dislocation mechanics. An analysis of quasistatic and
dynamic cyclic loading data for several ice types leads to the conclusion that high temperature
(e.g. T≥−8°C) behavior is the result of a thermally induced increase in the number of mobile
dislocations rather than an increase in the activation energy of dislocation glide or the introduc-
tion of a new deformation mechanism. The relationship between dislocation density and tem-
perature is quantified and the model is shown to adequately represent the published minimum
creep rate vs stress data for isotropic granular freshwater ice for −48≤ T≤−0.01°C.

Introduction

Creep experiments on granular freshwater ice as a function of temperature have long indicated
that there is a breakpoint at ≈−8°C that defines a shift to a regime of greater temperature sen-
sitivity than observed at lower temperatures (e.g. Barnes and others, 1971; Hooke and others,
1980). This temperature sensitivity becomes stronger with proximity to the melting point.
Experiments have shown similar behavior for sea ice and oriented single crystals of freshwater
ice. Although there has been speculation as to the cause of this phenomenon (suggestions
include an increase in the activation energy for creep, preferential melting along grain bound-
aries and the operation of some undefined, high temperature deformation mechanism), an
understanding of the physical processes underlying this behavior has not previously emerged.
To fill this knowledge gap, the present effort focuses on identifying and quantifying the under-
lying cause of the observed high temperature behavior of ice, incorporating that behavior into
a dislocation-based constitutive model and validating the model with major creep datasets in
the literature.

The key technical developments include (1) an analysis of quasistatic cyclic loading experi-
ments which demonstrates that the high-temperature effects are attributable to a thermally
induced (as opposed to stress-induced) increase in the mobile dislocation density, and (2) a
synthesis of data from quasistatic and dynamic experiments which gives the thermally induced
mobile dislocation density as a function of temperature to −0.01°C. Significantly, the relation-
ship that emerges between mobile dislocation density and temperature very closely approxi-
mates the temperature dependence observed in the creep rate of polycrystalline ice as the
melting point is approached.

The analysis employs a principle of anelasticity/viscoelasticity known as time–temperature
superposition to identify the high-temperature mechanism. The anelastic straining model of
Cole (1995) supports this analysis by providing a way to calculate the mobile dislocation dens-
ity from the hysteresis observed in cyclic loading experiments. Application of the time–tem-
perature superposition principle, which is explained briefly below, provides a way to
ascertain whether the observed temperature effects are caused by an increase in the mobile dis-
location density or an increase in activation energy with proximity to the melting point.
Although only a limited amount of experimental data is available for this assessment, experi-
ments on several ice types (granular fresh water and columnar sea ice and an oriented single
crystal of freshwater ice) produce a consistent picture that favors the increasing dislocation
density explanation for this phenomenon. The granular ice of interest in the present effort
is virtually pore-free polycrystalline ice having approximately equiaxial grains with randomly
oriented c-axes.

Since mechanical loading experiments were employed in the studies cited below, it is impli-
cit that this body of work deals with mobile dislocations, therefore in the following treatment,
the term dislocation density implicitly refers to the mobile dislocation density. Although more
experimental data are certainly called for, the present analysis leaves little doubt that the
underlying process is rooted in dislocation mechanics. Due to the lack of consensus regarding
the precise mechanism(s) responsible for the experimentally observed increase in dislocation
density with temperature, however, exploration of that matter is left to the future.

The first of the following sections summarizes the existing dislocation-based model
employed in the analysis. Since the glaciological community may not be familiar with work
on crystalline solids other than ice, the section that follows the model description addresses
high temperature effects on mechanical properties on other materials and provides validation
for the present approach. The section entitled, ‘Thermally induced dislocations vs increasing
activation energy’, illustrates the time–temperature superposition principle, applies it to the
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case of ice and concludes that the subject high-temperature effects
are due to a thermally induced increase in dislocation density. The
experimental results presented in this section were generated by
the author and colleagues over the last 25 years, involve a variety
of ice types and with a few exceptions as noted have not been pre-
viously published. The section entitled, ‘Quantifying the ther-
mally induced dislocation density’, describes the dislocation
density–temperature data obtained from the author’s experiments
combined with the results of dynamic experiments in the litera-
ture. This synthesis produces a multiplicative factor as a function
of temperature described in the subsequent section. The next two
sections describe the validation of the resulting high temperature
model against several major creep datasets in the literature.

The interdisciplinary nature of this effort presents some inher-
ent difficulties but an effort has been made to provide a certain
minimum level of background information where appropriate.

Constitutive model summary and implications

The constitutive model developed in Cole (1995, 2004) and Cole
and Durell (1999, 2001) has elastic, anelastic (viscoelastic) and
viscous components of strain. It quantifies two mechanisms of
anelasticity (dislocation and grain boundary relaxations), and vis-
cous straining occurs by the irrecoverable motion of basal disloca-
tions. The dislocation-based component of anelasticity and the
viscous strain component were formulated using the basal dis-
location drag-controlled mechanism, inspired by the work of
Weertman (1963). The underlying principle of that mechanism
is that basal dislocation velocity (and hence the creep rate due
to dislocations) is controlled by the drag associated with proton
ordering in the stress field of the dislocations. The fundamental
dislocation configuration is that of basal plane pileups against
grain boundaries. As such, its application in its present form
includes the regime of flow with no or very limited microcracking
and pressures below the 20 MPa threshold for a likely shift to a
climb-controlled deformation mechanism (Jones and Chew,
1983). Additionally, while non-basal dislocation processes are of
interest in ice deformation (Chauve and others, 2017), they are
not addressed in the present effort.

The model quantitatively links the dislocation density to the
hysteresis observed during cyclic tension/compression experi-
ments. Consequently, it provides a way to determine the effective
dislocation density of a specimen based on knowledge of its fabric
and its cyclic loading response. This approach has been used to
determine the effective dislocation density prior to creep straining
and it has been applied intermittently during a staged creep test to
track the evolution of the dislocation density as a function of
stress, strain and temperature (Cole and Durell, 1999, 2001).

The above-mentioned anelastic component of strain is time-
dependent but recoverable and as such, gives rise to a relaxation
process that can be quantified with the cyclic loading method.
The reader is referred to Nowick and Berry (1972) for a thorough
explanation of dislocation relaxation processes. Such processes are
characterized in part by a strength δDd which, as described in
Cole (1995), is related to the dislocation density ρ as follows:

dDd = rVb2

K
. (1)

Here, Ω is an orientation factor that determines the average
resolved shear stress on the basal planes from the background
normal stress (Ω = 0.32 for randomly oriented grains), b is the
Burgers vector (4.52 × 10−10 m) and K is the experimentally deter-
mined restoring stress constant (K = 0.07 Pa for polycrystalline ice)
and is evaluated from the location of the relaxation peak at a given
temperature (Cole, 1995). b and K are thus fixed quantities and the

orientation factor Ω is calculated with the knowledge of the crystal-
lographic orientation of the grains and the direction of the applied
stress (Table A1). The dislocation density can be determined using
Eqn (1) once δDd (which controls the maximum amount of anelas-
tic strain that can be achieved by a given mobile dislocation
density) is established from the cyclic loading response.

The viscous strain rate is (Cole and Durell, 2001):

1̇visc = brV1.5b2s
B0

exp −Qglide

kT

( )
. (2)

Here, B0 = 1.205 × 10−9 Pa s is the pre-exponential term in the
dislocation drag expression (Cole, 1995). σ is the background nor-
mal creep stress in Pa. β = 0.3 is a numerical constant based on
laboratory experiments. Qglide is the activation energy for basal
glide (8.8120 × 10−20 J or 0.55 eV) which is the rate controlling
mechanism for viscous straining in the model. T is the tempera-
ture in Kelvin. k is Boltzmann’s constant. For Qglide in J and T in
Kelvin, k = 1.38062 × 10−23 J K−1. As detailed in Cole and Durell
(2001), the dislocation density that evolves during creep straining
is a function of the stress level, temperature and strain (Cole and
Durell, 1999):

r(s, T) = r0 + f0f (1i)
screep

E(T)

( )2

exp −Qr

kT

( )
, (3)

where

f (1i) = exp(1i/10)− exp(−1i/10)
exp(1i/10)+ exp(−1i/10)

. (4)

Here, εi is the creep strain, ε0 is the strain associated with the
inflection point in Eqn (4), evident when plotted logarithmically.
ρ0 is the initial dislocation density and σcreep is the background
normal creep stress. E(T ) is the temperature-dependent
elastic modulus (Cole, 1998). For saline ice, f0 = 4 × 1025 m−2,
Qρ = 7.2098 × 10−20 J (or 0.45 eV) and ε0 = 5 × 10−3. Equation
(3) was derived from experiments on laboratory-prepared saline
ice over a temperature range of −5 to −20°C, for uniaxial com-
pression stresses in the range of 0.29–2.49 MPa and salinity ran-
ging from 3.7 to 8.1 ppt. The model adequately reflects the
behavior of naturally occurring sea ice over those ranges (Cole
and Durell, 2001). Additionally, that work illustrated a tempera-
ture dependence of the dislocation production process similar
to observations in materials other than ice (see Table A2).

The above model applies to ice Ih in general, given due consid-
eration to the microstructure and whether the subject ice is saline
or fresh water. Growth history, ice type and, as demonstrated in
the present work, the prevailing temperature, govern the initial
dislocation density (ρ0) in previously unstrained ice. The above-
cited work arrives at reasonably consistent average values of ρ0
for fresh water (3 × 108 m−2) and sea ice (7.8 × 108 m−2 for
salinity = 5.0 ppt). Cole (2001) reported that ρ0 can vary by one
to two orders of magnitude for laboratory-prepared single crystals.

The basic stress and strain dependencies of the model satisfac-
torily simulate granular freshwater ice as demonstrated in a number
of studies (Cole andDurell, 2001; Cole, 2003, 2004; Song and others,
2006a, 2006b, 2008), given attention to the value of ρ0. On the basis
of the present effort, however, values of f0 = 3 × 1021 m−2 and Qρ =
4.0054 × 10−20 J (or 0.25 eV) in Eqn (3) were found for granular
freshwater ice vs the above noted values for saline ice. As noted in
the section ‘Comments on future work’, it would be desirable to
conduct targeted experiments to further validate these values.

When simulating the constitutive behavior of material that has
undergone prior loading, the value of ρ0 would reflect the asso-
ciated increases in dislocation density. Experimentation and
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analysis (e.g. Cole and Durell, 2001) made it clear that the popu-
lation of dislocations produced during deformation are added to
the population of grown-in or otherwise preexisting dislocations,
hence the form of Eqn (3). In a related matter, although it would
be possible to conduct cyclic experiments under conditions that
would produce dislocations, that has not been done in the body
of work related to the present model development. In fact, care
was taken to demonstrate (see Cole and Durell, 1995) that the cyc-
lic loading conditions employed did not alter the dislocation
density. As a consequence, Eqns (3 and 4) apply only to the
case of constant load creep.

The model derives its overall stress dependence from the prod-
uct of the linear stress dependence in Eqn (2) and the second
power dependence in Eqn (3). As a consequence, the net stress
dependence of the creep rate can vary from linear to the third
power depending on the relative numbers of initial and
stress-induced dislocations. This feature of the model accounts
for the fall-off from n = 3 behavior that is sometimes seen in
laboratory experiments at lower stress levels and inferred from
large-scale ice flow analyses (Pettit and Waddington, 2003;
Pettit and others, 2011). It is likely that variations in specimen
preparation methods and time–temperature histories result in a
significant range in initial dislocation density for laboratory-
prepared specimens, which determines the stress level below
which n < 3 behavior is observed. Model parameter values for
freshwater and sea ice are reported in the Appendix.

The above formulation of the model gives strains or strain rates
as a function of physical properties, environmental conditions
and stress, which lends itself to the analysis of load-controlled
experiments. On the other hand, Heijkoop (2017) and Heijkoop
and others (2018) demonstrated that the model can simulate
strain-controlled experiments on saline ice quite well using an
incremental formulation. That approach numerically determines
stress relaxation due to the model’s anelastic and creep processes
in response to a series of applied strain increments.

To put the overall behavior of the model as a function of strain
in perspective, Eqn (2) produces the strain rate minimum (which
typically occurs at an axial strain of ≈0.01) once the dislocation
density has stabilized and provided that the initial fabric remains
constant. When the anelastic strain terms given in Cole (1995) are
added to the above viscous strain, the result is the decelerating
strain rate generally observed in the primary stage of creep. At
low strains (typically below ≈0.002) and for specimens with low
initial dislocation density, the creep rate can actually increase
slightly before decreasing to the minimum value as a consequence
of dislocation production. Such behavior is clearly evident in the
creep experiments reported by Mellor and Cole (1982, see their
Fig. 9). Straining beyond the creep rate minimum at 0.01 strain
typically produces fabric development and an associated increase
in strain rate into the tertiary creep regime. However, the present
model adequately captures tertiary creep behavior through the
orientation factor Ω, which increases in value as the crystallo-
graphic alignment strengthens. Thus, the creep rate produced
by the model between the creep rate minimum and the tertiary
stage increases in proportion to the higher resolved shear stress
on the basal planes, multiplied by the associated increase in the
dislocation density. Although of great interest, this matter is not
addressed in the present effort.

High-temperature effects on crystalline materials

Dislocation background and the use of cyclic loading and
creep experiments

Experiments on metals, ceramics and naturally occurring mineral
crystals frequently exhibit an increase in internal friction due to

dislocations at high temperatures (Schoeck and others, 1964;
Gadaud and others, 1987; Pezzotti and Ota, 1997;
Castillo-Rodríguez and others, 2016). This phenomenon is
referred to as high temperature background: it increases with tem-
perature and lacks identifying relaxation peaks. It becomes evi-
dent in metallic materials beginning at T/TM above ≈0.5–0.6.
Ice, remarkably, begins to exhibit high temperature behavior
above T/TM≈ 0.97 (where TM is the melting temperature).

Gadaud and others (1987) isolated an internal friction peak
due to dislocations from the high temperature background in
silicon single crystals and demonstrated that the peak ampli-
tude (which varies linearly with the dislocation density)
increased with temperature. Lakki and Schaller (1996) found
similar behavior in internal friction and creep experiments
on three fine-grained ceramic materials. The latter work
found a direct correlation between the increased magnitude
of internal friction with temperature and the increase in
creep rate with temperature. In a study of metallic materials
at high temperatures, Castillo-Rodríguez and others (2016)
used a combination of cyclic loading and creep experiments
to show that both types of experiments give evidence of a com-
mon dislocation-based deformation mechanism and that the
kinetics determined from the cyclic loading experiments
agree closely with the kinetics observed in the creep experi-
ments. Thus, despite the variations in the structure of the
above materials, there is a consistent trend in the dislocation
mechanics underlying high temperature behavior in a variety
of crystalline materials.

In other work, Farla and others (2012) conducted high-
temperature (e.g. T/TM≈ 0.83–0.92) mechanical experiments on
olivine and found that the high temperature dislocation back-
ground prior to straining, as well as the rate of dislocation produc-
tion, increased markedly with proximity to the melting point.
Similarly, Patterson and others (2016) found that dislocation
densities produced during the deformation of single-crystal stron-
tium titanate (SrTiO3) increased substantially with temperature.
Other efforts (e.g. Ryu and others, 2011) take an atomistic
approach to the modeling of dislocation processes, with the con-
sideration of temperature effects on dislocation nucleation rates as
a function of applied stress. These findings are in line with obser-
vations on ice, where the temperature dependence of the disloca-
tion production process is captured through the activation energy
Qρ in Eqn (3).

Thermally induced dislocations vs increasing activation
energy

As noted above, the goal is to establish whether high temperature
effects are due to increases in the dislocation density or the acti-
vation energy of the dislocation glide process. The following
example demonstrates how these two alternative explanations
would be manifest in experimental results. Fundamental to the
following calculations is the concept of time–temperature super-
position. When examined as a function of frequency at a specific
temperature, a temperature-dependent relaxation process of the
type found in ice exhibits a relaxation peak centered at a specific
frequency. The value of that frequency depends on temperature.
Typically, the central frequency of the relaxation peak shifts to
higher values when the temperature increases, and the magnitude
of that shift depends on the activation energy. Analogous behav-
ior ensues if the temperature of the experiments is varied while
the frequency is held constant. This phenomenon provides a
way to use cyclic data to shed light on the activation energy
and address the question of whether or to what extent it changes
over specific temperature ranges.
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Example calculations

The calculations employ the loss compliance (hysteresis loop
width/peak cyclic stress, which is a measure of the dislocation
contribution to straining) as a function of frequency and tempera-
ture under conditions that are dominated by dislocation relax-
ation. As per Cole (1995), the loss compliance is a linear
function of the dislocation density and can be calculated directly
from experimental results for a given frequency, stress level and
temperature. Moreover, it is a useful quantity to examine the
underlying cause of the subject high temperature effects.
Figure 1 illustrates three cases of the cyclic loading response as
temperature increases: (1) no change in either dislocation density
or activation energy (Fig. 1a), (2) the dislocation density increases
by 20% for each temperature increment but the activation energy
remains constant (Fig. 1b) and (3) the dislocation density remains
constant but the activation energy increases by a factor of 2 per
temperature increment (Fig. 1c). The temperatures indicated in
Figure 1 correspond to experimental results presented below.
The values in Figure 1 were calculated from stress–strain curves
generated by the present dislocation-based model. The tempera-
ture effect in Figure 1a is that of basal dislocation glide and
thus reflects actual behavior. The increases in dislocation density
and activation energy reflected in Figures 1b, c are somewhat arbi-
trary but not unrealistic, and were selected for the purposes of
demonstration.

The indicated temperature changes in Figure 1a cause small
shifts of the loss compliance curve to higher frequencies as tem-
perature increases, commensurate with the activation energy for
dislocation glide. Such shifts are one way to assess the activation
energy using frequency domain data. Note that with a constant
dislocation density, the amplitude of the loss compliance peaks
remains constant as temperature increases. When the dislocation
density increases with temperature but the activation energy
remains constant, the amplitude of the loss compliance curves
increases with temperature as evident in Figure 1b. These peaks
also shift slightly to the right as shown in Figure 1a. Markedly dif-
ferent behavior results when the dislocation density remains con-
stant but the activation energy increases as seen in Figure 1c. The
increasing activation energy results in progressively greater shifts
to higher frequencies of the loss compliance curves as temperature
increases while their amplitudes remain constant.

Experimental observations on several ice types

The Appendix includes a description of the experimental meth-
odology for the quasistatic experiments reported below. The ane-
lastic strain model of Cole (1995) provided the means to calculate
an effective dislocation density based on the area (or width) of the
hysteresis loops observed under cyclic loading. The reported
values of the dislocation density were obtained by averaging the
values obtained from the specimen’s response to several stress
levels at a given frequency and temperature.

As noted above, the lack of an adequate number of experimen-
tal results on any one type of ice necessitates an analysis of a com-
bination of saline and freshwater polycrystalline ice and an ice
single crystal. Table 1 lists these specimens and notes the type
of ice, origin of the specimen and test temperatures. Limited
results for certain specimens have appeared in earlier papers as
indicated in the table, but results for temperatures above −10°C
appear here for the first time. Because of the nature of the sup-
porting projects, a number of the higher temperature experiments
were conducted on cores of first-year sea ice. As seen in the table,
the analysis includes results on laboratory-prepared polycrystal-
line freshwater ice and an oriented single crystal.

Figure 2a shows loss compliance vs frequency for the oriented
single crystal (with c-axis forming a 50° angle with the stress axis)
of freshwater ice. Figure 2b shows a similar plot for granular
freshwater ice and Figure 2c plots data from a horizontal field
core of first-year congelation sea ice.

The lines in Figure 2 were calculated using the present
dislocation-based model and use the mobile dislocation density
(ρ0) that corresponding to the observed loss compliance at the
10−3 Hz frequency. Loss compliances at higher frequencies for
each temperature were then calculated using the dislocation dens-
ity thus determined. The table in each figure gives the values of ρ0
for the test temperatures. These experiments did not extend to
sufficiently low frequencies to capture the relaxation peak as
seen in the calculated values in Figure 1. What is clearly evident,
however, is that the model output (lines), which is based on a
constant activation energy and a mobile dislocation density that
increases with temperature captures the basic trends in these

Fig. 1. Illustration of the effects of dislocation density and activation energy on the
loss compliance. (a) Activation energy and dislocation density are constant for all
temperatures. (b) Dislocation density increases by 20% for each temperature increase
and activation energy is constant. (c) Dislocation density is constant and activation
energy increases by a factor of 2 for each temperature increase. Loss compliance
is given in arbitrary units (a.u.) for the purposes of demonstration.
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data with regard to both amplitude and frequency reasonably well.
The alternative explanation for the observed high temperature
behavior (e.g. increasing activation energy near the melting
point) can be tested by applying a frequency shift to the data
points and observing whether the shifted points lie along a master
curve, making some allowance for experimental scatter, or
diverge. This approach was successfully applied in Cole (1995)
to show that the anelastic straining due to dislocations in saline
ice exhibited a constant activation energy for −50≤ T≤−10°C.
That analysis showed that the dislocation density of any given
specimen was relatively constant over the stated temperature
range and the curves for all temperatures converged on a −10°
C master curve when shifted. This operation is performed by
selecting, in this case, a value of the loss compliance that is within
the range of data for each temperature and then shifting all the
points for that temperature such that the reference point falls
on the master curve (−10°C). If there is no change in the magni-
tude of the loss compliance as a function of temperature, the
shifted curves should all fall along the master curve.

Figure 3 presents typical results of the frequency shift opera-
tions conducted on the indicated specimens. It is evident that
the shifted curves generally diverge from each other over the
10−2 to 10−3 Hz order of magnitude where the dislocation contri-
bution becomes very large. The single crystal of freshwater ice in
Figure 3a, for which the individual curves were shifted to lie on
the −10°C master curve at 10−2 Hz, shows a particularly strong
divergence at the lower frequencies. The sea-ice specimen in
Figures 3b, c fared slightly better in that the lower temperatures
tended to fall reasonably well along the master curve but
the warmest temperature deviated substantially. These results
were typical of the available quasistatic cyclic loading data.
Consequently, the inability of the frequency shifted data to fall
on a master curve indicates that the high temperature behavior
is not due to a simple increase in activation energy near the melt-
ing point.

To summarize this section, although the relevant experimental
data are limited, the analysis indicates that a model that (1) allows
the dislocation density to increase with proximity to the melting
point and (2) has a constant activation energy adequately captures
the quasistatic loading response of several ice types. Dislocation
density variations explain the observed amplitude effects and a
constant activation energy explains the temperature-dependent
frequency shifts. As for the alternative of attributing high tem-
perature effects to an increase in activation energy, this analysis
indicates that when a frequency shift was applied to the experi-
mental loss compliance data, they did not convincingly converge
to a master curve, which argues against that explanation for the
high temperature behavior of ice.

Although more extensive experimental results are certainly
called for to solidify the observed trends, the analysis presented
below is based on the reasonable indications that high tempera-
ture effects are caused by temperature dependent increases in
the mobile dislocation density. The following sections analyze
available high temperature experimental results from which the

Table 1. Specimens employed in the analysis

Specimen Ice type Test temperatures (°C) Salinity (ppt) Prior publication

A15B3 Sea-ice core −3, −5, −10 3.2 −10°C data used in Cole and others (1998)
5CLB1 Sea-ice core −3, −5, −7.5, −10 4.4 −10°C data used in Cole and others (1998)
C133AB3 Sea-ice core −3, −5, −10 2.8 −10°C data used in Cole and others (1998)
10JA Granular FW (10 mm grain size) −5, −10 NA NA
SX-250 Single crystal FW −2, −3, −8, −10

−20, −30, −40
NA Apparent activation energy calculated from

these data in Cole (1995)
HOQ2 Columnar FW −3, −5, −8, −10 NA NA

Fig. 2. Loss compliance vs frequency for temperatures and ice types as indicated. All
data (points) were obtained using the uniaxial, zero-mean-stress cyclic loading
method and the lines were generated by the model as discussed in the text. (a)
Single crystal of freshwater ice, (b) laboratory-prepared granular freshwater ice and
(c) a core of first-year sea ice. The sea-ice core had a preferred c-axis direction and
was oriented to maximize the basal plane shear stress.
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mobile dislocation density can be either calculated or deduced
with the goal of developing a relationship between what is here-
after termed the thermally induced dislocation density and tem-
perature. The resulting relationship is incorporated into an
existing dislocation-based constitutive model and validated with
several major sets of creep data in the literature.

Quantifying the thermally induced dislocation density

The ideal dataset for quantifying dislocation density as a function
of temperature would be a consistent set of cyclic loading experi-
ments, conducted on granular ice specimens at closely spaced
temperature intervals between −8 and −0.01°C. Such data

would support the needed dislocation density calculations.
Unfortunately, such data do not exist so it is necessary to resort
to a synthesis of existing quasistatic and dynamic cyclic experi-
mental results which, when combined, cover the desired tempera-
ture range. The following two subsections analyze the results of
quasistatic cyclic loading experiments on several ice types and
the results of dynamic experiments on single crystals, respectively.
Although it would be preferable if these data were all for one ice
type, it is noteworthy that once normalized, the dislocation dens-
ity–temperature relationship for fresh water, saline and single
crystals all display a reasonably consistent trend.

Quasistatic experiments

The dislocation densities determined in the quasistatic experi-
ments as a function of temperature have been normalized to the
value observed at −8°C, with the resulting dimensionless number
being named the dislocation density factor ( fρ). Figure 4 shows
examples of the dislocation density factor vs temperature deter-
mined for sea-ice cores and laboratory-prepared freshwater speci-
mens. The data in Figure 4 are scattered but the general trend for
an increase with temperature is evident statistically.

These results show that the dislocation density increases mod-
estly over the indicated temperatures for all three ice types.
Although the initial dislocation densities vary, there is a thermally
induced increase relative to the initial value in all cases. As noted
above, the maximum temperatures and temperature intervals are
less than ideal but they do provide quantitative information up to
the lower limit of temperature employed in the dynamic experi-
ments considered in the following section.

Dynamic experiments

Hiki and Tamura (1983) used an ultrasonic method to estimate
the dislocation density in pure ice single crystals grown by meth-
ods that produced relatively high or low dislocation densities as
shown in Figure 5a. These experiments showed fluctuations in
the dislocation density up to the range of −0.1 to −0.2°C, but
these fluctuations are overwhelmed by the observed increase by
factors of 7.3 and 5.0 for the high and low dislocation density spe-
cimens, respectively, observed at higher temperatures. These
increases are conservative estimates based on the highest reported
values near melting, but indications in the original paper (as per
the upward pointing arrows reproduced in Fig. 5) suggest that
higher but unspecified values were observed.

Hiki and Tamura (1983) also presented attenuation data (their
Fig. 2) from a single specimen subjected to three warming/cooling
cycles. The combined results of these three cycles are plotted in

Fig. 3. Examples of the frequency shift analysis conducted on (a) an oriented single
crystal of freshwater ice, (b) a sea-ice core shifted to be coincident at 10−1 Hz and
−10°C and (c) data as in (b) but shifted to be coincident at 10−2 Hz and −10°C.

Fig. 4. Dislocation density factor determined from the cyclic loading response of
freshwater and sea-ice specimens.
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Figure 5b. They show the same overall behavior as the other speci-
mens, but lower scatter due to the use of a single specimen makes
the subtleties of the temperature dependence of the attenuation
(which varies linearly with the dislocation density) more clear.
These data show a gradual increase in dislocation density leading
up to the abrupt increase very close to TM. Significantly, this grad-
ual trend for T <−0.5°C is close to the temperature dependence of
the dislocation density found for the quasistatic experiments.

Two observations in particular provide support for the present
modeling effort: (1) the temperature range over which the disloca-
tion density increased by factors of 5.0 and 7.3 in the dynamic
experiments corresponds well to the range over which Glen
(1955) and Morgan (1991) observed nearly an order of magnitude
increase in creep rate, and (2) similar to the quasistatic behavior,
the increase in dislocation density in dynamic experiments scale
relative to the initial value.

The magnitude of the calculated dislocation densities from
Hiki and Tamura (1983) deserve mention since they are higher
than the typical values in the 108 m−2 order of magnitude deter-
mined from the quasistatic experiments as noted in the above
model summary section. The ultrasonic pulse-echo method they
employed involved low amplitude vibrations applied to oriented
single crystals. It is possible that dislocations which contribute
to the dynamic measurements would not be sufficiently mobile
to contribute to the quasistatic response due to pinning or
other restrictions on their motion. It would be preferable to
have quasistatic cyclic data along with creep data over the tem-
perature range of these dynamic experiments. Additionally,
there is precedent for relating dynamic and quasistatic observa-
tions of dislocation behavior in crystalline solids (Gremaud and
Bujard, 1985; Vincent and others, 1987).

Dislocation density factor ( fρ)

Although thermally induced increases in dislocation density at
high temperatures is a recognized phenomenon as discussed in
the section ‘High-temperature effects on crystalline materials’, a
physics-based relationship between the dislocation density and
temperature has not been developed. Moreover, absent experi-
mental observations to support a serious exploration of the spe-
cific physical mechanism(s) responsible for the observed
increase in dislocation density with temperature, the following
analysis adopts an empirical approach to this relationship.
Recognizing the limited data available as of this writing, the rela-
tionships developed here should be reexamined in the future as
additional experimental results and theoretical advancements
become available.

Hiki (1985) reported high temperature increases in dislocation
density for several crystalline substances in addition to ice. An
empirical relationship was presented that scales the dislocation
density with a term that involves (1− T/TM)

−1 where T is the
temperature of interest and TM is the melting point. Although
convenient and simple, there are two problems with such a func-
tion: it does not adequately represent the gradual increase we see
for ice over −8≤ T≤−0.5°C and it has a singularity at TM. The
latter issue is problematic since ice can exist in solid form at
TM. Consequently, the present effort adopts an alternative
approach for the relationship between dislocation density and
temperature that involves three linear segments. Although some-
what awkward, this approach adequately reflects the experimental
observations and has a finite value (albeit one that is subject to
reassessment pending further experimental results) at T = TM.

Given the piece-wise linear appearance of the creep behavior,
the data were analyzed in the ranges of −8≤ T≤−0.5°C,
−0.5≤ T≤−0.05°C and −0.05≤ T≤−0.01°C. The equations for
each of these segments appear in Figure 6. These relationships
have been formulated to produce coincident values at the break-
point temperatures and vary slightly from true best-fit equations
for each segment.

The simplest way to incorporate the subject temperature effects
into the constitutive model is to employ the dislocation density
factor ( fρ), described above. The dynamic data (e.g. Fig. 5)
extended from near melting to ≈−2.5°C and the quasistatic data
extended to a high temperature of −2°C, so there is some overlap
between the two sets. As noted above, the quasistatic data in the
range of −8 to −2°C and the dynamic data in the range of −2.5 to
−0.5°C exhibit a relatively weak dependence of fρ on T (exhibiting
slopes of 0.048 and 0.25, respectively), so the equation for that
range is based on data from both sets. The dynamic values of fρ

Fig. 5. Results of the dynamic experiments reported by Hiki and Tamura (1983).
(a) Values of dislocation density vs temperature from two specimens with dissimilar
initial dislocation densities, digitized from their Figure 9 and (b) digitized values of
attenuation vs temperature for three warming/cooling cycles conducted on a single
specimen, from their Figure 2.

Fig. 6. Dislocation density factor vs temperature employing quasistatic cyclic loading
and dynamic experimental results as indicated. This relationship has been quantified
as three piece-wise linear segments for reasons discussed in the text.
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have been shifted up by a factor of 1.43 to put them in registry
with the quasistatic values.

Defining ρHT as the dislocation density applicable for T >−8°C,
its value is simply the dislocation density determined by Eqn (2)
multiplied by the appropriate value of fρ from Figure 6:

rHT (s, T) = r(s, T)× fr for T . −8 ◦C. (5)

Before validating the model against several creep datasets in
the literature, it is informative to (1) assess published high tem-
perature creep datasets for consistency and (2) compare values
of the dislocation density factor inferred from creep experiments
with those determined directly from the dynamic experiments.

Data considerations for the creep of granular freshwater ice

Reviews of the ice creep literature have been conducted periodic-
ally (e.g. Weertman, 1973, 1983; Budd and Jacka, 1989; Marshall,
2005; Duval and others, 2010) and key datasets are well known.
Where tabulated values of minimum strain rate vs stress were
not available for the following analysis, published figures were
digitized. The latter values are subject to an estimated ±3% digit-
ization error.

In the following sections on uniaxial compression experi-
ments, stress and strain rate are reported as uniaxial compressive
quantities. Values originally reported as octahedral quantities
have been converted to uniaxial values using the relationships
given in the Appendix of Treverrow and others (2012).

High temperature creep observations

Figure 7 plots normalized minimum creep rates as a function of 1/
TK (where TK is temperature in Kelvin) from the indicated sources
in the literature and serves to illustrate the variability in such
observations. To facilitate this comparison, the creep rates have
been normalized to the value observed at T =−5°C when possible.
Where experiments were not conducted at that temperature,
values for the next lower temperature were used. Despite the scat-
ter, these datasets demonstrate a reasonably consistent trend for
greater temperature sensitivity with proximity to TM. Given the
inherent difficulties in conducting experiments close to the melt-
ing point, it is noteworthy that the normalized data of Glen
(1955) over this temperature range coincide quite closely with
those of Morgan (1991). The latter dataset involved a single uni-
axial compressive creep stress of 0.212 MPa applied at closely
spaced temperature intervals over the range of T =−5 to −0.01°C.

It is interesting that the normalized results of Mellor and Testa
(1969) roughly follow the temperature sensitivity seen in the other
datasets despite the fact that their actual strain rates are substan-
tially higher than observed by others.

Dislocation density factors inferred from creep experiments

It is possible to quantify the dislocation density factor as a func-
tion of temperature for the minimum creep rates by dividing the
experimentally observed strain rate at each temperature by the
corresponding value calculated from Eqn (2) as indicated by the
short vertical lines in Figure 8a. Thus, the baseline strain rates
reflect the rather complex temperature dependence of the strain
rate extrapolated through the high temperature regime. The dif-
ferences between those values and the experimentally observed
rates from Morgan (1991) provide a way to quantify the disloca-
tion density factor from quasistatic experiments. The results of
this exercise are shown in Figure 8b, which plots the factor by
which the strain rate increased as a function of temperature.
There is a piece-wise linear character to the temperature depend-
ence of the Morgan (1991) data, with breakpoints at −0.5 and
−0.05°C, which are in surprisingly good agreement with the
results of Hiki and Tamura (1983) shown in Figure 5.

Creep rates for T = −0.02 and −0.01°C

Glen (1955) and Colbeck and Evans (1973) conducted creep
experiments at temperatures of −0.02 and −0.01°C, respectively.
The stress levels in these two datasets overlap at ≈0.1 MPa. The
strain rates at the common stress level agree, as seen in
Figure 9. That plot includes a data point from Morgan (1991)
for T =−0.02°C, which falls in line with the other results.

Fig. 7. Normalized minimum creep rates at high temperatures from sources as indi-
cated. Values have been normalized to the creep rate observed at T =−5°C or some-
what lower in the case of Mellor and Testa (1969).

Fig. 8. Determination of dislocation density factor from creep and dynamic attenu-
ation data. (a) Illustration of the method used to determine the dislocation density
factor from minimum creep rate data. (b) Dislocation density factor inferred from
the minimum creep rate data of Morgan (1991).

8 D.M. Cole



Colbeck and Evans (1973) noted an order of magnitude disagree-
ment between their strain rates and values from a power law rela-
tionship based on Glen’s (1955) results for T =−0.02°C. This
disagreement apparently stems from the fact that the Colbeck
and Evans analysis employed a power law with a fixed stress expo-
nent to represent Glen’s results, and data from the lowest stress
levels in Glen’s dataset were omitted in the calculation of the
power law exponent. When all data from both sources are plotted
together as in Figure 9, the omitted values actually transition quite
well to the lower stress values and a systematic fall-off from power
law behavior is clearly evident.

Variability and misinterpretation of creep and strength data in
the literature

Creep datasets in the literature are not in full agreement with
regard to temperature effects on the minimum creep rate–stress
relationship. Although each dataset is internally consistent inas-
much as the minimum strain rate always increases with tempera-
ture, there are variations in the strain rates observed for a given
temperature. For example, the strain rates from Jacka and
Maccagnan (1984) for T = −10.8 and −17.8°C fall close to the
data of Barnes and others (1971) for T =−14 and −22°C, respect-
ively. Additionally, an examination of results from Jacka and
Mccagnan (1984), Barnes and others (1971) and Steinemann
(1958) for temperatures between −8 and −22°C revealed that
the values for successively lower temperature do not fall in
order. As seen in Figure 7, the minimum creep rates reported
by Russell-Head and Budd (1979) are substantially higher than
the others at their warmest temperature. Since it is difficult to
identify the source of these discrepancies, no attempt is made
to rectify the model to the data of Jacka and Maccagnan (1984)
and Russell-Head and Budd (1979).

The observations of Jones and Brunet (1978) have been cited
in the context of high temperature ice behavior (e.g. Morgan,
1991). Jones and Brunet (1978), however, examined yield behav-
ior rather than minimum creep rate. They conducted constant

strain rate uniaxial compression tests on ice single crystals close
to the melting point and found no increase in temperature sensi-
tivity as the melting point was approached. While yield stress is a
valid metric, it is associated with the onset of massive dislocation
production at relatively low strains. As such, it is not appropriate
to associate the general lack of temperature dependence of the
yield stress to creep behavior.

Model validation

Values of the model parameters appear in the Appendix. The only
quantity that varies among the following calculations is the initial
dislocation density. Those values were estimated on the basis of
the observed strain rate–stress behavior at low stress levels.
Since minimum creep rates for isotropic ice are considered,
Ω = 0.32 for these calculations.

Among the more useful creep datasets in the early ice literature
for model validation are Glen (1955), Steinemann (1958) and
Barnes and others (1971) because they employed temperatures
above −10°C and many stress levels below ≈1 MPa, where the
influence of microcracking and hence power law breakdown is
low or nonexistent. Ramsier’s (1972) noteworthy results on col-
umnar freshwater ice generally involved stress levels in the
power law breakdown range and are thus not considered here.

Figure 10 plots minimum creep rate vs uniaxial compressive
stress from tables in Glen (1955) along with values calculated
with the present model. The agreement is very good for all but
the highest stress levels for T =−0.02°C, which are believed to
be influenced by power law breakdown.

The creep results from Steinemann (1958) were digitized from
graphs and are plotted in Figure 11 along with the associated
values calculated with the present model. The agreement here
is generally good for T =−1.9 and −4.8°C but less so for
T =−11.5 and −22°C. The data points for the intermediate stres-
ses at T =−11.5°C fall somewhat below the model values and like-
wise for the lower two stress levels at −22°C.

Barnes and others (1971) presented an extensive set of uniaxial
compressive creep experiments on granular freshwater ice which
remains highly valued to this day. Since tabulated data were not
available, minimum strain rate vs stress values were digitized
from their Figure 2. These values, along with the results of
Glen (1955) for T = −0.02°C and Colbeck and Evans (1973) for
T =−0.01°C, are plotted in Figure 12. With the exception of the
T =−48°C for which the model values plot somewhat lower
than the experimental values, the model adequately represents
the creep behavior from these three sources. The only model par-
ameter varied for Figure 12 is the initial dislocation density, the
values of which are reported in the Appendix. These initial

Fig. 9. Minimum creep rate vs stress for experiments conducted at −0.01 and −0.02°C
from sources as indicated.

Fig. 10. Minimum creep rate vs stress from Glen (1955) plotted with the model values.
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dislocation densities provide insight regarding the initial state of
the specimens used to generate each dataset. Specifically,
Colbeck and Evans (1973) harvested their specimens from a tem-
perate glacier so they had an extensive deformation history and
evidently a high dislocation density at the start of their experi-
ments. Barnes and others (1971) and Glen (1955), on the other
hand, tested laboratory-prepared specimens and the specimen
preparation method employed by each was very similar. They
used either hoar frost or frozen water droplets as seed grains,
both of which would result in exceeding small grains upon initial
freezing. The specimens were allowed to temper for some time
prior to testing, during which the grain size grew to ∼1–2 mm.
It is virtually certain that this period of grain growth resulted in
very low dislocation densities (e.g. Baker and Gaydosh, 1987),
which in turn explains the persistence of n = 3 behavior to rela-
tively low stresses in the data of Barnes and others (1971).

As noted for the Glen (1955) results, the fact that the data for
T≥−22°C at the highest stress levels in Figure 12 fall above the
model values is attributed to the onset of power law breakdown.

Discussion

The foregoing shows that the increased temperature sensitivity of
the creep rate of ice with proximity to the melting point can be
explained by a thermally induced increase in dislocation density
beginning at −8°C. Since this behavior was shown to be common
to several microstructural types of ice, it would seem to be a fun-
damental characteristic of dislocations in the ice lattice.

What can be inferred from the limited number of high tem-
perature creep experiments available for granular freshwater ice
is that the behavior is a consequence of (1) the high density of
thermally induced dislocations and (2) the mechanism of
stress-induced dislocation multiplication continues to act even
when the overall dislocation density is high. The latter point is
responsible for the emergence of n = 3 behavior even when the
thermally induced dislocation density is very high (e.g. for
the T =−0.02°C creep results of Glen, 1955). In this context,
the power law exponent of n = 1.3 calculated by Colbeck and
Evans (1973) for their high temperature results, falls in a transi-
tional region between n = 1 and n = 3 behavior which is evident
when plotted along with all of Glen’s (1955) data points (see
Fig. 12).

The observation that the stress-induced dislocations scale with
the thermally induced dislocation density might be anticipated on
the basis of slip propagation from grain to grain and an increased
number of active slip planes to accommodate the higher disloca-
tion density. Pileups at grain boundaries generate dislocations in
adjacent grains, so it is reasonable to expect that as the number of
active slip planes increases (due to the presence of the thermally
induced dislocations), the number of sources for stress-induced
dislocations will increase proportionately. It is noteworthy that
the dislocation density factor can be applied when the initial
dislocation density differs from the stress-induced value as per
Eqn (3). This behavior can be understood on the basis of the
observations of Hiki and Tamura (1983) plotted in Figure 5.

Regarding the fall-off from n = 3 behavior at low stresses, there
is a line of thought that it results from assigning minimum strain
rate values before the actual minimum value was achieved. This
was evidently first suggested in Glen (1955) as a possible explan-
ation for the behavior seen in his experiments at low stress levels.
While this explanation could certainly be valid in some cases, the
preponderance of data obtained in the intervening years indicates
that the fall-off is a legitimate feature of ice behavior. It does not
occur in all datasets because of variations in the initial dislocation
density of the specimens (which is a function of their strain his-
tory and/or specimen preparation method). Consequently, the
systematic fall-off from n = 3 at lower stresses seen in results
such as Steinemann’s (1954, 1958) can be accounted for with
an elevated initial dislocation density. Moreover, the experiments
of Cole (2003) clearly demonstrated that the stress level associated
with the fall-off from n = 3 behavior is directly linked to the initial
dislocation density of the specimen. Specimens used in work such
as Barnes and others (1971)−which do not exhibit a systematic
fall-off at their lowest stress levels – would have had a relatively
low initial dislocation density for reasons discussed above. Sea
ice and freshwater ice containing second phase particles (Song
and others, 2008) typically have a much higher grown-in disloca-
tion density than most forms of pure freshwater ice and exhibit a
fall-off from n = 3 behavior at higher stresses than pure freshwater
ice. These findings indicate that understanding dislocation dens-
ities in situ will be a critically important aspect of modeling the
constitutive behavior of ice in general.

An important implication of the Barnes and others (1971)
creep data are that the value of ρ0 determined for those data

Fig. 12. Minimum creep rate vs stress from Barnes and others (1971) along with
results from Glen (1955) for T =−0.02°C and Colbeck and Evans (1973) for
T =−0.01°C.Fig. 11. Minimum creep rate vs stress from Steinemann (1958) with calculations from

the present dislocation-based model.
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are essentially a maximum value. The other datasets examined
showed at least some fall-off from n = 3 behavior at low stresses
which in turn allowed the calculation of a corresponding value
of ρ0. With no evidence of the fall-off in the data of Barnes and
others (1971), it can be stated that the actual value of ρ0 is no
greater than the value reported in Table A3. Owing to the likely
effects of pre-test grain growth in their specimens, the actual
value of ρ0 could be considerably lower. This matter has import-
ant implications with regard to ice-sheet modeling where similar
processes of grain growth occur.

The present model employs explicit deformation mechanisms
which in turn leads to the possibility of a range in both the appar-
ent activation energy and stress dependence depending on tem-
perature, stress state and stress/strain history of the material. It
is particularly important to adequately model these dependencies
given the challenges that the ice mechanics community is cur-
rently facing. While this situation complicates numerical model-
ing efforts, computational capabilities are sufficiently advanced
to allow large-scale ice flow models to incorporate more detailed
constitutive models and track evolving quantities such as fabric
and dislocation density. Given climate change issues dominated
by warming trends, employing a physics-based model that is
valid close to the melting point would clearly improve predictive
capabilities. Similar problems confront the sea-ice mechanics
community. Climate trends in recent decades have resulted in
thinner, warmer sea-ice covers in many areas of the globe and
the validity of empirical models based on data from thicker,
colder sea-ice covers should be carefully examined. Those issues
will be addressed in a subsequent publication.

An important implication of the present effort is that the prob-
lem of modeling the constitutive behavior of ice can be attacked
effectively by quantifying the dislocation density for the condi-
tions of interest. Although validation experiments are always
called for, a dense matrix of experiments to explore the effects
of stress and temperature on creep rate at high temperatures (or
under other conditions of interest) is not required since those
dependencies are known and controlled by the underlying dis-
location mechanism. Moreover, this approach could be applied
to the study of in situ ice behavior as well as in the laboratory.
Such an effort, as outlined in the following section, would entail
experiments on core specimens to profile the dislocation density
of an ice sheet, with the caveat that the measurements would
need to be taken very shortly after harvesting of the cores. This
is not a trivial task, but it would provide the critical link between
the model and in situ behavior.

Comments on future work

Additional experimentation to replicate and expand upon the
results of Morgan (1991) is clearly warranted. Given the positive
indications of the present approach, it would be critical to con-
duct such experiments in a way that supported the calculation
of dislocation density, paying particular attention to high tem-
peratures, low stresses and conditions involving recrystallization.
This would involve the application of cyclic loading or careful
monitoring of the post-test anelastic recovery strain in creep
experiments. With the knowledge of the microstructure, this
assessment requires only the application of a few low amplitude
loading cycles at a frequency in the range of 10−2 to 10−1 Hz.
Experiments of this type, conducted over a range of temperatures,
would also provide information needed to firmly establish the
activation energy associated with dislocation production in fresh-
water ice, which is evidently lower than found for sea ice. The
application of cyclic loads to specimens prior to testing would
shed light on the initial dislocation density which is of interest

because it can have a major impact on the mechanical response
at low stress levels.

Clearly, future experimental efforts should continue to include
detailed microstructural observations given the overriding
importance of crystallographic orientation to understanding the
fundamentals of ice behavior. High temperature experiments to
discern the extent to which variations in creep rate are due to
microstructure, temperature control or naturally occurring fluc-
tuations in dislocation density would be of great use. Due to abid-
ing interest in pressure effects, it would be very informative to
repeat the dynamic experiments of Hiki and Tamura (1983) as
a function of pressure.

Although the application of the model to the case of granular
freshwater ice produces good agreement with laboratory results,
the more important question is how well it simulates in situ
behavior. Qualitatively, the careful thin section work of Faria
and Kipfstuhl (2004) showed remarkably clear basal plane slip
bands in ice taken from Dome Concordia at depths to 1291 m,
the presence of which validates the view that ice flow at depth
is supported by extensive basal dislocation glide. Unfortunately,
the dislocation structure is not stable once stress is removed.
Cole and Durell (2001) demonstrated that recovery processes
reduce the dislocation density measurably within 1 d and by
≈25% within 3 d after unloading. Consequently, archival ice
cores that have been stored for much longer periods are likely
to be of little use in assessing the in situ dislocation density.
Rather, the validation of the model would require experiments
on cores soon after their removal from an ice sheet as described
in the following paragraph.

Interest in ice dynamics rather than climate records has
prompted drilling projects in the areas of active flow (e.g. the
East Greenland Ice-Core Project). Such programs offer an oppor-
tunity to conduct experiments to determine dislocation density as
a function of depth in a deforming ice mass. Ideally, such an effort
would involve cyclic loading experiments on specimens within a
day or so after removal from the ice sheet while maintaining
the in situ temperature. Fabric data, which are routinely obtained
in drilling programs, would be critical to this analysis, but the
time constraints on those observations are not severe provided
that the specimens were stored at a sufficiently low temperature
to arrest recrystallization. In this way, a profile of the dislocation
density could be generated along with the necessary microstruc-
tural information (to include particulate and dissolved contamin-
ant content). This approach would provide critical insight into
how the dislocation density evolves as a function of in situ tem-
perature and pressure as well as recrystallization events.
Moreover, this approach would overcome perhaps the most fun-
damental criticism of laboratory-based studies of ice creep,
which is their inability to replicate in situ strain history.

Summary and conclusions

An analysis of quasistatic and dynamic experiments on ice,
coupled with dislocation-based constitutive modeling, demon-
strated that the increased temperature sensitivity of the creep
properties of ice within a few degrees of the melting point is
due to a thermally induced increase in the dislocation density.
Temperature effects on the dislocation density were found to be
consistent for naturally occurring sea-ice cores, laboratory-
prepared specimens of freshwater single crystals and polycrystals.
This effect was quantified with a temperature-dependent disloca-
tion density factor in an existing dislocation-based constitutive
model. For this initial development, the dislocation density factor
was formulated with piece-wise linear relationships with break-
points at −8, −0.5 and −0.05°C and validated against laboratory
creep experiments in the literature up to T = −0.01°C. Analysis
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suggested that the activation energy associated with dislocation
production in freshwater ice is lower than the experimentally
determined value for sea ice. Additionally, it was deduced from
the creep behavior of ice near the melting point that dislocation
multiplication during deformation increases in proportion to
the thermally induced dislocation density.

The viscous strain component of the model successfully repro-
duced the temperature and stress level effects on the minimum
creep rate found in several major datasets in the literature.

Based on the experimental findings and analysis presented
above, the following conclusions may be drawn:

Thermal effects on anelastic and viscous straining:

(1) High temperature effects on the constitutive behavior of ice
for T≥−8°C are attributable to a thermally induced increase
in the mobile dislocation density.

(2) The experimental results support the use of a temperature-
dependent multiplicative factor ( fρ), to account for the ther-
mally induced increase in mobile dislocation density.

(3) Available data support the use of three piece-wise linear seg-
ments to quantify fρ as a function of temperature for −8≤
T≤−0.01°C.

(4) In the high temperature regime, the stress-induced mobile
dislocation density increases in proportion to the thermally
induced dislocation density.
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Appendix

Background of Eqns (3) and (4)

The experimental data which supported the development of Eqns (3) and (4)
were presented in Cole and Durell (1999 and 2001). The experiments involved
alternating cyclic and creep loading segments and provided a way to quantify
the dislocation density as a function of creep stress, strain and temperature.
Initial dislocation densities were determined by subjecting specimens to load-
ing cycles prior to any creep deformation. With the knowledge of average crys-
tallographic orientation and specified experimental conditions (temperature,
peak stress and cyclic loading frequency), the dislocation density was calcu-
lated from the observed hysteresis loop width or area. Specimens were then
subjected to a series of creep loading/unloading stages under a given creep
stress level and temperature. Since the dislocation density evolves rapidly as
a function of strain, the strain associated with each creep loading section
was such that the accumulated strain for all stages was typically 0.01–0.02,
by which point a terminal state was well established. Load cycles were applied
after each loading stage, which provided a way to calculate the evolution of the
dislocation density as a function of the applied creep stress and viscous strain
for each temperature. Figure A1 shows a typical example of the cyclic loading
portion of these experiments. The increasing area of the hysteresis loops gives
evidence of the increasing dislocation density.

Figure A2 plots the calculated dislocation density as a function of accumu-
lated creep strain for several specimens at T =−20°C for the indicated creep
stress levels. In total, 20 specimens were tested after at least five increments
of creep strain each for a total of over 100 individual data points in stress–
strain/temperature space were generated (all values are tabulated in Cole and
Durell, 2001), and Eqns (3) and (4) were generated by a best-fit statistical ana-
lysis of this dataset.

Details of the cyclic loading methodology

The cyclic loading experiments considered in the present analysis used a
zero-mean-stress (e.g. a sinusoidal tension-compression) waveform applied

in load control by an electro-hydraulic testing system. This method subjects
a single specimen to a great number of experimental conditions (e.g. varying
peak stress level, frequency and temperature) which avoids specimen-to-
specimen variations associated with strain-to-failure experiments. Regarding
the temperature sequence in the experiments presented below, most specimens
were tested initially at −10°C, followed by the lower temperatures in decreasing
order. After the lowest temperature was examined, temperatures above −10°C

Fig. A1. Cyclic loading response after several stages of deformation under a compres-
sive creep stress of 2.45 MPa. Total strain increments were 0.00255, 0.00419, 0.0479
and 0.0043.

Fig. A2. Calculated dislocation density vs accumulated creep strain for four speci-
mens subjected to the staged creep experiments described in the text.

Table A1. Fixed model parameters

Symbol Definition Value

α
b

Relaxation peak width parameter
Polycrystals
Single crystals
Burgers vector

0.54
0.65
4.52 × 10−10 m

K Restoring stress constant
Polycrystals

0.07 Pa

Qglide Single crystals
Activation energy for dislocation glide

0.05 Pa
8.8120 × 10−20 J

Qgb Activation energy for grain boundary sliding 2.11487 × 10−19 J
Qρ Activation energy for dislocation production

Sea ice 7.2098 × 10−20 J
Freshwater icea 4.0054 × 10−20 J

β Scaling factor 0.3
B0 Preexponential in dislocation drag term 1.205 × 10−9 Pa
k Boltzmann’s constant 1.38062 × 10−23 J K−1

f0 Preexponential in dislocation density term
Sea ice 4 × 1025 m−2

Freshwater icea 3 × 1021 m−2

Values from Cole (1995) and Cole and Durell (2001) except where noted.
aValues from the present analysis based on limited information – further study needed.
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were examined in increasing order. Provided that no other loading is applied
to the specimens, the above methodology allows the calculation of dislocation
density as a function of temperature. The anelastic component of the model
described in the text provided a way to determine the dislocation density
from the area of hysteresis loops observed in the cyclic loading experiments.
These experiments typically called for the application of three load cycles at
a given frequency and peak stress level. The reported values of loss compliance
and dislocation density derived from these experiments were based on the
average hysteresis observed for the second and third cycles. This was done
to avoid the transient effects of the first cycle. A typical coefficient of variation
(mean/std dev.) of, for example, the hysteresis loop width averaged for all stress

levels, temperatures and frequencies applied to a specimen is 6.8%. The quan-
tities derived from these measurements are linear functions of the loop width
so they have a similar variability.

These experiments typically involved strains in the 10−4 order of magni-
tude or less and have been shown to impart no discernible changes to the spe-
cimen for frequencies into the 10−4 s−1 order of magnitude (Cole and Durell,
1995). Specimens were either prepared in the laboratory or harvested during
field trips to the Alaskan Arctic (Chukchi Sea near Barrow, AK). The
laboratory-prepared columnar-grained specimens were produced according
to the method described in Cole and Durell (1995), using either fresh water
or saline water as needed. This method produced blocks of columnar-grained
ice with c-axes randomly oriented in the horizontal plane. Horizontal cores
were obtained from these blocks and end caps were applied according to the
method described in Cole and others (1985).

Table A2. Model variables

Symbol Definition Units

ρ Dislocation density m−2

ρ0 Initial dislocation density m−2

Ω Orientation factor NA
σ Uniaxial stress Pa
ε Uniaxial strain NA
1̇visc Viscous uniaxial strain rate s−1

E(T ) Temperature-dependent Young’s modulus Pa
fρ Dislocation density factor NA
T Temperature K

Table A3. Values of ρ0 for various creep datasets from the literature

Source ρ0 Figure
(m−2)

Barnes and others (1971) ≤1 × 106 12
Colbeck and Evans (1973) 1 × 107 12
Glen (1955) 1 × 107 10
Steinemann (1958) 8 × 106 11
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