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ABSTRACT: The ability to estimate the divergence and vorticity of surface ocean velocity

from space is assessed from simulated satellite Doppler scatterometer measurements of surface

currents with a footprint diameter of 5 km across an 1800-km measurement swath. The focus

is on non-internal-wave contributions to surface divergence and vorticity. This is achieved by

simulating Doppler scatterometer measurements of surface currents from a numerical model in

which internal waves are weak because of high dissipation, seasonal cycle forcing and the lack of

tidal forcing. Divergence is much more challenging to estimate than vorticity because the signals

are weaker and restricted to smaller scales. For the measurement noise that was anticipated based

on early engineering studies, a previous analysis by Chelton et al. (2019) was pessimistic about the

ability to estimate surface current divergence with useful spatial and temporal resolutions. That

study therefore considered only the estimation of surface current vorticity. Recent technological

developments and an improved understanding of how the errors inmeasurements of surface currents

depend on the ambient wind speed have concluded that the measurement noise can be substantially

reduced in conditions of wind speed greater than about 6m s−1. For reference, the globally averaged

wind speed over the ocean is 7.4 m s−1. A reassessment of the ability to estimate non-internal-wave

contributions to surface current divergence from Doppler scatterometer data in this study finds that

useful estimates can be obtained in sufficiently high winds. Moreover, the improved measurement

accuracy will also provide significantly higher-resolution estimates of surface current vorticity than

was previously thought.
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1. Introduction26

The advent of Doppler radar scatterometry promises to revolutionize studies of air-sea interaction27

by providing the first satellite observations of surface ocean velocity. These surface current28

measurements will be collocated with measurements of surface vector winds over the global29

ocean. Wind speed and direction will be obtained by conventional scatterometry from the power30

of the radar backscatter measurements from multiple antenna viewing angles (see, for example,31

Section 2 of Chelton and Freilich 2005), but at a Ka-band frequency of 38.5 GHz, compared with32

the Ku-band frequency of 13.4 GHz for the QuikSCAT scatterometer. The higher frequency in33

combination with a larger antenna size (Rodríguez et al. 2019) allows a smaller footprint diameter34

of 5 km, compared with 25 km for QuikSCAT. Analogous to coastal radar systems, surface current35

velocity will be estimated bymeasuring the Doppler shift of the frequency of the radar returns along36

multiple antenna viewing angles (Chapron et al. 2005; Ardhuin et al. 2018; Rodríguez 2018).37

The viability of the technology has been demonstrated from the airborne DopplerScatt instrument38

(Rodríguez et al. 2018) that was designed and built at the NASA Jet Propulsion Laboratory and has39

been used in the field campaigns of the Sub-Mesoscale Ocean Dynamics Experiment (S-MODE)40

(Farrar et al. 2020).41

The future satellite Doppler scatterometer mission that is considered in this study is in the42

early stages of development by NASA and has been given the tentative name ODYSEA (Ocean43

DYnamics and Surface Exchange with the Atmosphere). Following Rodríguez (2018), Chelton44

et al. (2019), Rodríguez et al. (2019), Villas Bôas et al. (2019) and Wineteer et al. (2020),45

it will be referred to here generically by the acronym WaCM (Winds and Currents Mission) that46

succinctly describes what the instrument will measure. While the primary goal of WaCM is to47

measure surface currents and winds, an exciting additional prospect from such a mission is the48

ability to estimate the relative vorticity 𝜁 = 𝜕𝑣/𝜕𝑥−𝜕𝑢/𝜕𝑦 (referred to hereinafter as vorticity) and49

divergence 𝛿 = 𝜕𝑢/𝜕𝑥+𝜕𝑣/𝜕𝑦 of surface currents from horizontal derivatives of the 𝑥 and 𝑦 surface50

velocity components 𝑢 and 𝑣. The capabilities for estimation of surface current vorticity have been51

investigated by Chelton et al. (2019), referred to hereinafter as C19. The goal of this study is to52

extend that analysis to investigate the capabilities for estimation of the surface current divergence53

that is directly related to near-surface vertical velocity and thus has important implications for54
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air-sea exchange of CO2 and other gasses, as well as the supply of nutrients from depth that are55

critical to biological productivity.56

Estimation of derivative quantities poses a challenge because of the amplification of measure-57

ment noise by centered difference approximations of the derivatives (see, for example, appendix58

G.2 of C19 for a detailed propagation-of-error analysis of the noise in vorticity estimated from59

noisy WaCM measurements of surface current velocity). Spatial and/or temporal smoothing will60

be required to reduce the noise sufficiently for the estimates of divergence and vorticity to be sci-61

entifically useful. The degree of smoothing that will be needed depends on the relative magnitudes62

of the signal variability and the measurement errors. For example, a measurement noise standard63

deviation of 0.25 m s−1 that was considered by C19 requires spatial smoothing of the noisy velocity64

fields with a half-power filter cutoff wavelength of at least 50 km to obtain useful instantaneous65

snapshot maps of vorticity in the California Current region (see Fig. 44 of that study). A higher66

noise standard deviation of 0.50 m s−1 requires a spatial smoothing of more than 100 km. The67

spatial resolution can be improved somewhat by averaging temporally (see Fig. 45 of that study),68

but at the costs of reduced temporal resolution and the addition of sampling errors from unresolved69

high-frequency variability.70

Estimation of surface current divergence is much more difficult than estimation of vorticity.71

Because the ocean is quasi-geostrophic on scales larger than the Rossby radius of deformation,72

which is 25–30 km in the California Current region considered in this study (see Fig. 6 of Chelton et73

al. 1998), the currents are nearly non-divergent. It can therefore be anticipated that the resolution74

capability of surface current divergence estimated from noisy WaCM measurements of surface75

velocity will be coarser than that of surface current vorticity. As the most energetic divergence76

signals occur at short submesoscales (see Fig. 2 in section 2 below), the spatial smoothing required77

to reduce the noise also attenuates much of the divergence signals that are of interest. For a78

standard deviation of 0.25 m s−1 for surface velocity measurements, application of the method79

suggested by C19 (and used in this study) to assess resolution capability concluded that WaCM80

measurements would have to be smoothed by more than 200 km to obtain scientifically useful81

estimates of divergence, even in 16-day averages. In most regions of the world ocean, there is82

very little surface current divergence signal on scales this large. Divergence was therefore not83

considered by C19.84
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A recent analysis of simulatedWaCMmeasurements of surface currents byWineteer et al. (2020)85

came to the surprising conclusion that the resolution capability of divergence in the California86

Current region is about 50 km. In part, this is because of improvements in the expected accuracy of87

the surface current measurements as a result of continued technological developments, refinements88

of the retrieval algorithms, and advances in the understanding of how the noise in surface current89

measurements depends on wind speed. In conditions of wind speeds higher than about 6 m s−1,90

which can be compared with the global average wind speed of 7.4 m s−1 (Wentz et al. 1986), it may91

be possible to achieve a measurement noise standard deviation of 0.10 m s−1, at least in the middle92

portion of each of the two measurement swaths that straddle the satellite ground track (see Fig. 293

of Wineteer et al. 2020). Wineteer et al. (2020) speculate that the surprisingly high resolution94

capability for estimates of divergence is likely also attributable to the fact that the numerical95

model used to simulate WaCM data in their analysis includes highly energetic internal waves that96

contribute more than other submesoscale process to surface divergence field. In contrast, the model97

used by C19 to simulate WaCM data was forced by seasonal cycle winds and does not include tidal98

forcing. Internal waves, as well as inertial motions, are therefore weak in that model.99

The improved accuracy of WaCM measurements of surface currents reported by Wineteer et al.100

(2020) has motivated a reassessment of how well surface current divergence, as well as vorticity,101

can be estimated from a future satellite Doppler scatterometer mission. While much remains102

to be learned about internal waves, most applications of WaCM data will likely focus more on103

the surface currents, divergence and vorticity that are associated with other submesoscale and104

mesoscale processes. To investigate the signals that are unrelated to internal waves, the model105

used by C19 to simulate WaCM data is preferable to the model used by Wineteer et al. (2020).106

For applicability to actual future WaCM data, this assumes that internal wave variability can be107

adequately removed from the observations. As most of the internal wave variability that will be108

resolvable in the satellite data appears to be related to internal tides, it may be possible to suppress109

the internal wave signals by temporal averaging of the data. It remains to be determined whether110

the temporal sampling of a given location by WaCM, which consists of somewhat fewer than two111

samples per day in the California Current region considered here (see Fig. 10 in section 6 below),112

is sufficient to suppress the internal tide signals. An alternative approach that may be better is to113

remove the coherent components of internal tides using a deterministic model (e.g., Arbic 2022).114
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The analysis that follows begins with a brief summary in section 2 of the numerical model of115

the California Current System that is used to simulate WaCM data for this study. The statistical116

characteristics of the divergence and vorticity fields computed from the error-free surface velocity117

fields in themodel are also summarized in section 2. The simulatedWaCMmeasurements of surface118

currents are obtained from space-time sampling of the output of themodel assuming ameasurement119

footprint diameter of 5 km across a swath width of 1800 km with a nadir gap of 100 km centered on120

the satellite ground track. We consider only the effects of uncorrelatedmeasurement errors (referred121

to herein interchangeably as measurement noise). The long-wavelength measurement errors that122

are neglected here have comparatively small effect on divergence and vorticity computed from123

WaCM measurements of surface currents because they are attenuated by the spatial high-pass124

filtering of the derivative operator.125

A limitation of the analysis presented here is that the standard deviation of the uncorrelated errors126

in measurements of surface currents is assumed to be equally partitioned between the orthogonal127

along-track and across-track velocity components and to be spatially uniform across the 850-km128

measurement swath on each side of the nadir gap. In reality, the measurement errors will vary129

across the swaths because of limited azimuthal diversity of the multiple antenna viewing angles130

toward the edges of the swaths (see Fig. 13 of Rodríguez 2018). The noise of the along-track131

component of current velocity increases toward the outer edge of each swath, and the noise of132

the across-track component increases toward the inner edges. Because of the simplified modeling133

of measurement errors in this study, the conclusions about the effects of measurement noise on134

estimates of divergence and vorticity computed from simulated noisyWaCMdatamay be somewhat135

optimistic assessments of the resolution capabilities of actual future satellite estimates of divergence136

and vorticity.137

The error characteristics of the ocean surface velocity components, divergence and vorticity138

with the above simplified characterizations of the measurement noise are discussed in section139

3; analytical expressions for the standard deviations and wavenumber spectra of the noise for a140

footprint diameter of 5 km without and with additional spatial smoothing applied are given in141

appendices A and B. The noise of the velocity measurements with the 5-km footprint diameter142

of the simulated pre-processed data considered here is too large for the data to be useful in most143

applications without additional spatial smoothing and likely also temporal smoothing. The effects144
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of spatial smoothing alone on the standard deviations and wavenumber spectral characteristics145

of the residual noise in estimates of surface velocity components, divergence and vorticity are146

summarized in section 3 for simulated pre-processed estimates of current velocity with speed noise147

standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1.148

The procedure followed here to assess the resolution capabilities for estimates of divergence149

and vorticity from noisy satellite observations is summarized in section 4. Estimation of spatially150

smoothed instantaneous estimates of divergence and vorticity within a single measurement swath is151

then considered in section 5. In this case, the mapping errors consist mainly of the residual effects152

of measurement noise after the spatial smoothing. Artifacts can also occur near the swath edges and153

the coastal boundary in the form of sampling errors from edge effects of the spatial smoothing. The154

effects of temporal averaging of multiple swaths of data in an effort to further mitigate the effects155

of measurement noise are considered in section 6. Temporal averaging introduces an additional156

source of sampling errors from the undersampling of temporal variability of the divergence and157

vorticity fields, which evolve rapidly on the small submesoscales at which divergence and vorticity158

are most energetic. Since the analysis presented here is based on simulated data for which the159

error-free divergence and vorticity fields are known, the errors in estimates of divergence and160

vorticity can be partitioned between measurement noise and sampling errors to assess the relative161

importance of each source of error.162

In the example maps of smoothed estimates of divergence and vorticity constructed from sim-163

ulated noisy WaCM data that are presented here, the emphasis is on the case of a speed noise164

standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1 (see Figs. 7, 12, 14, and the bottom panels of Figs. 16165

and 17 below). This noise level was chosen as a tradeoff between the need for high measurement166

accuracy for useful estimates of non-internal-wave contributions to divergence, and the practicality167

of what may be achievable from WaCM. From Fig. 2 of Wineteer et al. (2020), it appears that168

a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1 is feasible over much of the measurement169

swath for conditions of wind speed greater than about 6 m s−1. Ameasurement noise of𝜎𝑠𝑝𝑑 = 0.15170

m s−1 is found to be too high for useful instantaneous snapshot estimates of divergence; a noise of171

𝜎𝑠𝑝𝑑 = 0.05 m s−1 is therefore used for the example maps in Fig. 6 below. On the other hand, it172

may be possible to relax the measurement accuracy requirement in regions where the divergence is173

stronger, larger in scale and more persistent. This is investigated in section 7 from a 31-day average174
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of the divergence field within about 150 km of the California coast. It is shown in Figs. 16 and175

17 below that it may be possible to obtain useful maps of the divergence associated with coastal176

upwelling in this region with a noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.25m s−1 and temporal averages177

over 16 days.178

2. The CCS model179

The numerical model of the California Current System (CCS) used here to simulate WaCM180

measurements of surface ocean velocity is the same model that was used previously for the same181

purpose by C19. Detailed descriptions of the model can be found in Molemaker et al. (2015) and182

section 2 of C19. A brief summary is given here.183

The computational code for the model was the Regional Oceanic Modeling System (ROMS),184

which solves the hydrostatic primitive equations for the velocity, potential temperature and salinity185

with a seawater equation of state. The model was configured for the CCS with open boundary186

conditions as the innermost of a sequence of three nested domains, all of which consisted of187

40 stretched vertical levels with higher resolution near the surface. The largest-scale simulation188

spanned the full Pacific Ocean basin with a grid spacing that varied from 12.5 km at the central189

latitude of the model to 8.5 km at the northern and southern extremes near 55◦N and 40◦S.190

The model for the inner domain that is used for this study had a grid spacing of 0.5 km on a191

grid that was rotated by a polar angle of 24◦ so that the orthogonal 𝑥 and 𝑦 axes were aligned192

approximately across-shore and alongshore, respectively. The domain spans 600 km in the across-193

shore dimension and 900 km in the alongshore dimension, extending from Point Conception in the194

south to approximately the California/Oregon border in the north. For the analysis presented in195

this study, we consider only the 31-day time period from day 141 to day 171, which corresponds196

to 21 May through 20 June during which submesoscale variability is fully developed in the CCS197

region. The model output during this time period was subsampled at intervals of 0.5 days.198

It is noteworthy that the ROMS model is based on a terrain-following vertical grid. The CCS199

model used in this study has 40 levels, regardless of the water depth. The depth of the uppermost200

level thus decreases by more than a factor of 10 from O(10) m in deep water to O(1) m over the201

continental shelf, which has a width of about 50 km in the CCS region considered here. The202

potentially important issue of how the geographical variation of the thickness of the upper level203
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affects the interpretation of the upper-level velocity as “surface velocity" is not not addressed in204

this study.205

Themodelwas forced by the seasonal cycle ofwind stress based on the ScatterometerClimatology206

of OceanWinds (Risien and Chelton 2008), and seasonal cycles of heat and freshwater fluxes from207

the Comprehensive Ocean-Atmosphere Data Set (Da Silva et al. 1994). Because high-frequency208

variability is not included in the forcing, inertial motions are poorly represented in the model. In209

addition, the model had high dissipation and did not include ocean tidal forcing. Internal gravity210

waves are therefore much weaker in the model than in the real ocean. For the purpose of this study,211

which is interested only in the non-internal-wave contributions to the divergence and vorticity of212

surface currents, the weak internal wave energy is advantageous. The applicability of the results213

to actual WaCM data will require removal of the internal wave signals. The question of how that214

can be achieved in practice is not addressed here.215

A representative map of the early summertime speed of surface currents in the CCS region is216

shown in Fig. 1a. The ribbon of fast surface flow that separates from the near-coastal region at217

Cape Blanco just north of the model domain is the meandering equatorward California Current.218

Submesoscale variability is highly energetic within and inshore of the core of the current. While219

submesoscale variability also exists in the offshore region, the variability becomes more dominated220

by mesoscale features.221

Vorticity and divergence were computed from the gridded fields of the 𝑢 and 𝑣 components of231

surface ocean velocity by approximating the derivatives using 3-point centered differences on the232

0.5 km × 0.5 km model grid. The resulting estimates of vorticity and divergence normalized by233

the local Coriolis parameter 𝑓 at each grid point are shown in Figs. 1b and c, respectively. Note234

the smaller dynamic range of the color bar for the divergence map, indicative of the weaker signals235

in divergence compared with vorticity. The rich submesoscale variability is much more apparent236

in both vorticity and divergence than in ocean velocity because of the spatial high-pass filtering237

operation of the centered difference approximation of the derivatives that emphasizes small-scale238

features.239

The scale dependences of the vorticity and divergence are quantified in Figs. 2a and b, which246

show the probability distributions of each variable determined by isotropic smoothing of the maps247

in the upper panels of Figs. 1b and c using a Parzen smoother (see appendix A of C19) with248
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Fig. 1. Representative summertime snapshot maps from the ROMS model of the CCS on 5 June at the full 0.5

km × 0.5 km grid resolution of the model: Column (a) the speed of the total surface velocity; Column (b) the

normalized vorticity 𝜁/ 𝑓 computed from the surface velocity, where 𝑓 is the local Coriolis parameter at each grid

point; and Column (c) the normalized divergence 𝛿/ 𝑓 computed from the surface velocity. The bottom panels

are enlargements of the region delineated by the box in each of the top panels. For reference, a divergence of

𝛿/ 𝑓 = 0.3 at the central latitude 37◦N of the model corresponds to a vertical velocity of about 11.4 m day−1 when

integrated to a depth of 5 m. The 𝑥, 𝑦 coordinate system of the model is rotated by a polar angle of 24◦ relative

to longitude-latitude coordinates. An unrotated map of the model domain in longitude-latitude coordinates is

shown in Fig. 9 below.
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Fig. 2. The scale dependences of selected percentage points symmetric about the median (i.e., the 50th

percentile point) in the distributions of (a) normalized vorticity 𝜁/ 𝑓 ; and (b) normalized divergence 𝛿/ 𝑓 as

functions of half-power filter cutoff wavelength. The standard deviations of 𝜁/ 𝑓 and 𝛿/ 𝑓 and their ratio (dashed

line) are shown in (c). For all panels, 𝜁 and 𝛿 were computed from error-free model fields of surface velocity at

the full 0.5 km× 0.5 km grid resolution of the model after smoothing with the half-power filter cutoff wavelengths

indicated along the abscissa.
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successively longer half-power filter cutoff wavelengths from 0 to 150 km. To avoid problems249

with edge effects of the smoothing, the areas of the CCS model grid within 50 km of the northern,250

western and southern boundaries were excluded from the calculations of the percentage points of251

the distributions. The distributions of both variables are asymmetric at small scales; divergence252

is skewed toward negative values (convergence) and the vorticity is skewed toward positive values253

(cyclonic variability).254

The dynamic range of the ordinate for the distribution of divergence in Fig. 2b is smaller by about255

a factor of 3 than the ordinate for the distribution of vorticity in Fig. 2a. In addition to divergence256

being much smaller in magnitude than vorticity on all scales, it decreases in magnitude much more257

quickly with increasing scale. This is consistent with the strong tendency for ocean currents to258

be quasi-geostrophic on the larger scales. The relative magnitudes of divergence and vorticity are259

characterized in Fig. 2c by their standard deviations as a function of spatial scale. The ratio of the260

standard deviations of vorticity to divergence shown by the dashed line is about 3 at the smallest261

scales resolvable by the 0.5 km × 5 km grid and increases monotonically to about 17 at the largest262

scale of 150 km considered in Fig. 2.263

3. The error characteristics of velocity, divergence and vorticity264

To simulate WaCM data, the 0.5 km × 0.5 km output of the CCS model summarized in section 2265

was smoothed isotropically with a half-power filter cutoffwavelength of 10 km. This yields velocity266

estimates with a footprint diameter of 5 km (see appendix B of C19). The 10-km smoothed velocity267

fields from the model were then subsampled within two parallel measurement swaths in simulated268

overpasses of WaCM. Each of the two swaths had a width of 850 km and were separated by a269

100-km gap centered on the satellite ground track, thus resulting in a full span of 1800 km. It was270

assumed that the speed noise is equally partitioned between the 𝑢 and 𝑣 components. The standard271

deviation of the noise in each velocity component is then272

𝜎𝑢,𝑣 =
𝜎𝑠𝑝𝑑√
2
. (1)

For the case of a speed measurement noise of 𝜎𝑠𝑝𝑑 = 0.25 m s−1, for example, the noise of each273

velocity component is 𝜎𝑢,𝑣 = 0.177 m s−1. Gaussian distributed random errors were added to274
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the 10-km smoothed values of each velocity component with spatially homogeneous speed noise275

standard deviations 𝜎𝑠𝑝𝑑 ranging from 0.05 m s−1 to 0.50 m s−1 in increments of 0.05 m s−1.276

As discussed in the introduction, the noise in WaCM measurements of each velocity component277

will vary in different ways across the measurement swaths. The simplified assumptions of a278

spatially homogeneous noise standard deviation and equal partitioning of the measurement errors279

between 𝑢 and 𝑣 that are assumed here imply that the resolution capabilities inferred for divergence280

and vorticity from the analysis in sections 5–7 is likely optimistic, especially toward the inner and281

outer edges of the swaths where the assumption of equal partitioning of the velocity component282

errors becomes progressively less valid. The analysis presented here nonetheless provides a useful283

understanding of the effects of velocity measurement noise on estimates of divergence and vorticity284

obtained from WaCM data.285

Analytical expressions for the standard deviations of the noise in WaCM estimates of divergence286

and vorticity are given in appendix A. For a speed noise standard deviation of𝜎𝑠𝑝𝑑 = 0.25m s−1, for287

example, it is shown that the noise in divergence and vorticity is 1.22 𝑓37◦N, where 𝑓37◦N = 8.8×10−5288

s−1 is the Coriolis parameter at the center latitude of the CCS model considered here. With errors289

this large, applications of vorticity and divergence estimated from WaCM data with a footprint290

diameter of 5 km will clearly require additional smoothing to reduce the effects of measurement291

errors.292

To facilitate the discussion that follows, the simulated WaCM measurements of current velocity293

with the footprint diameter of 5 km that will be obtained in pre-processing onboard the satellite294

by isotropic smoothing of the raw data with a half-power filter cutoff wavelength of 10 km will be295

referred to hereinafter as “unsmoothed" in order to distinguish them from the velocity fields that296

will obtained in ground-based post-processing by applying additional smoothing to the data.297

The dependence of the standard deviation 𝜎𝑢,𝑣 of the residual noise in the velocity component305

fields after smoothing in post-processingwas determined empirically by generating simulated fields306

of uncorrelated velocity component noise on the CCSmodel grid and smoothing isotropically using307

Parzen smoothers with half-power filter cutoff wavelengths ranging from 𝜆𝑐 = 10 to 150 km. The308

results are shown in Fig. 3a for the cases of unsmoothed velocity component noise (1) with speed309

standard deviations of𝜎𝑠𝑝𝑑 = 0.50 , 0.25 and 0.10m s−1 (thick, medium and thin lines, respectively).310
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Fig. 3. The standard deviations of residual noise as functions of half-power filter cutoff wavelength 𝜆𝑐 for

isotropic 2-dimensional smoothing of simulated WaCM data using Parzen smoothers for the cases of speed noise

standard deviations of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 (thick, medium and thin lines, respectively): a) velocity

component estimates; b) divergence and vorticity computed from the velocity components on a 5 km × 5 km grid

and normalized by the Coriolis parameter 𝑓37◦N = 8.8× 10−5 s−1 at the center latitude 37◦N of the CCS model

domain; and c) divergence and vorticity computed from the velocity components on an oversampled 1 km × 1

km grid and normalized by 𝑓37◦N.
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It can be seen from Fig. 3a that 𝜎𝑢,𝑣 has a 𝜆−1𝑐 dependence on the filter cutoff wavelength.311

This dependence can be derived analytically from Eq. (D.5a) in appendix D of C19 that shows312

that the residual noise variance 𝜎2𝑢,𝑣 of smoothed velocity component fields is proportional to313

the variance 𝜎2𝑢,𝑣 of the unsmoothed velocity components with a proportionality constant 𝛼 that314

depends according to Eq. (D.5b) on the filter transfer function of the particular choice of smoother315

applied to the data. For isotropic smoothing with the Parzen smoother used here, 𝛼 is given by Eq.316

(D.14c) of C19, which can be expressed in the form 𝛼 = 4𝑑2𝜆−2𝑐 , where 𝑑 = 5 km is the footprint317

diameter of the pre-processed WaCM measurements of surface currents. The proportionality318

constant is similar for other smoothing algorithms if the parameters of the smoother are chosen to319

give the same filter cutoff wavelength 𝜆𝑐. For any choice of smoothing, the standard deviation of320

the residual noise after smoothing is thus given approximately by321

𝜎𝑢,𝑣 = 10𝜎𝑢,𝑣𝜆
−1
𝑐 =

10𝜎𝑠𝑝𝑑√
2

𝜆−1𝑐 . (2)
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For the cases of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 shown in Fig. 3a, (2) becomes 𝜎𝑢,𝑣 = 3.54𝜆−1𝑐 ,322

1.77𝜆−1𝑐 and 0.708𝜆−1𝑐 , respectively. These analytical solutions are indistinguishable from the323

residual noise standard deviations in Fig. 3a that were computed empirically from the simulated324

noise fields.325

For the footprint diameter of 5 km assumed here for the pre-processed estimates of current326

velocity, the noise in the velocity component estimates is uncorrelated on a 5 km × 5 km sample327

grid (see appendix B of C19). It is advantageous to oversample the velocity estimates on a 1 km328

× 1 km grid because the wavenumber filter response function of the 3-point centered difference329

approximations of derivatives retains more of the high-wavenumber variability in the vorticity and330

divergence signals (see appendix H of C19). This becomes more and more advantageous with331

decreasing noise standard deviation 𝜎𝑠𝑝𝑑 . For the analysis presented here, it is assumed that the332

WaCM data will be available on a 1 km × 1 km grid.333

The dependence of the standard deviations 𝜎𝜁, 𝛿 of unsmoothed divergence and vorticity noise334

depends on the grid spacing of the estimates according to (A2) and (A5). The standard deviations335

𝜎𝜁, 𝛿 of the smoothed fields likewise also depend on the grid spacing of the estimates. The336

dependences of 𝜎𝜁, 𝛿 on the filter cutoff wavelength 𝜆𝑐 are shown normalized by 𝑓37◦N for grid337

spacings of 5 km and 1 km in Figs. 3b and c, respectively, for the cases of unsmoothed velocity338

component noise (1) with speed standard deviations of 𝜎𝑠𝑝𝑑 = 0.50 , 0.25 and 0.10 m s−1. The339

decreases with increased smoothing can be very closely approximated by power-law dependences340

on 𝜆𝑐 of the form341

𝜎𝜁, 𝛿

𝑓37◦N
= �̂�𝜆−2𝑐 . (3)

For latitudes other than 37◦N, the value of the normalized standard deviations of the residual errors342

shown in Figs. 3b and c must be multiplied by ( 𝑓37◦N/ 𝑓 ), where 𝑓 is the Coriolis parameter at the343

latitude of interest.344

The coefficient �̂� in (3) depends on the speed noise standard deviation 𝜎𝑠𝑝𝑑 of the unsmoothed345

measurement noise and the grid spacing of the divergence and vorticity estimates. For the case346

of 𝜎𝑠𝑝𝑑 = 0.50 m s−1 on the oversampled grid spacing of 1 km (the thick line in Fig. 3c), the347

regression estimate of �̂� for wavelengths longer than 25 km is 294.6 km3. This coefficient scales348

proportionally with 𝜎𝑠𝑝𝑑 and thus decreases to 147.3 and 58.92 km3 for 𝜎𝑠𝑝𝑑 = 0.25 and 0.10 m349

s−1, respectively (the medium and thin lines in Fig. 3c).350
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Commensurate with the differences between (A7) and (A4), the coefficient �̂� for smoothed351

divergence and vorticity noise on a 5-km grid that is shown in Fig. 3b is a factor of 3 smaller352

than its counterpart for the oversampled 1-km grid shown in Fig. 3c. It should be noted that the353

regression estimates do not fit the empirically computed standard deviations 𝜎𝜁, 𝛿 in Fig. 3 quite354

as well at wavelengths shorter than about 25 km because of the double smoothing of the noise.355

The contribution of the smoothing of the raw data with a filter cutoff wavelength of 10 km in the356

pre-processing to simulate measurements with a footprint diameter of 5 km decreases rapidly in357

importance compared with the application of additional smoothing in post-processing, becoming358

negligible for filter cutoff wavelengths 𝜆𝑐 larger than 20 km.359

Analytical expressions for the wavenumber spectra of the noise inWaCM estimates of divergence360

and vorticity are given in appendix B. For the case of a uniform 1 km × 1 km grid spacing and361

equal partitioning (1) of the measurement noise between the 𝑢 and 𝑣 components, the wavenumber362

spectra of the noise in divergence and vorticity are exactly the same. The resulting analytical363

expression is shown by the green lines in the top panels of Fig. 4 for measurement noise with speed364

standard deviations of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 (left to right). The somewhat noisy pair365

of blue lines in each panel are the spectra of divergence and vorticity noise computed empirically366

from the simulated fields of WaCM measurement noise. The two empirical noise spectra and the367

analytical spectrum in each panel are difficult to distinguish, thus validating the analytical solutions368

(B1) and (B3) for the noise spectrum.369

For comparison, the signal spectra of divergence and vorticity from the CCS model smoothed383

10 km to simulate error-free WaCM data with a footprint diameter of 5 km are shown in the top384

three panels of Fig. 4 by the thick and thin red lines, respectively, which are the same in all three385

panels. The spectra computed from the 0.5 km × 0.5 km gridded output of the model without386

10-km smoothing are shown by the black lines in the upper left panel of Fig. 4. The spectra of387

the vorticity signals are redder (more dominated by low frequencies) than those of the divergence388

signals, and are much more energetic over all frequencies. At all wavenumbers, the noise spectra389

are more than an order of magnitude more energetic than the vorticity signal spectrum, and more390

than two orders of magnitude more energetic than the divergence signal spectrum. This again391

underscores the need for additional smoothing of theWaCM data in ground-based post-processing.392

16



Analytical expressions are also given in appendix B for the wavenumber spectra of the noise393

in smoothed divergence and vorticity computed from smoothed velocity component errors. The394

spectra of noise in divergence and vorticity are again the same for smoothed fields for the uniform395

grid spacing and equal partitioning of themeasurement noise between the two components assumed396

here. The resulting analytical expression is shown by the green lines in the bottom nine panels of397

Fig. 4 for speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 (left to right) and398

half-power filter cutoff wavelengths of 𝜆𝑐 = 50, 100 and 150 km (second, third and fourth rows,399

respectively). The somewhat noisy pair of blue lines in each panel are the spectra of smoothed400
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Fig. 4. Along-track wavenumber spectra of the noise of divergence and vorticity computed from velocity

measurement noise with speed standard deviations of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 (left to right). The green

lines are the analytical solutions for the noise spectra (see appendix B) and the two blue lines in each panel are

the noise spectra computed empirically from simulated fields of divergence and vorticity noise computed from

velocity component noise. The panels in the top row are for “unsmoothed" simulatedWaCM data with a footprint

diameter of 5 km, which are computed in onboard pre-processing by smoothing the raw data with a half-power

filter cutoff wavelength of 10 km. The panels in each of the lower three rows are for data smoothed isotropically

in post-processing using a Parzen smoother with half-power filter cutoff wavelengths of 𝜆𝑐 = 50, 100 and 150 km

(second, third and fourth rows, respectively). The red lines are the divergence and vorticity signal spectra (thick

and thin lines, respectively, which are the same in all three panels in each row) smoothed in the same manner

as the noise. The black lines in the top left panel are the divergence and vorticity signal spectra computed from

the CCS model on the 0.5 km × 0.5 km model grid without the 10-km smoothing in simulated pre-processing to

achieve a footprint diameter of 5 km.
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divergence and vorticity noise computed empirically from the simulated fields of smoothedWaCM401

measurement noise. The two empirical noise spectra and the analytical spectrum in each panel are402

again difficult to distinguish, thus validating the analytical solutions (B4) and (B5) for the spectra403

of smoothed noise.404

The signal spectra of divergence and vorticity from the CCSmodel smoothed with the same filter405

cutoff wavelength 𝜆𝑐 as the noise are shown in Fig. 4 by the thick and thin red lines, respectively.406

For all three choices of measurement noise standard deviation 𝜎𝑠𝑝𝑑 and all three filter cutoff407

wavelengths 𝜆𝑐, the spectra of smoothed vorticity exceed the noise spectra, albeit barely for the408

case of large measurement noise 𝜎𝑠𝑝𝑑 = 0.50 m s−1 and small spatial smoothing with 𝜆𝑐 = 50 km.409

For divergence, however, the smoothed signal spectrum only exceeds the noise spectrum for the410

case of a small measurement noise of 𝜎𝑠𝑝𝑑 = 0.10m s−1 and large spatial smoothing with 𝜆𝑐 = 150411

km. Estimation of divergence with the magnitudes represented in the CCS model used here will412

clearly be a major challenge for Doppler scatterometry.413

4. The procedure for assessing resolution capability414

The procedure followed in this study to assess the resolution capability of divergence and vorticity415

fields estimated from noisyWaCM data is described in detail in section 5 of C19. A brief summary416
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is given here. The approach taken is to determine from simulated data how much smoothing417

is required to achieve a specified signal-to-noise ratio (S/N) that is determined from the spatial418

standard deviations of the residual error-free signals and the residual errors after smoothing. For419

the case of spatial smoothing alone in the instantaneous snapshots of noisy fields that are considered420

in section 5, the errors consist almost entirely of measurement noise. If the smoothing includes421

temporal averaging as in sections 6 and 7, the total error also includes errors that arise from422

the limited swath width of WaCM measurements and by the fact that the discrete and irregular423

temporal sampling does not fully resolve the rapidly evolving submesoscale signals at a given424

location. These sampling errors would occur even if the measurements themselves were error-free.425

The smoothing applied to noisy estimates of a variable in order to attenuate the effects of426

measurement and sampling errors also attenuates the signals that are of interest. The error variance427

generally decreases more rapidly than the signal variance, albeit less so for divergence than for428

vorticity because divergence is less energetic and more dominated by small-scale variability. The429

resolution capability is defined here to be the half-power filter cutoff wavelength 𝜆𝑐 above which430

the S/N standard deviation ratios 𝛾 exceed a specified threshold.431

The choice of the threshold value of 𝛾 for defining resolution capability is inevitably subjective.432

S/N standard deviation ratios of 1.00, 2.00 and 3.16 (corresponding to variance ratios of 1, 4 and 10)433

were considered by C19. From visual inspection of example noisy fields with these three choices434

of 𝛾 (see Fig. 16 of C19), C19 advocate the use of a threshold criterion of 𝛾 = 3.16, arguing that435

a smaller value of 𝛾 = 2.00 is insufficient to distinguish the signal from the errors unambiguously.436

This can also be seen from Figs. 6 and 7 below.437

It is shown in section 5 of C19 that values of 𝛾 = 3.16 and 2.00 correspond to correlations of 0.95438

and 0.89, respectively, between the smoothed error-free field and the smoothed field constructed439

from simulated observations with measurement noise and sampling errors. The choice of 𝛾 = 3.16440

may seem overly conservative to some readers. The resolution capabilities for WaCM estimates of441

divergence and vorticity that are presented in sections 5–7 are shown in Fig. 8 below for threshold442

ratios 𝛾 of 3.16 and 2.00 to allow user discretion in the choice of the threshold criterion for 𝛾.443
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5. The effects of measurement noise in instantaneous snapshots444

The resolution capabilities of snapshots of divergence and vorticity computed from WaCM data445

are considered in this section by determining the S/N standard deviation ratio 𝛾 after applying446

isotropic 2-dimensional spatial smoothing to simulated measurements within one of the two 850-447

km measurement swaths for a single ascending overpass of the CCS model domain (see the left448

panel of Fig. 9 below). The errors in the smoothed fields constructed in this manner consist449

predominantly of measurement noise. However, sampling errors cannot be totally avoided because450

of artifacts that can occur in smoothed estimates of divergence and vorticity near the edges of the451

measurement swaths and coastline. These edge effects arise from incomplete data within the span452

of the 2-dimensional smoother. Technically, estimates at locations within half the smoothing span453

of a swath edge or coastline are imperfect. In practice, useful estimates can be obtained much454

closer than this to a swath edge or coastline. This is because smoothers weight the data near the455

estimation location much more heavily than the data near the outer edge of the smoother. It is456

shown in section 5 of Chelton et al. (2022) that 98% of the weighting of the Parzen smoother that is457

used throughout this study lies within a radial distance of 𝜆𝑐/3 from the estimation location, where458

𝜆𝑐 is the half-power filter cutoff wavelength of the smoother. For the case of 𝜆𝑐 = 100 km, for459

example, edge effects are usually a concern only within 25 or 30 km of the swath edge or coastline.460

The analysis in this section is based on simulated WaCM measurements of surface current470

velocity with a footprint diameter of 5 km on an oversampled 1-km grid. Uncorrelated noise471

equally partitioned between the 𝑢 and 𝑣 components was added to the velocity estimates obtained472

from themodel. For each choice of the speed noise standard deviation𝜎𝑠𝑝𝑑 that was considered, the473

resolution capabilities for divergence and vorticity were assessed from the S/N standard deviation474

ratios by applying the same smoothing to the error-free and noisy fields for half-power filter cutoff475

wavelengths ranging from 𝜆𝑐 = 10 km to 200 km. The results are shown in Fig. 5 for 𝜎𝑠𝑝𝑑 = 0.25,476

0.15 and 0.05 m s−1.477

The challenge for estimation of divergence is readily apparent from the fact that the S/N standard486

deviation ratios for the cases of 𝜎𝑠𝑝𝑑 = 0.25 or 0.15 m s−1 in the top and middle panels of Fig. 5 do487

not even reach the liberal threshold criterion of 𝛾 = 2.00 for the range of filter cutoff wavelengths488

shown in the graphs. For a measurement noise of 𝜎𝑠𝑝𝑑 = 0.05m s−1, which seems highly optimistic489

for Doppler scatterometry, the resolution capabilities for divergence based on threshold criteria490
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Fig. 5. The scale dependences of the ratios of the standard deviations of smoothed signal and errors for a

snapshot of the full CCS region for WaCM estimates of instantaneous divergence and vorticity (thick and thin

lines, respectively) after isotropic 2-dimensional smoothing using Parzen smoothers with the half-power filter

cutoff wavelengths indicated along the abscissas for speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and

0.05 m s−1 (top to bottom). The gray areas correspond to S/N standard deviation ratios lower than 3.16. The

horizontal dashed line in each panel corresponds to S/N=2.00. The vertical dashed lines indicate the filter cutoff

wavelengths at which the S/N ratios are 2.00 and 3.16. The resolution capabilities for divergence estimates with

speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 are coarser than the maximum value of 200 km

on the abscissas.
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of 𝛾 = 3.16 and 2.00 are about 𝜆𝑐 = 145 and 100 km, respectively. Smoothed maps of noisy and491

error-free estimates of divergence for a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.05 m s−1 are492

shown in Fig. 6 for these two choices of 𝜆𝑐. In the upper left panel of Fig. 6 for which 𝛾 = 2.00,493

there are many small-scale features that are artifacts of noise but could easily be mistaken for494

small-scale eddies. There are far fewer such features in the bottom left panel for which 𝛾 = 3.16.495

In the discussion that follows, the resolution capability will be defined as in C19 by the threshold496

criterion of 𝛾 = 3.16.497

The existence of edge effects is readily apparent near the upper left corner of the maps in the left498

and right columns of Fig. 6. The black triangular area at the upper left corner is part of the nadir499

gap between the two parallel 850-km measurement swaths (see Fig. 9 below). Not surprisingly,500

these edge effects do not extend as far into the measurement swath for the 100-km smoothing in501

the top panels as for the 145-km smoothing in the bottom panels. In the case of the latter, the edge502

effects appear visually to be restricted to the area within about 40 km of the swath edge. This is503

consistent with the discussion above of the concentration of 98% of the weighting function of the504

Parzen smoother within a distance of about 𝜆𝑐/3 of the estimation location. Although not visually505

apparent, some of the divergence field near the coastline is likely also contaminated to some degree506

by edge effects for the 145-km smoothing applied in the bottom panels of Fig. 6.507

It is much easier to estimate vorticity than divergence from WaCM data. Moreover, estimates of513

vorticity aremuch less sensitive tomeasurement noise thanwas the case for estimates of divergence.514

As shown in Fig. 5, the resolution capability according to the threshold criterion of 𝛾 = 3.16 is515

about 75 km for𝜎𝑠𝑝𝑑 = 0.25m s−1 and improves to about 50 km for𝜎𝑠𝑝𝑑 = 0.15m s−1 and 20 km for516
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Fig. 6. Representative snapshot maps of noisy (left panels) and error-free (middle panels) divergence and

the associated errors (right panels) computed from simulated WaCM measurements of surface velocity with

a highly optimistic speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.05 m s−1 that is required for useful snapshot

estimates of divergence. The signal and noise were smoothed using Parzen smoothers with half-power filter

cutoff wavelengths of 𝜆𝑐 = 100 and 145 km (top and bottom, respectively), which correspond to S/N standard

deviation ratios of approximately 2.00 and 3.16 (see Fig. 5c). For reference, a divergence of 𝛿/ 𝑓 = 0.02 at the

central latitude 37◦N of the model corresponds to a vertical velocity of about 0.76 m day−1 when integrated to a

depth of 5 m.
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𝜎𝑠𝑝𝑑 = 0.05 m s−1. A noise of 𝜎𝑠𝑝𝑑 = 0.05 m s−1 seems unrealistically optimistic, except possibly517

in very high-wind conditions (see Fig. 2 of Wineteer et al. 2020). Maps for a more realistic goal518

of 𝜎𝑠𝑝𝑑 = 0.15 m s−1 are shown in Fig. 7 for the filter cutoff wavelengths of 35 and 50 km that519

correspond to S/N ratios of 𝛾 = 2.00 and 3.16, respectively. Note that there are no apparent edge520

Fig. 7. Representative snapshot maps of noisy (left panels) error-free (middle panels) vorticity and the

associated errors (right panels) computed from simulated WaCMmeasurements of surface velocity with a speed

noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1. The signal and noise were smoothed using Parzen smoothers

with half-power filter cutoff wavelengths of 𝜆𝑐 = 35 and 50 km (top and bottom, respectively), which correspond

to S/N standard deviation ratios of approximately 2.00 and 3.16 (see Fig. 5b).
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effects in these maps because the filter cutoff wavelengths are much shorter than those that were521

necessary for the smoothed maps of divergence in Fig. 6. As in the case of divergence, there are522

many small-scale features in the upper left panel of Fig. 7 for which 𝛾 = 2.00 that are artifacts of523

noise but could easily be mistaken for small-scale eddies, thus underscoring again the inadequacy524

of a threshold S/N ratio criterion of 𝛾 = 2.00 for defining resolution capability.525

The procedure used to generate the graphs in Fig. 5 was applied for speed noise standard535

deviations 𝜎𝑠𝑝𝑑 ranging from 0.05 to 0.50 m s−1. The resolution capabilities defined by threshold536

S/N standard deviation ratios of 𝛾 = 3.16 and 2.00 are summarized graphically in the top two panels537

of Fig. 8 by the solid and dashed lines, respectively, forWaCM estimates of snapshots of divergence538

and vorticity. The resolution capabilities for divergence with speed noise standard deviations larger539

than 𝜎𝑠𝑝𝑑 = 0.15 m s−1 for the case of 𝛾 = 3.16 and larger than 𝜎𝑠𝑝𝑑 = 0.20 m s−1 for the case of540

𝛾 = 2.00 are coarser than the extreme plotted values of 𝜆𝑐 displayed in the figure.541

6. The effects of combined measurement noise and sampling errors in 4-day and 16-day542

averages543

For the snapshots of WaCM estimates of divergence and vorticity within a single measurement544

swath that were considered in section 5, the only option for attenuating the effects of measurement545

noise was to apply 2-dimensional spatial smoothing to the data. The effects of measurement546

errors can be further suppressed by considering multiple swaths of data and averaging over time.547

Moreover, temporal averaging will be necessary for mapping divergence and vorticity fields over548

a domain larger than a single measurement swath. Time averaging of measurements from mul-549

tiple swaths can introduce additional artifacts from sampling errors that would occur even if the550

measurements were error-free. These sampling errors arise from the fact that the measurements at551

discrete times do not fully resolve the rapidly evolving and energetic submesoscale variability that552

is much more pronounced in divergence and vorticity than in velocity (see Fig. 1). The various553

manifestations of sampling errors are discussed in detail in section 7 of C19. Unfortunately, time554

averaging also attenuates the divergence and vorticity signals that are of interest. The question555

addressed in this section is whether time averaging significantly improves the signal-to-noise ra-556

tio, where “noise" now includes sampling errors as well as the uncorrelated measurement errors557

considered in section 5.558
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Fig. 8. The resolution capabilities of WaCM estimates of divergence (left column) and vorticity (right column)

as functions of the standard deviation 𝜎𝑠𝑝𝑑 of the velocity measurement noise. Note the larger dynamic range of

the ordinates in the graphs for divergence. The solid and dashed lines correspond to the resolution capabilities

inferred from threshold S/N standard deviation ratios of 3.16 and 2.00, respectively. The results for snapshots

are shown in the top row. The results for the 4-day, 16-day and 31-day averages that are discussed in sections

6 and 7 are shown in the second, third and fourth rows, respectively. The resolution capabilities for divergence

are much more sensitive to measurement noise, as evidenced by the steeper slopes of the lines in the left panels

compared with the right panels that is evident visually even without taking into consideration the larger dynamic

range of the ordinates of the left panels.
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In the analysis that follows, the resolution capabilities of WaCM estimates of time-averaged559

divergence and vorticity are investigated from consideration of 4-day and 16-day averages of560

surface current measurements. In an effort to further reduce the measurement noise in estimates561

of divergence, averaging over 31 days is considered in section 7. Since the analysis here assumes562

a 4-day exact repeat satellite orbit, averages over 4 and 16 days correspond to one and four exact-563

repeat periods of the orbit. For the 98.7◦ orbit inclination and 1800-km swath width assumed564

here, ascending orbits are nearly aligned with the alongshore orientation of the model grid and565

measurements are obtained over two 850-km swaths separated by a 100-km nadir gap along the566

satellite ground track (see the left panel of Fig. 9). A single swath is thus wider than than the567

600-km across-shore extent of the CCS model grid. With the ascending node of the simulated568

orbits used here, a small portion of the northwest corner of the model grid lies within the nadir gap569

on this particular orbit.570

Adetailed description of the space-time sampling pattern of the simulatedWaCMdata considered578

here is given in sections 7 and 10.2 of C19. For an 1800-km swath width, the numbers of samples579

during each 4-day repeat period range from 5 to 7 (see the top panel of Fig. 10). The numbers580

of samples during a 16-day period increase by a factor of four (see the bottom panel of Fig. 10).581

Since the averaging of 𝑁 observations reduces the uncorrelated noise by a factor of 𝑁−1/2, the582

measurement noise will be attenuated by more than a factor of 2 in 4-day averages and by about a583

factor of 5 in 16-day averages. Whether this noise suppression significantly improves the S/N ratio584

depends on how much the signal is attenuated in the time-averages, as well as on the magnitudes585

of the sampling errors that are introduced by the time averaging. Because of the broad coverage586

as summarized above, it can be anticipated that sampling errors over a domain the size of the CCS587

model used here to simulate WaCM data will generally be of secondary concern compared with588

measurement noise.589

The data processing procedure followed here to simulate the space-time sampling of WaCM data601

is summarized in detail in section 8.2 of C19. In addition to temporal averaging, spatial smoothing602

was applied with half-power filter cutoff wavelengths ranging from 10 to 200 km. The results603

for the divergence fields constructed from spatially smoothed 4-day averages of simulated WaCM604

data are shown by the solid lines in the left panels of Fig. 11 for speed noise standard deviations605

of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1. Because the analysis here is based on simulated data with606
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Fig. 9. Examples of the measurement swaths for single ascending and descending overpasses of WaCM for a

swath width of 1800 km with a 100-km gap along the satellite ground track. The measurement swaths shown in

gray are overlaid on the snapshot of 𝛿/ 𝑓 shown in the top panel of Fig. 1c, except in non-rotated longitude-latitude

coordinates. The simulations in this study have assumed the same orbit configuration as the QuikSCAT satellite,

which was a retrograde orbit with an inclination of 98.7◦, an altitude of 802.7 km and a 4-day exact repeat with

57 orbits per repeat period. The precise locations of the ground tracks could be adjusted to optimize the sampling

of any specific region.
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imposed measurement noise and sampling at the times and locations within specified measurement607

swaths, the effects of each source of error can be examined separately by computing the divergence608

and vorticity from complete model output over the averaging period and from the noisy simulated609

observations within only the simulated measurement swaths at the times of the overpasses of the610

satellite. The dotted lines in Fig. 11 are the S/N standard deviation ratios from the effects of611

uncorrelated measurement noise alone. The dashed lines are the S/N ratios from sampling errors612

28



Fig. 10. Histograms of the numbers of samples by WaCM for a swath width of 1800 km with a 100-km gap

along the satellite ground track during 4 days and 16 days of the orbit assumed here that has an exact repeat

period of 4 days. The histogram values are expressed as percentages of the total number of grid points in the

CCS model domain.
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alone based on the simulated swath sampling of error-free fields. Note that the S/N ratios for the613

sampling errors are the same in all three panels in the left column of Fig. 11.614

The very close agreement between the solid and dotted lines in Fig. 11 for the cases of speed615

noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 indicates that the errors are almost totally616

dominated by measurement noise. If the measurements were error free, the resolution capability617

in 4-day averages of divergence for a threshold S/N standard deviation ratio of 𝛾 = 3.16 would be618

about 30 km, which is the wavelength at which the dashed lines have a S/N ratio of 3.16. For619

𝜎𝑠𝑝𝑑 = 0.25 m s−1 (the top left panel of Fig. 11), the resolution capabilities for estimates of 4-day620

averages of noisy divergence are coarser than the maximum value of 200 km on the abscissa, even621

for a liberal threshold criterion of 𝛾 = 2.00. For a smaller noise of 𝜎𝑠𝑝𝑑 = 0.15 m s−1 (the middle622
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Fig. 11. The scale dependences of the S/N standard deviation ratios of smoothed signal and errors for the

full CCS region for WaCM estimates of 4-day and 16-day averages of divergence after isotropic 2-dimensional

smoothing using Parzen smoothers with the half-power filter cutoff wavelengths indicated along the abscissas for

speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1 (top to bottom). The three curves in each

panel are the S/N ratios based on measurement noise alone (dotted lines), sampling errors alone (dashed lines)

and combined measurement noise and sampling errors (solid lines). The gray areas, horizontal dashed line and

vertical dashed lines are the same as in Fig. 5.
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left panel of Fig. 11), the resolution capability is about 265 km for a threshold of 𝛾 = 3.16 (see623

Fig. 8) and 162 km for 𝛾 = 2.00.624

In the highly optimistic scenario of a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.05 m s−1, the625

resolution capability in 4-day averages of divergence for a threshold criterion of 𝛾 = 3.16 improves626

to 93 km. It is evident from the spreading of the solid and dotted lines with increasing filter627

cutoff wavelength 𝜆𝑐 in the bottom left panel of Fig. 11 that the total errors are still dominated by628

measurement noise, but that the effects of measurement noise become decreasingly important with629

increasing filter cutoff wavelength 𝜆𝑐.630

The S/N ratios significantly improve in 16-day averages of divergence (the right panels of Fig. 11).631

By the threshold criterion of 𝛾 = 3.16, the resolution capabilities are 206, 135 and 59 km for speed632

noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1. An example 16-day average of633

divergence computed from simulated WaCM data with spatial smoothing of 135 km is shown in634

Fig. 12 for the case of a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1, which appears to be635

achievable in conditions of sufficiently high winds (see Fig. 2 of Wineteer et al. 2020).636

Graphs of the S/N standard deviation ratio as functions of filter cutoff wavelength 𝜆𝑐 for 4-day644

and 16-day averages of WaCM estimates of vorticity are shown in Fig. 13 for the same cases of645

speed noise standard deviation 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1 considered for divergence in646

Fig. 11. Because of the much stronger signal variance in vorticity, the resolution capabilities are647

dramatically better than for estimates of divergence. Examples of 4-day and 16-day averages of648

vorticity computed from simulatedWaCM data spatially smoothed with filter cutoff wavelengths of649

𝜆𝑐 = 35 and 25 km, respectively, are shown in Fig. 14 for the same speed noise standard deviation650

of 𝜎𝑠𝑝𝑑 = 0.15 that was considered for Fig. 12. These are the approximate filter cutoff wavelengths651

that correspond to a S/N ratio of 𝛾 = 3.16. The small-scale features that are evident in these maps652

will yield new observational insight into the nature of variability on space and time scales in the653

transitional regime between mesoscale and submesoscale that cannot presently be addressed from654

any observational dataset.655

The procedure used to generate the graphs in Figs. 11 and 13 was applied for speed noise standard661

deviations ranging from 𝜎𝑠𝑝𝑑 = 0.05 to 0.50 m s−1. The resolution capabilities are summarized662

graphically for 4-day and 16-day averages of divergence and vorticity in the second and third rows663

of Fig. 8 based on threshold S/N standard deviation ratios of 𝛾 = 3.16 and 2.00 (solid and dashed664
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Fig. 12. Representative 16-day average maps of noisy (left panels) and error-free (middle panels) divergence

and the associated errors (right panels) computed from simulated WaCM measurements of surface velocity with

a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1. The signal and noise were smoothed using a Parzen

smoother with a half-power filter cutoff wavelength of 𝜆𝑐 = 135, which corresponds to a S/N standard deviation

ratio of 𝛾 = 3.16 (see the middle right panel of Fig. 11). For reference, a divergence of 𝛿/ 𝑓 = 0.02 at the central

latitude 37◦N of the model corresponds to a vertical velocity of about 0.76 m day−1 when integrated to a depth

of 5 m.
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lines, respectively). Compared with the graphs of the resolution capabilities for snapshots in the665

top panels, the improvements in the resolution capability in 4-day 16-day averages is more modest666

for divergence than for vorticity. This is because the divergence signals are more attenuated than667

the vorticity signals in the time averages. From the steeper slopes of the lines in all of the left668

panels of Fig. 8 compared with the right panels, it is apparent that estimates of divergence are much669

more sensitive to measurement noise than are estimates of vorticity.670

7. The divergence associated with wind-driven coastal upwelling674

In an effort to reduce the errors in simulated WaCM estimates of divergence beyond that which675

can be achievedwith the 16-day averaging considered in section 6, the averaging timewas increased676
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Fig. 13. The same as Fig. 11, except 4-day and 16-day averages of vorticity.

to 31 days. The scale dependence of the S/N standard deviation ratios computed over the full CCS677

model domain from a 31-day average of simulated WaCM data is shown in the left panels of678

Fig. 15 for speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15 and 0.05 m s−1. The resolution679

capabilities for other choices of 𝜎𝑠𝑝𝑑 are summarized graphically in the bottom left panel of Fig. 8.680

The increased resolution capabilities compared with the 16-day averages in the right panels of681

Fig. 11 and the third row of Fig. 8 are modest because the 31-day averages attenuate the divergence682
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Fig. 14. Representative 4-day and 16-day average maps of noisy (left panels) and error-free (middle panels)

vorticity and the associated errors (right panels) computed from simulated WaCM measurements of surface

velocity with a speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.15 m s−1. The signal and noise were smoothed using

Parzen smoothers with half-power filter cutoff wavelengths of 𝜆𝑐 = 35 km (top) and 25 km (bottom), which

correspond to S/N standard deviation ratios of approximately 𝛾 = 3.16 (see the middle panels of Fig. 13).
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Fig. 15. The same as Fig. 11, except 31-day averages of divergence only. The left panels are the S/N standard

deviation ratios computed over the full CCS model domain. The right panels are for the “coastal region" defined

to be the region within about 150 km of the coast (see the boxes in the maps in Figs. 16 and 17).
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673

signals nearly as much as the errors over most of the CCS domain. Estimation of divergence in683

the open ocean will thus be a challenge in the offshore region of the CCS. Within about 150 km of684

the coast, however, the divergence associated with wind-driven coastal upwelling is stronger and685
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more persistent than it is farther offshore. If the divergence signals in this “coastal region" are686

not attenuated as much as the errors in the 31-day average, the S/N standard deviation ratio will687

increase, thus improving the resolution capability of WaCM estimates of divergence.688

The S/N standard deviation ratios for divergence estimates computed from 31-day averages of689

simulated WaCM data in just the region within about 150 km of the coast (see the boxes in Fig. 16)690

are shown in the right panels of Fig. 15 for speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25, 0.15691

and 0.05 m s−1. The improvements in the resolution capability compared with the assessments in692

the left column of Fig. 15 computed for the full CCS model domain are indeed significant.693

Divergence estimates computed from a 31-day average of simulated WaCM data are shown694

in Fig. 16 for the full CCS model domain for the cases of speed noise standard deviations of695

𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 with isotropic spatial smoothing with filter cutoffs of 𝜆𝑐 = 130 and 90696

km, respectively, which correspond to a S/N ratio of approximately 𝛾 = 3.16 in the coastal region697

for each choice of 𝜎𝑠𝑝𝑑 . The divergence estimates in the offshore region are quite noisy. Within698

the boxes, however, the strongest divergences are associated with topographic features along the699

coastline that are known areas of strong and often persistent coastal upwelling.700

As noted previously, the smoothed estimates of divergence near the coast (within about 40 km714

for 𝜆𝑐 = 130 and about 25 km for 𝜆𝑐 = 90) must be interpreted with caution because of the potential715

for contamination by edge effects of the smoothing. For a more liberal choice than 𝛾 = 3.16716

for the threshold criterion to define the resolution capability, the smoothing could be decreased,717

thus allowing uncorrupted smoothed estimates of divergence closer to the coast. For example, a718

criterion of 𝛾 = 2.00 (which is likely too liberal, as discussed previously from Figs. 6 and 7; see719

also Fig. 8 of C19), the required smoothing for noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15720

m s−1 is about 𝜆𝑐 = 90 and 60 km, respectively (see the upper right two panels of Fig. 15).721

The best combination of time averaging and spatial smoothing depends on how much the signal722

is attenuated by each aspect of the smoothing. In regions where the divergence is strong but less723

persistent, it may be advantageous to reduce the averaging time at the expense of having to increase724

the spatial smoothing. The procedure followed to generate the S/N graphs in the right column of725

Fig. 15 were applied to the case of 16-day averages in just the region within about 150 km of the726

coast. The results (not shown here) conclude that the smoothing required to achieve a S/N ratio727

of 𝛾 = 3.16 is 𝜆𝑐 = 160 and 100 km for noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1,728
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Fig. 16. Maps of noisy (left panels) and error-free (middle panels) vorticity and the associated errors (right

panels) computed from simulated WaCM measurements of surface velocity averaged over 31 days with speed

noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 (top and bottom). The signal and noise were smoothed

using Parzen smoothers with half-power filter cutoff wavelengths of 𝜆𝑐 = 130 km (top) and 90 km (bottom),

which correspond to S/N standard deviation ratios of approximately 𝛾 = 3.16 within the box overlaid in each

panel (see the top two right panels of Fig. 15). For reference, a divergence of 𝛿/ 𝑓 = 0.02 at the central latitude

37◦N of the model corresponds to a vertical velocity of about 0.76 m day−1 when integrated to a depth of 5 m.
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Fig. 17. The same as Fig. 16, except from simulated WaCM measurements of surface velocity averaged over

16 days with speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 (top and bottom). The signal and

noise were smoothed using Parzen smoothers with half-power filter cutoff wavelengths of 𝜆𝑐 = 160 km (top) and

100 km (bottom), which correspond to S/N standard deviation ratios of approximately 𝛾 = 3.16 (not shown here)

within the box overlaid in each panel. For reference, a divergence of 𝛿/ 𝑓 = 0.02 at the central latitude 37◦N of

the model corresponds to a vertical velocity of about 0.76 m day−1 when integrated to a depth of 5 m.
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respectively. The latter is significantly smaller than the value of 𝜆𝑐 = 135 km that was required for729

𝛾 = 3.16 over the full CCS domain for 𝜎𝑠𝑝𝑑 = 0.15 m s−1 (see Figs. 11 and 12).730
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Maps of 16-day averages of divergence for 𝛾 = 3.16 within the coastal region are shown in731

Fig. 17 for 𝜎𝑠𝑝𝑑 = 0.25 and 0.15 m s−1 and the above filter cutoff wavelengths of 𝜆𝑐 = 160 and732

100 km. The divergence fields within the boxes in Fig. 17 are similar to those in Fig. 16 for 31-733

day averages, but with visually more energetic small-scale structures despite the somewhat larger734

spatial smoothing in Fig. 17. This seeming inconsistency is because of the greater attenuation and735

smoothing of the temporally evolving divergence signal in 31-day averages than in 16-day averages.736

As a consequence, more variability of divergence is retained at small scales in 16-day averages,737

even with the somewhat higher spatial smoothing required to achieve the S/N ratio of 𝛾 = 3.16.738

8. Summary and Conclusions739

The analysis procedures developed and applied byChelton et al. (2019; referred to here asC19 ) to740

estimates of surface ocean velocity and vorticity from a future satelliteDoppler scatterometerWinds741

and Currents Mission (WaCM) were applied in this study to assess the resolution capabilities of742

WaCMestimates of divergence. In light of recent results byWineteer et al. (2020) that conclude that743

satellite Doppler measurements of surface ocean velocity can be obtained with higher accuracies744

than were considered feasible by C19, the present study also revisits the assessment of resolution745

capability ofWaCM estimates of vorticity. Because divergence is much less energetic than vorticity746

and is more restricted to small spatial scales (Figs. 1 and 2), the resolution capability for WaCM747

estimates of divergence is much coarser than for vorticity. Moreover, estimates of divergence are748

much more sensitive to measurement noise than are estimates of vorticity (see Fig. 8). Useful749

estimates of divergence will likely only be possible with measurement accuracies that push the750

limits of present technology.751

When possible, the example maps presented here (Figs. 7, 12, 14 and the bottom panels of752

Figs. 16 and 17) focused on measurements with speed noise standard deviations of 𝜎𝑠𝑝𝑑 = 0.15 m753

s−1, which appears to be feasible (and generally necessary in the case of divergence) over much of754

the measurement swaths for winds stronger than about 6 m s−1 (see Fig. 2 of Wineteer et al. 2020),755

which is somewhat lower than the global average wind speed of 7.4 m s−1 (Wentz et al. 1986). A756

highly optimistic speed noise standard deviation of 𝜎𝑠𝑝𝑑 = 0.05 m s−1 is required to achieve the757

desired S/N ratio for snapshots of divergence (Figs. 5 and 6).758
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The analysis here considered only the non-internal-wave contributions to surface current diver-759

gence and vorticity, which are likely of greater interest than the interrnal-wave contributions to760

most researchers. This is achieved by simulating noisy WaCM measurements of surface ocean761

velocity using the ROMS model of the California Current System (CCS) summarized in section 2762

that has high dissipation, was forced only by seasonal cycles of wind stress and heat and freshwater763

fluxes, and does not include tidal forcing. Internal wave signals are therefore weak in the model.764

While this is a misrepresentation of the real ocean, it is advantageous for the purposes of this765

study. The model used by Wineteer et al. (2020) is likely a better representation of reality, but is766

dominated by internal wave signals on small scales in the divergence field, and to a lesser extent the767

vorticity field. The question of how the internal-wave contributions to divergence can be mitigated768

in actual futureWaCM data is not addressed in this study. It is hoped that the time averages that will769

be required to achieve adequate S/N ratio in estimates of divergence (Fig. 8) will also sufficiently770

suppress internal wave signals.771

It is noteworthy that the surface ocean velocity in the simulated WaCM data derived from the772

model summarized in section 2 has been defined here to be the upper-level velocity of the model.773

The thickness of the upper level of the terrain-following vertical grid of the ROMS model is about774

an order of magnitude smaller over the continental shelf than in the deep ocean. This geographical775

variation of upper-level thickness is a potentially important concern that has not yet been addressed776

in the simulation of WaCM measurements of surface ocean velocity.777

To simulate sampling by a future WaCM, it was assumed that the satellite will have the same778

orbit as QuikSCAT, which consists of an inclination of 98.7◦ and an exact repeat period of 4779

days. It has also been assumed that the measurement swath will consist of an 1800-km swath with780

a 100-km gap centered on the satellite ground track, and that the WaCM measurements will be781

smoothed in onboard pre-processing to have a footprint diameter of 5 km. The measurement noise782

has been assumed to be spatially homogeneous across each of the two parallel 850-km swaths and783

equally partitioned between the two orthogonal velocity components. In reality, the noise of each784

component will vary across the measurement swaths in a manner that results in increasing noise785

in the along-track component toward the outer edges of the swaths and increasing noise in the786

across-track component toward the inner edges of the swaths (see Fig. 13 of Rodríguez 2018). The787

analysis presented here may therefore be optimistic, especially near the edges of the measurement788

40



swaths. The wind speed dependence of the measurement noise reported by Wineteer et al. (2020)789

was also not considered in this study.790

It should be noted that Eqs. (A2), (A5), (B1), (B3), (B4) and (B5) that are presented in the791

appendices for the residual noise variance and wavenumber spectral characteristics of divergence792

and vorticity computed from noisy WaCM measurements of 𝑢 and 𝑣 are expressed in terms of the793

individual noise standard deviations 𝜎𝑢 and 𝜎𝑣 of each velocity component. Those expressions are794

therefore applicable to any specified measurement noise standard deviation at any location within795

the measurement swaths and for any ambient wind conditions. With the assumptions here that the796

measurement noise is equally partitioned between 𝑢 and 𝑣, the standard deviations of the velocity797

components can be written as 𝜎𝑢 = 𝜎𝑣 ≡ 𝜎𝑢,𝑣 = 2−1/2𝜎𝑠𝑝𝑑 . The noise is then fully characterized by798

specification of the speed measurement noise 𝜎𝑠𝑝𝑑 .799

The resolution capability for non-internal-wave contributions to divergence and vorticity is800

assessed here from the ratio of the standard deviations of the error-free signals computed from the801

CCS model output and the errors in the estimates constructed from simulated noisy WaCM data802

obtained from space-time sampling of the model output at the times and locations of the satellite803

overpasses. These signal and noise standard deviations were both computed over the region of804

interest with the same spatial smoothing and temporal averaging. For the analysis presented in805

sections 5 and 6, the region of interest was the full CCS model domain, except that the areas within806

50 km of the northern, western and southern boundaries were excluded to mitigate edge effects807

from spatial smoothing. In section 7, a smaller “coastal region" was considered within about 150808

km of the California coastline809

For the instantaneous snapshots considered in section 5, the errors consist almost exclusively of810

the effects of measurement noise on the estimates of divergence and vorticity. The only sampling811

errors in snapshots are artifacts from edge effects of spatial smoothing that can arise near swath812

edges and coastal boundaries.813

In the 4-day, 16-day and 31-day averages considered in sections 6 and 7, the errors consist814

of measurement noise plus sampling errors that can arise from rapidly evolving submesoscale815

variability that is not adequately resolved by the space-time sampling of the surface velocity field816

within the simulated WaCM measurement swaths. For estimation of divergence, it was shown that817

sampling errors are negligible compared with measurement errors unless the measurement noise818
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is less than 0.05 m s−1, in which case measurement errors decrease in importance with increased819

spatial smoothing (Fig. 11). Measurement errors are somewhat less of an issue for estimation of820

vorticity (Fig. 13). Because the satellite sampling will not resolve the time-evolution of rapidly821

evolving internal waves, and these waves are underrepresented in the model used to simulate822

WaCM data in this study, sampling errors will be a more significant concern in actual WaCM data823

than has been inferred here. The effects of these sampling errors can be investigated by simulating824

WaCM data constructed from a model such as that used by Wineteer et al. (2020) that has a more825

realistic representation of internal waves. Efforts are presently underway to assess the effectiveness826

of time averaging to suppress internal wave signals in simulated Doppler scatterometer data from827

that model.828

Time averaging and spatial smoothing to attenuate the effects of measurement noise and sampling829

errors also attenuates the signals of interest. However, the errors are generally attenuated more830

than the signals. The S/N ratio therefore increases with increased temporal averaging and spatial831

smoothing (Figs. 5, 11, 13 and 15). Defining the resolution capability requires a subjective832

specification of a threshold minimum S/N standard deviation ratio. The choice of 𝛾 = 3.16 (which833

corresponds to a S/N variance ratio of 10) that was advocated by C19 has been adopted here based834

on visual comparisons of noisy and error-free fields with various values of 𝛾 (see, for example,835

Figs. 6 and 7). The resulting resolution capabilities are summarized graphically by the solid lines836

in Fig. 8 as functions of the speed measurement noise 𝜎𝑠𝑝𝑑 for snapshots and averages over 4,837

16 and 31 days. For readers who feel that a threshold criterion lower than 𝛾 = 3.16 is justified,838

the resolution capabilities for a choice of 𝛾 = 2.00 that corresponds to a S/N variance ratio of 4839

(which is likely too liberal) are summarized graphically by the dashed lines in Fig. 8. Thresholds of840

𝛾 = 3.16 and 2.00 correspond to correlations of 0.95 and 0.89, respectively, between the smoothed841

error-free field and the smoothed field constructed from simulated observations with measurement842

noise and sampling errors (see section 5 of C19).843

Regardless of the choice of threshold criterion for 𝛾 shown in Fig. 8, it is readily apparent844

that estimation of non-internal-wave contributions to divergence is much more challenging than845

estimation of vorticity. For snapshots and 4-day averages, wavelength resolutions better than 250846

km for divergence can only be achieved with very small measurement noise. Averaging over 16 or847

31 days can improve those resolution capabilities to 100–150 km, depending on how small a value848
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of the speed measurement noise standard deviation 𝜎𝑠𝑝𝑑 can be achieved. Low measurement noise849

will be most feasible near the centers of the measurement swaths in moderate to high wind speed850

conditions (see Fig. 2 of Wineteer et al. 2020). As summarized graphically in the right column of851

Fig. 8, much higher resolutions will be possible for WaCM estimates of vorticity. Representative852

maps of divergence and vorticity fields with S/N ratios of 𝛾 = 3.16 are shown in Figs. 6, 7, 12, 14,853

16 and 17.854

The conclusions from this study are based on simulated WaCM data from the specific model of855

summertime conditions in the CCS region summarized in section 2. The resolution capabilities856

in other regions of the ocean where the divergence and vorticity signals are stronger will be better857

than suggested from Fig. 8. For example, the non-internal-wave contributions to the divergence858

field in the model considered here are more energetic in the region within about 150 km of the859

coast than farther offshore. The resolution capability is therefore better in the coastal region. Even860

higher resolutions may be possible in regions such as the Gulf Stream where non-internal-wave861

contributions to small-scale signals in divergence and vorticity may be more energetic than in the862

CCS region (Wineteer et al. 2020).863
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APPENDIX A874

The standard deviations of divergence and vorticity noise875
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The effects of uncorrelated measurement errors in the across-shore velocity component 𝑢 and876

alongshore velocity component 𝑣 on estimates of vorticity 𝜁 = 𝜕𝑣/𝜕𝑥 − 𝜕𝑢/𝜕𝑦 obtained using877

3-point centered difference approximations of the derivatives are derived by propagation-of-error878

analysis in appendix G.2 of C19. The general expression for the variance of the vorticity errors is879

Eq. (G.14), which is880

𝜎2𝜁 =
𝜎2𝑣
2Δ𝑥2

[
1− 𝜌𝑣 (2Δ𝑥)

]
+

𝜎2𝑢
2Δ𝑦2

[
1− 𝜌𝑢 (2Δ𝑦)

]
, (A1)

where Δ𝑥 and Δ𝑦 are the grid spacings in the across-shore 𝑥 and alongshore 𝑦 dimensions, and881

𝜌𝑣 (2Δ𝑥) and 𝜌𝑢 (2Δ𝑦) are the autocorrelations of, respectively, the errors of the alongshore velocity882

component at a spatial lag of 2Δ𝑥 and the across-shore velocity component at a spatial lag of 2Δ𝑦.883

Analogous to the derivation of (A1), it can be shown straightforwardly that the variance of the884

errors of divergence 𝛿 = 𝜕𝑢/𝜕𝑥+𝜕𝑣/𝜕𝑦 obtained using 3-point centered difference approximations885

of the derivatives has the same form as (A1), except that Δ𝑥 and Δ𝑦 are interchanged. For the case886

of equal grid spacing in each dimension and spatially homogeneous errors that is assumed here,887

Δ𝑥 = Δ𝑦 ≡ Δ and the lagged autocorrelations 𝜌𝑢 (2Δ) and 𝜌𝑣 (2Δ) of the errors are the same, which888

will be denoted as 𝜌𝑢,𝑣 (2Δ). The variance of the errors then becomes the same for both divergence889

and vorticity and reduces to890

𝜎2𝜁, 𝛿 =
𝜎2𝑢 +𝜎2𝑣
2Δ2

[
1− 𝜌𝑢,𝑣 (2Δ)

]
. (A2)

The velocity component noise for a footprint diameter of 5 km is uncorrelated on a sample grid891

of 5 km × 5 km (see appendix B of C19). For the case of equal partitioning (1) of the measurement892

errors between 𝑢 and 𝑣 that is assumed in this study, 𝜎2𝑢 = 𝜎2𝑣 ≡ 𝜎2𝑢,𝑣 = 𝜎2
𝑠𝑝𝑑

/2 and the standard893

deviations of divergence and vorticity noise obtained from the square root of (A2) with 𝜌𝑢,𝑣 (2Δ) = 0894

simplify to895

𝜎𝜁, 𝛿

��
5km =

1
Δ
𝜎𝑢,𝑣 =

1
√
2Δ

𝜎𝑠𝑝𝑑 , (A3)

where Δ = 5 km is the grid spacing in both the 𝑥 and 𝑦 dimensions. For the case of 𝜎𝑠𝑝𝑑 = 0.25 m896

s−1, for example, this is897

𝜎𝜁, 𝛿

��
5km = 3.54×10−5 s−1 = 0.40 𝑓37◦N, (A4)
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where 𝑓37◦N = 8.8× 10−5 s−1 is the Coriolis parameter at the central latitude 37◦N of the CCS898

model domain.899

It is shown in appendix H of C19 that it is advantageous to oversample the WaCM data with900

a grid spacing of Δ = 1 km because the wavenumber filter response function of the centered901

difference approximation of the derivatives [see (B2) below] on the finer grid retains more of the902

high-wavenumber variability in the divergence and vorticity signals. This becomes more and more903

advantageous with increasing measurement accuracy (decreasing noise standard deviations 𝜎𝑢904

and 𝜎𝑣), which allows resolution of smaller and smaller spatial scales of divergence and vorticity905

variability. The footprint diameter of the measurements is still 5 km and the standard deviations906

of the errors of 𝑢 and 𝑣 are still 𝜎𝑢 and 𝜎𝑣. However, the velocity component errors on the finer907

grid spacing of Δ = 1 km are spatially correlated. For the Parzen smoother used here to simulate908

onboard pre-processing of the data to achieve a footprint diameter of 5 km on an oversampled909

1-km grid by smoothing the raw data with a half-power filter cutoff wavelength of 10 km, it is910

shown in Fig. B.1b of C19 that the autocorrelation of the errors of 𝑢 and 𝑣 at a lag of 2Δ = 2 km911

is 𝜌𝑢,𝑣 (2Δ) = 0.638. The variance (A2) of the divergence and vorticity noise on the oversampled912

1-km grid with arbitrarily specified velocity component noise variances 𝜎2𝑢 and 𝜎2𝑣 then becomes913

𝜎2𝜁, 𝛿
��
1km =

0.362
2Δ2

(
𝜎2𝑢 +𝜎2𝑣

)
. (A5)

The expressions (A2) and (A5) for the variances of the divergence and vorticity noise are914

applicable to the realistic case of WaCM data with 𝜎𝑢 and 𝜎𝑣 that differ from each other, vary915

across the measurement swaths, and depend on the wind speed. For the simplified assumption in916

this study of equal partitioning of the measurement errors between 𝑢 and 𝑣 for a 5-km footprint917

diameter, the standard deviation of the divergence and vorticity noise on an oversampled 1 km × 1918

km grid obtained from the square root of (A5) is919

𝜎𝜁, 𝛿

��
1km =

√
0.362
Δ

𝜎𝑢,𝑣 =

√
0.181
Δ

𝜎𝑠𝑝𝑑 , (A6)

where Δ = 1 km. For the case of 𝜎𝑠𝑝𝑑 = 0.25 m s−1 considered in (A4), this is920

𝜎𝜁, 𝛿

��
1km = 10.6×10−5 s−1 = 1.2 𝑓37◦N. (A7)
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Because of smaller grid spacing Δ, but the same standard deviation 𝜎𝑠𝑝𝑑 of the measurement921

noise, the standard deviation of 𝜁 and 𝛿 noise as expressed by (A6) and (A7) for the oversampled922

1-km grid is 3 times larger than the standard deviation of the noise as expressed by (A3) and (A4)923

for the 5-km grid. The reason the 𝜁 and 𝛿 noise standard deviations on the finer grid are not924

proportionally larger by the factor-of-5 difference in grid spacing Δ is that the amplification from925

the smaller value of Δ in the denominator of (A6) is mitigated by the nonzero autocorrelation at926

lag 2Δ in (A2) on the oversampled grid.927

Vorticity and divergence fields with the noise standard deviation (A7) that is larger than the928

Coriolis parameter are not likely to be of much value scientifically. In accord with (A6), the929

noise standard deviation 𝜎𝜁, 𝛿 decreases proportionally with the standard deviation 𝜎𝑠𝑝𝑑 of the930

measurement errors. But even for a highly optimistic case of a speed measurement noise standard931

deviation of only 𝜎𝑠𝑝𝑑 = 0.05 m s−1, the corresponding 𝜁 and 𝛿 noise standard deviation (A6) is932

𝜎𝜁, 𝛿 = 0.24 𝑓37◦N. This is probably still too large for most applications, especially for divergence933

which has a more limited dynamic range than vorticity (see Fig. 2). It will therefore be necessary to934

reduce the noise in ground-based post-processing by spatially smoothing the noisy measurements935

of 𝑢 and 𝑣. The reductions of the noise standard deviations in estimates of divergence and vorticity936

that are achieved by spatial smoothing are discussed in section 3 and shown graphically in Fig. 3.937

APPENDIX B938

The wavenumber spectral characteristics of divergence and vorticity noise939

The scale dependence of the noise in vorticity estimated from 3-point centered differences of940

measurements of the velocity components with a footprint diameter of 5 km can be characterized941

by the alongshore wavenumber spectrum of the vorticity noise that is derived in appendix I.3 of942

C19. The result is Eq. (I.43) in C19, which is943

𝑆𝜁 (𝑙) = 𝑆𝜕𝑢/𝜕𝑦 (𝑙) + 𝑆𝜕𝑣/𝜕𝑥 (𝑙), (B1a)

where 𝑙 is the alongshore wavenumber. The two terms on the right side of (B1a) can be expressed944

in terms of the standard deviations of the velocity component errors as Eqs. (I.45b) and (I.46a) of945
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C19, which are946

𝑆𝜕𝑢/𝜕𝑦 (𝑙) = 10Δ𝑦𝜎2𝑢
��𝑊3𝑝𝑡 (𝑙)��2𝑊210km(𝑙) (B1b)

947

𝑆𝜕𝑣/𝜕𝑥 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑣 𝑊210km(𝑙)
∫ 𝑘N

0

��𝑊3𝑝𝑡 (𝑘)��2𝑊210km(𝑘) 𝑑𝑘, (B1c)

where 𝑘N = (2Δ𝑥)−1 is the Nyquist wavenumber for a sample interval of Δ𝑥 in the across-shore 𝑥948

dimension. The tildes in (B1a)–(B1c) are reminders that the raw WaCM data have been smoothed949

isotropically with a half-power filter cutoff wavelength of 10 km to achieve a footprint diameter of950

5 km. The factors 𝑊10km(𝑙) and 𝑊10km(𝑘) are the filter transfer functions of the smoother in the951

alongshore and across-shore dimensions, respectively, for the half-power filter cutoff wavelength952

of 10 km, and953

𝑊3𝑝𝑡 (𝑙) = 𝑖
sin(2𝜋Δ𝑦 𝑙)

Δ𝑦
and 𝑊3𝑝𝑡 (𝑘) = 𝑖

sin(2𝜋Δ𝑥 𝑘)
Δ𝑥

. (B2)

are thewavenumber response functions for 3-point centered difference approximations of the along-954

shore and across-shore derivatives, respectively, for grid spacings of Δ𝑦 and Δ𝑥. The significance955

of the factor 𝑖 =
√
−1 in the two expressions (B2) is that 3-point centered differencing introduces a956

quadrature phase shift at each wavenumber.957

The integral on the right side of (B1c) depends on the particular choice of smoothing and must958

be evaluated numerically. The solution for the case of the Parzen smoother used here is shown959

graphically in Fig. I.1a of C19. For Δ𝑥 = 1 km, the integral has a value of 0.0221 km−3.960

It is noteworthy that the derivations of (B1a)–(B1c) are based on separate 1-dimensional smooth-961

ing of the raw data with a half-power filter cutoffwavelength of 10 km in each dimension to simulate962

the pre-processing of WaCM data for a footprint diameter of 5 km. For the case of the Parzen963

smoother used here, it is shown in appendix C of C19 that this is essentially equivalent to isotropic964

smoothing with a 2-dimensional Parzen weighting function that depends only on the radial dis-965

tance from the estimation location. Derivations of analytical expressions for the effects in the966

wavenumber domain of isotropic 2-dimensional smoothing are much simpler when the filter trans-967

fer function of the 2-dimensional smoother can be separated as the product of 1-dimensional filter968

transfer functions in each dimension.969
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The alongshore wavenumber spectrum of the noise in estimates of divergence can be derived970

analogous to the derivation in C19 of (B1a)–(B1c) above, resulting in971

𝑆𝛿 (𝑙) = 𝑆𝜕𝑢/𝜕𝑥 (𝑙) + 𝑆𝜕𝑣/𝜕𝑦 (𝑙), (B3a)

where972

𝑆𝜕𝑢/𝜕𝑥 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑢 𝑊210km(𝑙)
∫ 𝑘N

0

��𝑊3𝑝𝑡 (𝑘)��2𝑊210km(𝑘) 𝑑𝑘 (B3b)

973

𝑆𝜕𝑣/𝜕𝑦 (𝑙) = 10Δ𝑥 𝜎2𝑣
��𝑊3𝑝𝑡 (𝑙)��2𝑊210km(𝑙). (B3c)

The expressions (B1) and (B3) are valid for arbitrary grid spacings Δ𝑥 and Δ𝑦 and arbitrary974

noise variances 𝜎2𝑢 and 𝜎2𝑣 . For uniform grid spacing Δ𝑥 = Δ𝑦 ≡ Δ and equal partitioning of975

WaCM measurement errors between the 𝑢 and 𝑣 components so that 𝜎2𝑢 = 𝜎2𝑣 ≡ 𝜎2𝑢,𝑣 = 𝜎2
𝑠𝑝𝑑

/2, the976

sums on the right sides of (B1a) and (B3a) are exactly the same. The alongshore spectra of the977

divergence and vorticity noise are then the same. The resulting analytical expression is shown by978

the green lines in the top panels of Fig. 4 for measurement noise with speed standard deviations of979

𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1.980

Derivation of analytical expressions for the alongshore wavenumber spectra of the residual noise981

in smoothed divergence and vorticity fields estimated from smoothed velocity component errors982

proceeds similarly to the analysis summarized above. The spectrum of smoothed vorticity noise is983

derived in appendix I.4 of C19, resulting in Eq. (I.52), which is984

𝑆𝜁 (𝑙) = 𝑆𝜕𝑢/𝜕𝑦 (𝑙) + 𝑆𝜕𝑣/𝜕𝑥 (𝑙), (B4a)

where the two terms on the right side of (B4a) can be expressed as Eqs. (I.54a) and (I.55a) of C19,985

which are986

𝑆𝜕𝑢/𝜕𝑦 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑢
��𝑊3𝑝𝑡 (𝑙)��2𝑊210km(𝑙)𝑊2𝜆𝑐 (𝑙)∫ 𝑘N

0
𝑊210km(𝑘)𝑊

2
𝜆𝑐
(𝑘) 𝑑𝑘 (B4b)

987

𝑆𝜕𝑣/𝜕𝑥 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑣 𝑊210km(𝑙)𝑊
2
𝜆𝑐
(𝑙)
∫ 𝑘N

0

��𝑊3𝑝𝑡 (𝑘)��2𝑊210km(𝑘)𝑊2𝜆𝑐 (𝑘) 𝑑𝑘, (B4c)
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where 𝑊𝜆𝑐 (𝑙) and 𝑊𝜆𝑐 (𝑘) are the filter transfer functions of the smoother in the alongshore and988

across-shore dimensions, respectively, for the half-power filter cutoff wavelength of 𝜆𝑐. The989

combined tildes and overbars in (B3a)–(B3c) signify that the spectra are computed from doubly990

smoothed measurement errors. The raw data are first smoothed with a half-power filter cutoff991

wavelength of 10 km in the simulated pre-processing of the raw data to obtain simulated measure-992

ments with a footprint diameter of 5 km. The resulting pre-processed data are then smoothed with993

a half-power filter cutoff wavelength of 𝜆𝑐 in simulated post-processing.994

The integrals on the right side of (B4b) and (B4c) depend again on the particular choice of995

smoothing and must be evaluated numerically. The solutions for the case of the Parzen smoother996

used here are shown graphically in Figs. I.1c and I.1d of C19.997

Equations (B4a)–(B4c) quantify the effects in the wavenumber domain of the double 2-998

dimensional smoothing of the noise in the estimates of vorticity. The derivation of the analytical999

forms (B4a)–(B4c) of this smoothing assumes that the filter transfer function of each 2-dimensional1000

smoother can be separated as the product of 1-dimensional filter transfer functions in each dimen-1001

sion. As noted previously in the discussion of (B1a)–(B1c), the Parzen smoother used here for both1002

the pre-processing and the post-processing is separable in this manner (see appendix C of C19).1003

The alongshore wavenumber spectrum of the residual noise in smoothed estimates of divergence1004

can be derived analogous to the derivation in C19 of (B4a)–(B4c), resulting in1005

𝑆𝛿 (𝑙) = 𝑆𝜕𝑢/𝜕𝑥 (𝑙) + 𝑆𝜕𝑣/𝜕𝑦 (𝑙), (B5a)

where1006

𝑆𝜕𝑢/𝜕𝑥 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑢 𝑊210km(𝑙)𝑊
2
𝜆𝑐
(𝑙)
∫ 𝑘N

0

��𝑊3𝑝𝑡 (𝑘)��2𝑊210km(𝑘)𝑊2𝜆𝑐 (𝑘) 𝑑𝑘 (B5b)

1007

𝑆𝜕𝑣/𝜕𝑦 (𝑙) = 100Δ𝑥Δ𝑦𝜎2𝑣
��𝑊3𝑝𝑡 (𝑙)��2𝑊210km(𝑙)𝑊2𝜆𝑐 (𝑙)∫ 𝑘N

0
𝑊210km(𝑘)𝑊

2
𝜆𝑐
(𝑘) 𝑑𝑘. (B5c)

As in the previous equations (B1) and (B3) for the spectra of divergence and vorticity noise1008

computed from the noise in pre-processedWaCMdata, the expressions (B4) and (B5) for the spectra1009

of smoothed vorticity and divergence noise are valid for arbitrary grid spacings Δ𝑥 and Δ𝑦 and1010

arbitrary noise variances 𝜎2𝑢 and 𝜎2𝑣 . For uniform grid spacing Δ𝑥 = Δ𝑦 ≡ Δ and equal partitioning1011
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of WaCM measurement errors between the 𝑢 and 𝑣 components so that 𝜎2𝑢 = 𝜎2𝑣 ≡ 𝜎2𝑢,𝑣 = 𝜎2
𝑠𝑝𝑑

/2,1012

the sums on the right sides of (B4a) and (B5a) are exactly the same. The alongshore wavenumber1013

spectra of the smoothed divergence and vorticity noise are then the same. The resulting analytical1014

expression is shown by the green lines in the bottom nine panels of Fig. 4 for measurement noise1015

with speed standard deviations of 𝜎𝑠𝑝𝑑 = 0.50, 0.25 and 0.10 m s−1 and half-power filter cutoff1016

wavelengths of 𝜆𝑐 = 50, 100 and 150 km.1017
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