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A thirty one year wave hindcast (1979–2009) using NCEP’s latest high resolution Climate Forecast System
Reanalysis (CFSR) wind and ice database has been developed and is presented here. The hindcast has been
generated using the third generation wind wave model WAVEWATCH III� with a mosaic of 16 two-way
nested grids. The resolution of the grids ranged from 1/2� to 1/15�. Validation results for bulk significant
wave height Hs and 10 m (above Mean Sea Level) wind speeds U10 have been presented using both altim-
eter records and NDBC buoys. In general the database does a good job of representing the wave climate.
At most buoys there is excellent agreement between model and data out to the 99.9th percentile. The
agreement at coastal buoys is not as good as the offshore buoys due to unresolved coastal features (topo-
graphic/bathymetric) as well as issues related to interpolating wind fields at the land-sea margins. There
are some concerns about the wave climate in the Southern Hemisphere due to the over prediction of
winds (early part of the database) as well as the lack of wave blocking due to icebergs (in the model).

Published by Elsevier Ltd.
1. Introduction

Long-term global wind wave databases have multiple scientific
and engineering applications, such as developing wave climatolo-
gies, long-term statistical analysis for engineering design, scenario
studies, and validation of model physics. The wave modeling group
at the National Center for Environmental Prediction (NCEP)
maintains a wave hindcast database that extends from 1999 to
the present. This database uses the archived analysis winds from
the GFS atmospheric model (Moorthi et al., 2001) to drive the
waves. However, this database is statistically inhomogeneous
because numerical and physical upgrades to the models (both
wave and atmosphere) are responsible for trends, and therefore
the database should not be used for climate studies. In atmospheric
modeling, a statistically more homogeneous dataset can be gener-
ated by performing a reanalysis with a consistent model setup for
the entire period covered (e.g. Saha et al., 2010).

There are not enough available data to develop a traditional
reanalysis for wind waves. Furthermore, wave dynamics are differ-
ent from atmospheric dynamics in the sense that they represent a
forced and damped problem rather than a (chaotic) initial value
problem, with the wind forcing being the dominant process driving
wave dynamics. Due to the forced and damped nature of wind
waves, it is possible to produce accurate hindcast without assimilat-
ing any wave data, for instance using a wind field from a long-term
reanalysis project. There are several such examples in literature.
Sterl et al. (1998) used a 15 year reanalysis wind field from the
European Center for Medium-Range Weather Forecasting (ECMWF)
to build a hindcast wave database. This was further expanded into a
coupled 40 year reanalysis that included assimilation of both
atmospheric and wave data (Uppala et al., 2005). Using a separate
reanalysis wind field from NCEP/NCAR, Cox and Swail (2001) devel-
oped a global 40 year wave hindcast. However, due to resource
limitations, historically reanalysis winds have been developed on
temporal and spatial grids that are too coarse to resolve some of
the major events that drive the stronger waves. Some attempts have
been made to correct for this using a kinematic reanalysis of the
winds and subsequent hindcast (Swail and Cox, 2000), as well as
non-parametric corrections to the wave field using training sets
(Caires and Sterl, 2005). A detailed inter comparison of early reanal-
ysis data sets is provided in Caires et al. (2004).

A new NCEP Climate Forecast System Reanalysis (CFSR) has
recently been developed and entails a coupled reanalysis of the
atmospheric, oceanic (only circulation), sea-ice and land data from
1979 to 2010 (Saha et al., 2010). This reanalysis has much higher
spatial and temporal resolutions than previous reanalyses, and
thus provides a valuable resource to develop a long-term hindcast
database for wind waves. NCEP has chosen to perform wave hind-
casts without data assimilation to avoid inhomogeneities in quality
of the product associated with severe sparsity of observation data.
We believe that a more homogeneous ‘assimilative’ product can be
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generated by using observations to produce bias corrections for a
hindcast, but the latter is considered outside the scope of this
study.

The wave model used at NCEP is the third generation wind
wave model WAVEWATCH III� (Tolman, 2009). In 2007, the model
was expanded to run as a mosaic of two-way nested grids (Tolman,
2008). The nested grid driver is described in Tolman (2007a,b). To
drive the waves the wave model requires two input fields: ice and
winds (including the air–sea temperature difference). The high res-
olution global winds at 10 m height used here have an hourly tem-
poral and 1/2� spatial resolution. The reanalysis daily ice
concentration fields have a 1/2� spatial resolution, and are derived
from passive microwave from the SMMR and SSM/I using the NASA
Team algorithm.

The hindcast database has been developed taking advantage of
the multi-grid features in WAVEWATCH III with finer resolution
grids in coastal waters and semi-enclosed basins like the Mediter-
ranean Sea, to provide adequate resolution for wave evolution, or
to spatially resolve areas with in situ observations. This paper de-
scribes the wave database as well as model validation using both
altimeters and buoy data. The error metrics used to quantify model
skill are given in Appendix A.
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2. Validation datasets

Validation studies in this paper have been done using two
sources of data; the quality controlled altimeter data archive main-
tained at IFREMER (Queffeulou, 2004) and the historical buoy data
archive from the National Data Buoy Center (NDBC). Fig. 1 shows
the temporal extent of all the altimeter records used in the analy-
sis. To facilitate comparison with altimeter tracks, hourly gridded
model results (significant wave height Hs and wind speeds 10 m
above Mean Sea Level U10) are interpolated in space and time on
to the altimeter tracks. A 15 point running average (equivalent to
the resolution of the 1/2� global grid defined in Section 3) is used
to filter the altimeter data. Statistical estimates were made using
three months of track data to provide large enough sample sizes
for statistically significant results. Spatially the track data were
either binned into 2� � 2� boxes (for error maps) or grouped by
region (for regional error metrics).

Since no altimeter data are available for the earlier periods of
the hindcast runs (prior to 1991), validation was also done using
select buoy records from NDBC (Fig. 2). These buoys were selected
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Fig. 1. Available altimeter records from the different instruments. x-axis represents
years in YY format.
because they are representative of the region and for the length of
their records. Validation statistics are primarily limited to U10 and
Hs. To reduce sampling errors associated with finite length records
(Foristall et al., 1996), the hourly buoy Hs data have been filtered
using a 3 point running average. In those buoy records where wind
data are available, wind speeds are converted from the anemome-
ter height to U10 assuming a neutrally stable boundary layer at the
ocean–air interface. The same smoothing that is applied to the Hs

data is also applied to the U10 data as well. While the validation
studies in this paper are limited to a select set of buoys, a separate
report with validation plots from more than 130 buoys has been
provided as support material for this manuscript. This material is
available online together with the electronic version of the manu-
script in the Elsevier web products.
3. Model setup

3.1. Grids

The WAVEWATCH III model can be run as a mosaic of overlap-
ping grids with two-way interaction between the higher and lower
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Fig. 2. Location of NDBC buoys used in the validation.



Fig. 3. Global domain. Grid resolution in arc-minutes.

Table 1
WAVEWATCH III grid particulars. All output data associated with a particular grid are identified by their grid labels.

Name Grid label Latitude Longitude Resolution (lat � lon)

Global glo_30m 90�S:90�N 180�E:180�W 1/2� � 1/2�
Arctic ao_30m 55�N:90�N 180�E:180�W 1/2� � 1/2�
Mid-Globe mid_30m 65�S:65�N 180�E:180�W 1/2� � 1/2�
Antarctic ac_30m 90�S:55�S 180�E:180�W 1/2� � 1/2�
East Coast US ecg_10m 0�N:55�N 100�W:50�W 1/6� � 1/6�
West Coast US wc_10m 25�N:50�N 150�W:110�W 1/6� � 1/6�
Alaska ak_10m 44�N:75�N 140�E:120�W 1/6� � 1/4�
Pacific Isl pi_10m 20�S:30�N 130�E:145�W 1/6� � 1/6�
Australia oz_10m 50�S:0�N 105�E:165�E 1/6� � 1/6�
North Sea nsb_10m 42�N:75�N 28�W:31�E 1/6� � 1/4�
Mediterranean med_10m 30�S:48�N 7�W:43�E 1/6� � 1/6�
NW Indian O nwio_10m 20�S:31�N 30�E:70�E 1/6� � 1/6�
East Coast US ecg_4m 15�N:47�N 101�W:60�W 1/15� � 1/15�
West Coast US wc_4m 15�N:50�N 165�W:116�W 1/15� � 1/15�
Alaska ak_4m 48�N:74�N 165�E:122�W 1/15� � 2/15�
Australia oz_4m 50�S:0�N 105�E:165�E 1/15� � 1/15�
North Sea nsb_4m 42�N:68�N 28�W:31�E 1/15� � 2/15�
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Fig. 4. Monthly U10 wind speeds (in m/s) at percentiles of occurrence from the CFSR database for the Northern (left panel) and Southern (right panel) hemispheres. x-axis
represents years in YY format.
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Fig. 5. Normalized U10 at percentiles for the Northern (left panels) and Southern (right panels) Hemispheres. Wind speeds from the model (CFSR database) have been
normalized with the wind speeds at corresponding percentiles from the altimeters. Percentiles have been computed along the altimeter tracks. See Section 2 for details on
how statistics are computed from the altimeters.
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Fig. 6. A Taylor diagram of error metrics for U10 for all the different altimeters.
Color scheme for the altimeters is the same as in Fig. 5. The radial blue lines
represent correlation coefficients (q), the solid black circular contours represent the
normalized standard deviation (rn) and the dashed contour lines represent the
normalized centered RMS error (CRMSE). See Appendix A for the definitions of these
metrics. Each dot represents estimates made over all the tracks in a 3 month
window. A perfect model data comparison would lie along x-axis on the 1 solid line
contour. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 2
Error statistics for Hs and U10 at select NDBC buoy locations (see Fig. 2 for buoy
locations). Statistics have been computed over the entire hindcast period (wherever
data is available). Except for SI and R2 estimates (which are non-dimensional) all
other error metrics are in m for Hs and m/s for U10.

Buoy Bias (Hs;U10) SI RMSE R2

Atlantic/Gulf of Mexico buoys
41008 (�0.02,�0.28) (21.7,29.2) (0.21,1.77) (0.81,0.66)
41004 (0.02,0.03) (21.9,23.5) (0.29,1.65) (0.83,0.78)
41010 (0.08,�0.16) (19.0,20.6) (0.31,1.36) (0.87,0.82)
41002 (0.08,0.18) (19.7,21.5) (0.37,1.54) (0.87,0.82)
41001 (0.06,0.09) (19.3,21.3) (0.40,1.65) (0.88,0.82)
44004 (0.08,0.33) (19.8,22.0) (0.41,1.76) (0.90,0.82)
44025 (�0.04,0.20) (23.5,22.6) (0.30,1.59) (0.83,0.81)
44005 (�0.25,0.53) (31.0,26.8) (0.55,2.00) (0.76,0.77)
44011 (�0.01,0.90) (18.5,24.3) (0.37,1.86) (0.91,0.82)
42001 (0.15,�0.40) (23.2,22.0) (0.30,1.47) (0.89,0.80)
42002 (0.12,0.08) (24.4,24.3) (0.33,1.55) (0.84,0.73)
42003 (0.02,�0.41) (24.4,22.5) (0.26,1.48) (0.88,0.80)
42007 (�0.09,�0.97) (32.3,28.9) (0.22,1.97) (0.80,0.65)
Pacific/Hawaii buoys
46001 (0.10,0.19) (17.5,9.2) (0.49,1.55) (0.89,0.85)
46005 (0.36,0.06) (16.2,18.7) (0.57,1.46) (0.92,0.85)
46002 (0.33,0.11) (15.5,17.5) (0.54,1.33) (0.92,0.85)
46006 (0.37,�0.26) (15.4,17.4) (0.57,1.44) (0.93,0.87)
46012 (0.43,�0.12) (18.8,32.0) (0.58,1.83) (0.84,0.68)
46011 (0.28,�1.26) (18.7,34.8) (0.48,2.42) (0.82,0.63)
51001 (0.24,�0.19) (16.9,16.0) (0.48,1.17) (0.85,0.82)
51003 (0.13,�0.43) (17.5,19.2) (0.41,1.32) (0.76,0.69)
51002 (0.22,�0.34) (15.9,14.2) (0.44,1.23) (0.76,0.78)
51004 (0.15,�0.41) (12.0,14.2) (0.33,1.20) (0.82,0.75)
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resolution grids. This facilitates increased computational efficien-
cies by restricting the higher resolution grids only in areas of
interest.
Overall, the global domain was separated into sixteen computa-
tional grids (Fig. 3). These grids were developed using ETOPO1
bathymetry (Amante and Eakins, 2009) together with v 1.10 of
the Global Self-consistent Hierarchical High resolution Shoreline
(GSHHS) database. See Chawla and Tolman (2007, 2008) for details
on the software used for developing these grids. Individual grid
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details are provided in Table 1. Grids of three different resolutions
were generated: coarse resolution (1/2� or 30 arc-min), intermedi-
ate resolution (1/6� or 10 arc-min), and fine resolution (1/15� or 4
arc-min). The 1/2� grids wrap around the globe (in longitude). All
the grids are regular spherical grids and as a result, model time
steps are limited by the CFL criteria. For increased efficiency, the
global domain is represented by three overlapping grids – an Arctic
grid (ao_30m; as defined in Table 1), an Antarctic grid (ac_30m)
and a grid for the middle part of the domain (mid_30m). This
was done to confine the smaller time steps needed near the poles
to a set of smaller grids. For convenience the output from these
three grids is gathered in a single global grid (glo_30m). To avoid
the singularity at the poles, all grid points beyond 82�N in
ao_30m are marked as inactive.

The spectral domain has been divided into 50 frequency and 36
directional bins (directional resolution of 10�). The minimum
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Fig. 7. U10 (in m/s) distribution at select buoys in the Atlantic Ocean. The first column of p
x-axis. The vertical (horizontal) dashed lines represent the 99th and 99.9th percentiles f
lines representing data and dashed lines representing model. The third column of panel
frequency has been set at 0.035 Hz and the frequency increment
factor has been set at 1.07, providing a frequency range of 0.035–
0.963. A parametric tail is fitted beyond the highest computed fre-
quency. At specified output points (corresponding to buoy loca-
tions and other points of interest) spectral data are linearly
interpolated from the surrounding grid points on an hourly time
scale. For points that are located in multiple grids, the data are ex-
tracted from the highest resolution grid.
3.2. Physics packages

The physics packages used in the development of this database
have been used in operational forecasting and hindcasting at NCEP
for the better part of the last decade. These packages are listed be-
low and more details can be found in Tolman (2009).
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or data (model). The middle column of panels represents the PDF of U10, with solid
s represent Taylor diagram representations of monthly statistics.
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Fig. 8. Like Fig. 7 but for buoys in the Pacific Ocean. U10 units are in m/s.
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Metric definitions are given in Appendix A.
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Fig. 11. Hs bias maps (in m) from the Jason 1 satellite tracks for select years during the months of December–February. The maps have been made using three months of
collocated model-data values along the altimeter tracks and binning them in 2� � 2� bins.
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� The Tolman-Chalikov source term package (Tolman and Chali-
kov, 1996) with stability correction and a cap for maximum drag.
� DIA approximation (Hasselmann et al., 1985) for non-linear

interactions. (Note that while the original DIA was built assum-
ing a spectral increment factor of 1.1, changing that to 1.07 had
no discernible impact on spectral evolution.)
� Battjes-Janssen shallow water depth breaking (Battjes et al.,
1978) with a Miche-style shallow water limiter for maximum
energy.
� ULTIMATE QUICKEST (Leonard, 1979, 1991; Davis and More,

1982) propagation scheme with averaging technique for Garden
Sprinkler alleviation (Tolman, 2002a).
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� JONSWAP bottom friction formulation (Hasselmann et al., 1973)
with no bottom scattering.

4. CFSR winds

The new NCEP Climate Forecast System Reanalysis (CFSR) en-
tails a coupled reanalysis of the atmospheric, oceanic, sea-ice and
land data from 1979 to 2010, and a reforecast run with this reanal-
ysis after that (Saha et al., 2010). Here, only the reanalysis results
will be used. The CFSR represents a significant upgrade from the
older reanalyses done at NCEP (Kalnay et al., 1996; Kanamitsu
et al., 2002). It has a much finer horizontal resolution (�38 km as
opposed to the earlier �200 km) and more vertical layers for the
atmosphere (64 as opposed to 28). It is also coupled to an ocean
circulation model (as opposed to using a prescribed Sea Surface
Temperature (SST) over the ocean as was done earlier).
A detailed evaluation of reanalysis winds is beyond the scope of
this paper (readers are referred to the original article). However,
since the 10 m (above MSL) winds are the main driving force for
ocean waves, some analysis of these winds is performed here.
Cox et al. (2011) also addressed the feasibility of the CFSR winds
for oceanographic forcing. Both buoy and altimeter data are used
here for validating U10. Even though altimeter data provide an indi-
rect measure of the wind speed (Caires and Sterl, 2003), they are
valuable independent data sets to compare against the winds
(altimeter winds are not assimilated into the CFSR).

Fig. 4 shows the monthly wind speeds at percentiles of occur-
rence for the Northern and Southern Hemispheres from the CFSR.
The Northern Hemisphere shows consistent wind fields for the
length of the database. Some of the inter-annual oscillations at
the higher wind speeds may be related to El-Nino/La-Nina cycles
and associated storm activities. The Southern Hemisphere on the
other hand shows a clear transition around 1993–1994, where
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the higher percentile winds prior to that are stronger than the
winds after that. This transition coincides with the introduction
of Special Sensor Microwave Imager (SSM/I) derived ocean surface
wind observations in CFSR (Saha et al., 2010). There is a second
smaller jump in winds speed for higher percentiles of occurrence
in 2006. This transition does not seem to coincide with the intro-
duction of any ocean surface wind data though a number of satel-
lite radiance data streams were added to the CFSR analysis in 2006
see Fig. 4 in Saha et al. (2010). These transitions in wind speeds are
the strongest in the 99th percentile winds. Apart from these tran-
sitions, Fig. 4 shows that the seasonal variability (in wind speeds)
is much greater in the Northern Hemisphere than the Southern
Hemisphere with the seasonal maxima being fairly similar in both
hemispheres but the seasonal minima in the Northern Hemisphere
being much lower. These are driven by the different land masses in
the two regions, creating stronger winter (as indicated by the high-
er 99th percentile winds) and weaker summer conditions in the
Northern Hemisphere. Stopa et al. (submitted for publication) pro-
vide a detailed seasonal analysis of the CFSR wind patterns in the
two hemispheres.

Comparing the percentiles with the limited available altimeter
data (Fig. 5) shows that prior to 1993–1994, the stronger winds
are clearly overestimated in the Southern Hemisphere. The scatter
in the plots is a reflection of the different algorithms used to esti-
mate wind speeds in the different platforms. However, the trends
are clearly visible across all the platforms. Also note that while in
Fig. 4 the percentiles are computed from wind speeds over the en-
tire regional domain, in Fig. 5 the percentiles are computed along
altimeter tracks only. One concern is that the comparisons have
been done using altimeter data that are accurate in wind speeds
of 1–20 m/s (Gourrion et al., 2002), and the 99th percentile winds
in the Southern Hemisphere are at the upper limits of this range
(Fig. 4). But since this over estimation is observed in winds down
to the 90th percentile, it is a valid feature of the CFSR winds in
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the Southern Hemisphere. As shall be shown below, this has a sig-
nificant impact on the underlying waves since the stronger winds
are the predominant drivers of wave growth.

A Taylor diagram (Taylor, 2001) provides a convenient way to
represent multiple statistical metrics of model-data comparisons
on the same plot, but has generally not been used in wave model-
ing. Fig. 6 provides such a representation of the collocated CFSR
and altimeter wind speeds for all the available altimeter sets. Most
of the time the correlation is on the order of 0.9 or better. And with
the exception of the data prior to 1994 the normalized standard
deviation is clustered around 1, indicating that the energetic
components of the winds are well represented in the data.

For completeness, comparisons have also been done with the
NDBC buoys and Table 2 lists the statistics over the entirety of
the record for each station used in the analysis. Figs. 7 and 8 show
the U10 distributions for a select number of buoys in the Atlantic
and Pacific Oceans. In general, the winds are well represented with
correlation coefficients of 0.8 or higher. The exceptions are buoys
close to the coast (see buoy 46011 in Fig. 8 and Table 2). Some of
this is a reflection of the way winds are being interpolated. In
the current database it is a simple linear interpolation that does
not account for land-sea transitions. This can be a problem in
coastal areas dominated by local wind seas. The other region where
winds are not as well represented are hurricane/tropical storm
dominated areas (buoy 42001 in Fig. 7). This is because even with
the higher spatial resolution, CFSR is still limited in reproducing
these storms (Cox et al., 2011). More examples can be found in
the supporting material.
5. Validation using overall significant wave height (Hs)

5.1. Altimeter comparisons

Altimeters provide a direct estimate of Hs, and hence provide a
valuable validation tool, especially in the Southern Hemisphere
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Fig. 15. Like Fig. 14 but for buoys in the Pacific Ocean. Hs units in m.
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where limited in situ validation data are available. Error statistics
for Hs were computed for the collocated data sets in three month
segments to assess the seasonal and interannual variabilities in
model performance. Fig. 9 shows the error statistics against all
available altimeters for the global domain. The Scatter Indices
(SI) are generally lower after 2000, indicating a reduction in the
random errors in the model. This is probably related to a better
representation of the wind due to additional sources of data for
assimilation. The reduction in Scatter Indices are accompanied by
a corresponding increase in the goodness of fit parameter (R2).
Biases show some interesting patterns. Apart from the seasonal
patterns (highs during the winter months in the Northern and
Southern Hemispheres) there are some significant interannual
variabilities. Since these variabilities are seen across the different
instruments (with some small differences) they likely represent
patterns in the wave model behavior. The overall RMS Error shows
similar interannual features, because the biases make up a signifi-
cant portion of the overall error. Also note that R2 for Hs systemat-
ically increases during the altimeter epoch (Fig. 9 lower right
panel). This indicates that the quality of the forcing wind slowly in-
creases with time,likely due to a systematic increase in observa-
tions. Thus showing that even a detailed reanalysis will produce
only a limited homogeneity in time.

Statistics from collocated tracks were also computed regionally.
Fig. 10 shows the bias patterns in the Northern and Southern
Hemispheres. The seasonal bias patterns are visible in the Northern
Hemisphere with the largest biases occurring during the winter
months. These are caused primarily by inadequate swell dissipa-
tion in the current formulation of WAVEWATCH III (Ardhuin
et al., 2010; Chawla et al., 2009) and are most prominent in the Pa-
cific Ocean (where the biggest swells are observed). The Southern
Hemisphere shows a similar seasonal variability during the winter
months. The interannual variability that was observed in the global
domain (Fig. 9), on the other hand, is only seen in the Southern
Hemisphere. The higher biases prior to 1994 match well with the
over prediction of the higher winds (Fig. 5). There is an increase
in bias in the Southern Hemisphere after 2000 that consists of an
increasing trend (2000–2006) and a step like jump (after 2006).
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Fig. 16. Like Fig. 7 but for Hs distribution (in m) between model and buoy data.
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The jump in the overall bias corresponds with an increase in winds
in the CFSR database (Fig. 5). It should be pointed out that the Tol-
man-Chalikov physics used in this model were last calibrated
against global data in 2000–2001 (Tolman et al., 2002) and this
coincides (fortuitously) with the lowest overall errors in the do-
main. Due to the variability in wind speed estimates from the dif-
ferent instruments, it is difficult to determine if the winds were
underestimated during this period. Fig. 11 shows the impact of
increasing biases in the Southern Hemisphere during December–
February between 2002 and 2008. Some of the larger buildups in
the biases occur south of 45�S. Apart from the step like increase
in biases after 2006, there are also increasing trends in biases
between 2000 and 2006 that do not seem to correlate with any
changes to wind patterns. Using satellite data, Ardhuin et al.
(2011) have shown that icebergs in the Southern Hemisphere play
a significant role in blocking the propagation of swells from the
lower latitudes to the Western and Southern coastlines in the
Southern Hemisphere. In particular they showed a significant
increase in iceberg volumes in the Southern Atlantic Ocean in
2004–2005 (see Figs. 3 and 4 in their paper) which matches with
the increased biases observed for the same period in the South
Atlantic in Fig. 10. They also showed an increasing volume of
icebergs in the Pacific Ocean between 2002 and 2006 that could
explain the increasing biases in the Southern Pacific.

5.2. Buoy comparisons

Altimeter records only exist back to 1991, and for longer peri-
ods of evaluation, validation of Hs has been done using select NDBC
buoys, similar to what was done for the CFSR winds. The statistics
for the complete records at the buoys can be seen in Table 2. Once
again the reader is referred to the supporting material for a more
comprehensive set of model-data comparisons.

Figs. 12 and 13 show the time series of Hs at select locations in
the Atlantic and Pacific basins respectively. These correspond with
the buoys in Figs. 7 and 8. Figs. 14 and 15 show the monthly mean



0 2 4 6 8 10
0

2

4

6

8

10

51001

0 5 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

  1

  2

0

1

0

2

1

0.99

0.95

0.9

0.8
0.7

0.6
0.5

0.40.30.20.10

0

2

4

6

8

10

46011

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

  1

  2

0

1

0

2

1

0.99

0.95

0.9

0.8
0.7

0.6
0.5

0.40.30.20.10

0

2

4

6

8

10

46005

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

  1

  2

0

1

0

2

1

0.99

0.95

0.9

0.8
0.7

0.6
0.5

0.40.30.20.10

0

2

4

6

8

10

46001

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

  1

  2

0

1

0

2

1

0.99

0.95

0.9

0.8
0.7

0.6
0.5

0.40.30.20.10

Fig. 17. Like Fig. 16 for buoys in the Pacific Ocean. Hs units in m.
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biases in the two basins. Just like in the altimeter data, the biases in
the Pacific Ocean are larger than those in the Atlantic. Along the
Atlantic coast the biases move from being generally positive at
lower latitudes to seasonal patterns with negative biases during
the more intensive winter months at the higher latitudes (regions
of more active growth). Buoy 44005 is the one buoy that stands out
for the poor model – data comparisons, most probably because this
buoy is located close to a submarine ridge that is not resolved in
the grids. Along the Pacific coast, buoys exposed to swells show a
positive bias while those in areas of active growth (buoy 46001)
show a mix of positive and negative biases.

The corresponding Hs distributions for the two basins are
shown in Figs. 16 and 17. In general the Hs values at the buoys
are well represented by the hindcast database, with the PDFs from
the model slightly shifted in the Pacific basin due to the over pre-
diction of the swells (Hanson et al., 2009). The Taylor diagrams
show a tight cluster around the normalized standard deviation of
1, with a correlation of 0.9 or higher, indicating minimal random
errors (buoy 44005 being the one exception).

A peak-over-threshold based analysis was also conducted for
the different buoys. Such an analysis focuses more on extreme
events, which are important in many applications. Bulk data anal-
ysis as presented above do not generally address behavior at ex-
treme events comprehensively. The time series (of Hs) at any
particular buoy was separated into different events based on the
up-crossing (from below to above) and down-crossing (from above
to below) of the time series across a specified threshold. Hs value at
the 90th percentile of occurence (computed from observations) has
been used as the threshold and is represented by the dashed lines
in Figs. 12 and 13. The duration of an event is identified as the time
between subsequent up-crossing and down-crossing. Only those
events that have a duration greater than 3 h (to identify significant
events) and less than 240 h (to exclude cases where buoys stop
transmitting data) were chosen. The maximum wave height values



Table 3
Peak event analysis. Analysis has been carried out for the same buoys as presented in
Table 2. Events are identified when Hs > Hc

s , where Hc
s is identified as the 90th

percentile of Hs . N is the number of events found for the entire record. All error
metrics except SI are in m.

Buoy N Hc
s Bias SI RMSE

Atlantic/Gulf of Mexico buoys
41008 891 1.62 �0.25 15.6 0.40
41004 812 2.27 �0.35 15.4 0.58
41010 825 2.61 �0.20 15.3 0.56
41002 996 3.17 �0.25 15.1 0.69
41001 995 3.60 �0.38 13.2 0.75
44004 1148 3.77 �0.50 13.5 0.84
44025 870 2.23 �0.38 15.6 0.61
44005 1372 2.90 �0.98 18.2 1.21
44011 1053 3.63 �0.56 12.0 0.81
42001 1243 2.03 0.02 17.8 0.50
42002 1316 2.20 �0.07 18.3 0.54
42003 1085 2.01 �0.09 19.0 0.53
42007 951 1.14 �0.43 21.6 0.54

Pacific/Hawaii buoys
46001 1472 4.67 �0.34 13.2 0.86
46005 1201 4.70 0.18 13.1 0.81
46002 1064 4.51 0.18 12.5 0.74
46006 1070 4.90 0.16 12.5 0.79
46012 1244 3.33 0.17 15.4 0.65
46011 1115 3.20 �0.05 13.8 0.55
51001 1045 3.57 0.17 15.3 0.70
51003 982 3.10 0.18 16.4 0.62
51002 1046 3.23 0.21 15.0 0.58
51004 949 3.20 0.07 12.5 0.46
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(in both the model and data) during these events were then
compared.

The error statistics together with the number of events for each
of the buoys and the corresponding threshold Hs are listed in
Table 3 and the scatter plots for select buoys in the two basins
are shown in Figs. 18 and 19. In general, the model under predicts
the highest waves, with the overall bias being positive in the Pacific
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Fig. 18. Scatter plot of peak-over-threshold maximum wave height Hs (in m) for model (
peak-over-threshold values are defined. Dashed line indicates the linear best fit with ze
Ocean buoys due to the larger number of swell systems in these
regions. This appears to be associated with the accurate represen-
tation of some but not all extreme events in the CFSR wind fields as
described above and as illustrated in Cox et al. (2011). There are
also some concerns on the quality of the data for the higher waves
(discussed in Section 6).
6. Conclusion and outlook

A global hindcast 31 year archive of evolving wind waves has
been developed using the latest reanalysis winds from NCEP and
the default model setup of WAVEWATCH III version 3.14. The hind-
cast archive includes high resolution grids to adequately resolve
semi-enclosed basins like the Mediterranean Sea, and areas with
an abundance of coastal observations (North America, Northern
Europe, Iceland and Australia).

Integral spectral parameters of the archive have been quantita-
tively validated against both altimeter and buoy data. A supporting
manuscript that provides model skill at a large number of NDBC
buoys not shown in this paper has also been provided. In the
Northern Hemisphere, the statistics show a seasonal pattern. Over-
all the Hs values are well represented by the model over the entire
record of the database with agreement out to 99.9th percentile. In
the Southern Hemisphere, there are some concerns that the stron-
ger winds are over predicted in the CFSR prior to 1994, leading to
an over prediction in the ocean waves as well. There has also been
an increase in the wave heights after 2000 which are probably
related to a combined effect of strengthening atmospheric winds
and movement of icebergs in this region (Ardhuin et al., 2011).
Because the wave model physics were tuned in the intermediate
period, positive biases occur in the Southern Hemisphere prior to
1994 and after 2000. While wind intensification and iceberg distri-
bution seem to provide reasonable explanation of wave height
biases in the Southern Hemisphere, there may be other possible
mechanisms. An event-based analysis indicates that the extreme
events are reasonably reproduced in the hindcast. However, the
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y-axis) and data (x-axis) for select buoys in the Atlantic Ocean. See text for how the
ro intercept.
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Fig. 19. Like Fig. 18 for buoys in the Pacific Ocean. Hs units in m.
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CFSR wind reproduce some but not all extreme wave events (see
Cox et al., 2011), resulting in under representation of the highest
waves. Some of which is probably driven by the underlying physics
of the wave model.
A final note to address the quality of wave data. Significant
wave heights from the buoys have always been used as ‘‘Ground
Truth’’ in model validation studies. However, recent work on this
by Bender et al. (2010) has shown that buoys that use a 1D
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Fig. 21. Like Fig. 20 for buoy 41002 from March 6th–March 11th 2005.
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Fig. 22. Like Fig. 20 for buoy 46005 from February 9th–February 15th 1999.
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strapped down accelerometer to record waves can have significant
errors when the instrument orientation moves away from being
vertical. This is a major concern during the larger events since
the errors they note in their publication are on the order (and
sometimes greater) than the model-data comparisons observed
here. A review of historical buoy records is beyond the scope of
the present study but needs to be carried out for accurate valida-
tions using the algorithms provided in Bender et al. (2010) to
correct for errors related to buoy tilt. Apart from this, there are also
systematic differences in reported wave measurements from
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different agencies (Durrant et al., 2009). For the development of
wave models as well as undertaking engineering and/or climatic
studies a reliable network of ‘‘Ground Truth’’ data is essential. To
address this a pilot project has been launched to evaluate wave
measurement platforms across the world (Swail et al., 2009).

The next step is to develop a detailed spectral evaluation of the
hindcast database. The difficulty with validating wave spectra
across a long-term database, is that unlike the integral parameters
there are no standard objective statistical measures easily applica-
ble. Some techniques such as using partitioning algorithms to com-
pute integrals over part of the spectrum (Hanson et al., 2009),
tracking well separated (in frequency space) swell events (Winge-
art et al., 2001), comparing integral parameters across selected fre-
quency ranges of the spectrum (Li and Holt, 2009), or using
spectral moments that describe physical processes (Ardhuin
et al., 2009) have been developed. To get an indication of how well
the wave spectra are reproduced in the hindcasts, qualitative com-
parisons have been done at select locations for specific events
using spectral-time Hovmöller plots (Figs. 20–22). The events have
been identified using the peak-over-threshold analysis of the pre-
vious section. Since the buoys do not record a true 2D spectrum,
comparisons have been limited to the 1D frequency spectra. Buoys
(chosen at random) from three different regions – Gulf, Atlantic
and Pacific – were selected. At each buoy, one of the larger events
(for which spectral data was available) have been shown. Fig. 20
shows the spectra at buoy 42001 in the Gulf of Mexico during hur-
ricane Rita, highlighting the difficulty CFSR has in representing
hurricane conditions, with part of the eye of the hurricane passing
erroneously over the buoy in the CFSR. A similar feature was ob-
served at this buoy in 2002 during hurricane Lili (figure not
shown). In events which do not involve hurricanes (Fig. 21), the
spectral comparison is excellent, with the model doing a good
job in simulating the growth and down shifting of the spectrum
in increasing winds. As a result of the DIA parametrization used
in the Tolman-Chalikov physics package the down shifting of the
spectral peak is not as intense in the model as in the data, leading
to an under prediction in peak period (Tp) around the time when
the peak of the storm passes over the buoy. The energy input into
the waves during increasing winds is less in the model compared
to data. This is a known issue with the Tolman-Chalikov physics
(Ardhuin et al., 2007), that was necessary to minimize errors over
the entire ocean basin Tolman and September (2002b). The over
prediction of swell (Hanson et al., 2009) in the Pacific Ocean can
be seen in the wave spectra of Fig. 22 prior to February 11th. Keep
in mind that this is just a first step qualitative assessment of the
degree of reliability with which ocean conditions (beyond bulk
properties) are reproduced in the database. A separate quantitative
assessment of the evolution of the wave spectra shall be carried
out later.

This database has been developed partially in support of a NOPP
initiative to improve operational wave modeling (Tolman et al.,
submitted for publication). The first stage of developing a 30 year
hindcast in the context of the NOPP project, which has been com-
pleted and reported here, provides the baseline skill of the default
version 3.14 of the WAVEWATCH III model. The second stage,
scheduled to be performed in the near future, involves recreating
a hindcast database using the (Ardhuin et al., 2010) physics pack-
age, which has been added to WAVEWATCH III as part of the NOPP
project and was also recently (May 2012) transitioned into opera-
tions at NCEP. This package has shown considerable improvement
in model skill over the Tolman-Chalikov physics (as documented in
Tolman et al. (submitted for publication)). Higher resolution grids
will also be introduced for the coastal and regional waters of Can-
ada. If feasible, a curvilinear grid will be introduced for the polar
ice caps to extend the computational domain further north. Finally,
statistical correction for wind speeds will be considered to remove
the discontinuous behavior of high-percentile winds in 1994 and
2006 as illustrated in Fig. 4. The final stage of the database will
be developed at the culmination of the NOPP project, and will de-
pend upon the outcome of that project.

The aim of this database is not only to provide long-term ar-
chives with multiple physics packages that can then be mined to
compare and validate under different physical environments, but
also to provide accurate long-term wave records for climatic and/
or engineering studies. It should be emphasized that this database
has been developed directly from reanalysis winds without any
effort to either kinematically correct the winds (Swail and Cox,
2000) or the wave model results (Caires and Sterl, 2005). This does
not preclude the need for correction since the database has its own
limitations but it does provide a better starting point for these and
other correction techniques.
Appendix A. Metrics

To quantify model skill, the standard error metrics of mean bias
(b), root mean square error (RMSE) and Scatter Index (SI) are used.
These are defined as follows

b ¼ ym � yo ðA:1Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ym � yoð Þ2

q
ðA:2Þ

SI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ym � ymð Þ � yo � yoð Þð Þ2

q
yo

� 100 ðA:3Þ

where y is the variable, and the subscripts m and o refer to model
and observations respectively. The overbar (y) refers to the average
of y over all the samples in the sampling window.

A goodness of fit parameter (R2) is also used to quantify how
well the model fits the data. It is defined as

R2 ¼ ym � ymð Þ2

m � yo þ c � ymð Þ2
ðA:4Þ

where m and c are the slope and intercept corresponding to a linear
regression fit between model and observations and are given by

m ¼ ymyo � ymð Þ yoð Þ
y2

o � yoð Þ
2 ðA:5Þ

c ¼ ymð Þ � y2
o � yoð Þymyo

y2
o � yoð Þ

2 ðA:6Þ

Taylor diagrams (Taylor, 2001) are also used to display multiple
metrics together. The error metrics used in the generation of the
Taylor diagrams are the correlation coefficient (q), the normalized
centered root mean square error (CRMSE), and the normalized
standard deviation (rn). These are given by

q ¼ ym � ymð Þ yo � yoð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ym � ymð Þ2

q� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yo � yoð Þ2

q� � ðA:7Þ

CRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ym � ymð Þ � yo � yoð Þð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yo � yoð Þ2

q ðA:8Þ

rn ¼¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ym � ymð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yo � yoð Þ2

q ðA:9Þ

Note that CRMSE and rn are normalized by observations to facil-
itate comparisons across different time periods.
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Appendix B. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.ocemod.2012.
07.005.
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