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Full nonlinear equations for one-dimensional potential surface waves were used for investigation
of the evolution of an initially homogeneous train of exact Stokes waves with steepness
AK=0.01–0.42. The numerical algorithm for the integration of nonstationary equations and the
calculation of exact Stokes waves is described. Since the instability of the exact Stokes waves
develops slowly, a random small-amplitude noise was introduced in initial conditions. The
development of instability occurs in two stages: in the first stage the growth rate of disturbances was
close to that established for small steepness by Benjamin and Feir �J. Fluid. Mech. 27, 417 �1967��
and for medium steepness �McLean, J. Fluid Mech. 114, 315 �1982��. For any steepness, the Stokes
waves disintegrate and create random superposition of waves. For AK�0.13, waves do not show a
tendency to breaking, which is recognized by approaching a surface to non-single-value shape.
Sooner or later, if AK�0.13, one of the waves increases its height, and finally it comes to the
breaking point. For large steepness of AK�0.35 the rate of growth is slower than for medium
steepness. The data for spectral composition of disturbances and their frequencies are given. © 2007
American Institute of Physics. �DOI: 10.1063/1.2432303�

I. INTRODUCTION

This work should be considered as further development
of Stokes wave instability theory.1,2 It also represents a pre-
liminary study intended for development of two-dimensional
interactive simulation of surface waves and the air boundary
layer above waves. Until recently, the investigations of the
interaction between wind and waves were performed mainly
for a single periodic wave surface assigned by a linear theory
even for the cases when the amplitude of the wave was not
small. Such investigations based on Reynolds equations for a
boundary layer were started in Refs. 3 and 4. Chalikov’s
model was used later for investigation of different problems
of wave boundary layer �WBL� �see, for example, Refs.
5–8�. A more advanced model of WBL was recently devel-
oped in Ref. 9. The problem with all these models is that the
monochromatic waves represent an idealized situation that is
rarely observed in natural conditions. A generalization of the
monochromatic results �obtained for the stationary flow� for
the multimode wave field is routinely based on a linear as-
sumption. Applicability of this assumption for finite ampli-
tude waves is doubtful. Besides, the waves assigned by linear
theory do not describe the typical shape of dominant waves,
which usually have sharp crests and gentle troughs. It was
established in technical fluid mechanics that even small
modifications of patterns change the form drag significantly.
Evidently, sharp-crested waves create a form drag much
larger than do smooth waves with the same height. Addition-
ally, surface unsteadiness supports the strong nonsteadiness
of both flow and pressure fields. This is presented correctly
in perturbation theory only for very small amplitudes. It be-
came evident several years ago10 that a more realistic presen-
tation of nonstationary wave surface is needed. The best way
is evidently a construction of a coupled wind-wave model,

based on the nonstationary equations for air and water. Their
solutions are matched through moving interface. The first
such interactive numerical experiments have been described
in Ref. 11. This approach became possible after the develop-
ment of numerical modeling for surface gravity waves. It
was intended at the initial stage of this work using the nu-
merical approach developed by Dold and Peregrine12 �here-
after D-P� and described in detail in Ref. 13. Actually, D-P
was a first model for realistic simulation of the surface waves
based on the principal potential equations, contrary to nu-
merous approaches that used the simplified equations or the
perturbation theory �see references in Ref. 14 and more in-
formation in Ref. 15�. Recently, the D-P model was applied
to investigation of the evolution of an initially uniform wave
train.16 It was observed that wave energy becomes concen-
trated in a group of steep waves which can break if initial
wave energy is large enough. While studying the D-P ap-
proach, we found that a simpler and more precise method
can be constructed on a basis of conformal mapping. The
numerical scheme in this method is based on the Fourier-
transform method, so the approximations of all derivatives
and nonlinear terms are much more precise than in any
scheme based on local approximation. Contrary to the D-P
scheme, our scheme does not need the smoothing in physical
space, just routine high wave number dumping in Fourier
space. For the stationary problem, this mapping represents
the classical complex variable method �e.g., Refs. 17 and 18�
originally developed by Stokes.19,20 In a stationary problem,
this method employs the velocity potential � and the stream
function � as the independent variables. Actually, an ap-
proach based on a nonstationary conformal mapping was for-
mulated earlier several times. It was introduced in Ref. 21
and then considered in Refs. 22–24. In Refs. 25 and 26, this
approach was used for investigating the Rayleigh-Taylor in-
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stability and the generation of surface singularities. A new
way of deriving equations and a description of a numerical
scheme �and its validation�, as well as the results of long-
term simulations, were described in detail in Ref. 27 �here-
after ChSh�. The ChSh numerical approach is based on non-
stationary conformal mapping for finite depth. This allows
rewriting of the principal equations of potential flow with a
free surface in a surface-following coordinate system. The
Laplace equation retains its form, and the boundaries of the
flow domain �i.e., the free surface and, in the case of finite
depth, the bottom� are coordinate surfaces in the new coor-
dinate system. Accordingly, the velocity potential in the en-
tire domain receives a standard representation based on its
Fourier expansion on the free surface. As a result, the hydro-
dynamical system �without any simplifications� is repre-
sented by two simple evolutionary equations that can be
solved numerically in a straightforward way. The advantages
of this approach were briefly discussed in Ref. 28; later, in
Ref. 29, the method developed was used to demonstrate the
nonlinear properties of steep waves. In principle, the ChSh
method is similar to the method developed by Meiron et al.24

However, they concluded that this method is applicable only
to “moderately distorted geometry.” In Ref. 29, it was also
noticed that conformal mapping above a curvilinear bound-
ary can result in a strongly nonuniform grid. This conclusion
makes sense for schemes with low resolution only: for an
approximation of the Stokes wave profile, only N=64 points
were used in the cited paper. In such a presentation, the
Stokes wave is approximated inaccurately, and this resolu-
tion is too poor for numerical integration in time. In our
work, this problem does not arise because we exploited thou-
sands of points. Zakharov et al. used even up to 106 Fourier
modes.39 Above the smooth parts of the surface this resolu-
tion can be excessive, but it is sufficient above patterns with
large curvature. The accuracy of the scheme is controlled
with integral invariants of the problem. All these technical
problems were resolved in the early stage of constructing the
ChSh model.27

Recently, the ChSh model was applied to the simulation
of the wave’s evolution with different initial conditions.30

Numerical experiments with initially monochromatic waves
with different steepness showed that the model was able to
simulate breaking conditions when the wave obtained a
strong asymmetry and surface finally becomes a multivalued
function of the horizontal coordinate. An estimate of the
critical initial wave height that divides between nonbreaking
and eventually breaking waves is obtained. Simulations of
nonlinear evolution of a wave field were represented initially
by two modes with close wave numbers �amplitude modula-
tion� and a wave field with a phase modulation. Both runs
result in the appearance of large and very steep waves; these
also break if the initial amplitudes are sufficiently large. The
breaking process develops very quickly, so the period of
multivalued surface existence is very short. Formally, insta-
bility exhibits itself in the fast growth of high wave number
modes, but physically, a tendency for splitting of falling vol-
ume is quickly developing, which makes it impossible to
apply conformal mapping, potential approximation, and gen-
erally, equations of fluid mechanics for single phase of fluid.

Next, the model was applied to simulation of the non-
breaking evolution of wave fields with a large number of
modes for many periods of dominant waves.14 The statistical
characteristics of nonlinear wave fields for waves of different
steepness were investigated: spectra, kurtosis and skewness,
dispersion relation, and lifetime. The prime result that a
wave field may be presented as a superposition of linear
waves is valid only for small amplitudes. It was shown as
well that nonlinear wave fields are rather a superposition of
Stokes waves, not linear waves.

In this paper, the investigation of nonlinear properties of
one-dimensional �1-D� surface wave is done for the wave
train of Stokes waves. The stability of such an initially uni-
form wave train was a subject of many investigations. It was
shown that for weakly nonlinear waves, it is unstable to low-
frequency perturbations,31 Benjamin and Feir1 �hereafter
B-F�. Numerical investigations32 extended these results to
large-amplitude waves and long-wave perturbations. The
most detailed results were obtained in Ref. 2, where investi-
gated numerically the stability of exact Stokes waves to two-
dimensional �2-D� small-amplitude disturbances. The evolu-
tion of disturbances was investigated with linearized
equations. The experimental investigation of the 2-D insta-
bility of finite-amplitude waves was performed in Ref. 33.

This work deals with 1-D finite-amplitude Stokes waves,
disturbed by small-amplitude initial noise on a basis of fully
nonlinear equations. In this case, the development of distur-
bances and their interaction with initial waves are simulated
in a fully nonlinear manner, regulated by conservations of
total energy and momentum.

II. THE GOVERNING EQUATIONS

Consider the periodic one-dimensional deep-water
waves, which dynamics is described by principal potential
waves equations. Due to the periodicity condition, the con-
formal mapping for infinite depth can be represented by the
Fourier series �see details in ChSh�:

x��,�� = � + x0��� + �
−M�k�M,k�0

	−k���exp�k��
k��� ,

�2.1�

z��,�� = � + 	0��� + �
−M�k�M,k�0

	k���exp�k��
k��� ,

�2.2�

where x and z are Cartesian coordinates, � and � are confor-
mal surface-following coordinates, � is a time, and 	k are the
coefficients of Fourier expansion of the free surface 	�� ,��
with respect to the new horizontal coordinate �:

	��,�� = h�x��,� = 0,��,t = �� = �
−M�k�M

	k���
k��� ,

�2.3�


k denotes the functions
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k��� = �cos k� , k � 0,

sin k� , k � 0;
� �2.4�

M is the truncation number; x0��� can be chosen arbitrarily,
though it is convenient to assume that x0���=0.

Nontraditional presentation of the Fourier transform with
definition �2.4� is, in fact, more convenient for calculations
because �
k��=k
−k and ��Ak
k��=−�kA−k
k. Thus, the
Fourier coefficients Ak form the real array A�−M :M�, thus
making possible a compact programming in FORTRAN90.

Note that the definitions of both coordinates � and � are
based on Fourier coefficients for surface elevation. It follows
then from Eqs. �2.1� and �2.2�, that the time derivatives z�

and x� for Fourier components are connected by the simple
relation

�x��k = �z��−k. �2.5�

Due to conformity, the Laplace equation retains its form
in �� ,�� coordinates. It is shown by ChSh that potential
waves equations can be represented in the new coordinates
as follows:

��� + ��� = 0, �2.6�

z� = x�g + z�f , �2.7�

�� = f�� −
1

2
J−1���

2 − ��
2� − z , �2.8�

where �2.7� and �2.8� are written for the surface �=0 �so that
z=	, as represented by expansion �2.1�; J is the Jacobian of
the transformation

J = x�
2 + z�

2 = x�
2 + z�

2, �2.9�

g is an auxiliary function

g = �J−1����=0, �2.10�

and f is a generalization of the Hilbert transform of g, which,
for k�0, may be defined in Fourier space as

fk = g−k, gk = − f−k, �2.11�

following in fact from Eq. �2.5�.
Equations �2.6�–�2.8� are written in the nondimensional

form with the following scales: length L, where 2�L is the
�dimensional� period in the horizontal, time L1/2G−1/2, and
the velocity potential L3/2G−1/2 �G is the acceleration of grav-
ity�. Capillarity and external pressure were not taken into
account in this investigation.

The boundary condition assumes the vanishing of verti-
cal velocity

����,� → − ,�� = 0. �2.12�

The solution to the Laplace equation �2.6� with boundary
condition �2.12� readily yields to Fourier expansion, which
reduces the system �2.6�–�2.8� to a 1-D problem:

� = �
−M�k�M

�k���exp�k��
k��� , �2.13�

where �k are Fourier coefficients of the surface potential
��� ,�=0,��. Equations �2.6�–�2.8�, �2.10�, and �2.11� con-

stitute a closed system of prognostic equations for the sur-
face functions z�� ,�=0,��=	�� ,�� and ��� ,�=0,��.

For time integration, the fourth-order Runge-Kutta
scheme was used. The choice of time step was done empiri-
cally. For example, for M =100, a time step was equal to
0.01. For M =1000, it was 0.002. Increasing the local steep-
ness and surface curvature often forces application of smaller
time steps. The scheme is so simple that a core of a
FORTRAN95 program fits in 15 lines.

A specific problem is that initial data are normally given
in the Cartesian coordinates. These need to be converted to
the �� ,�� coordinates. For this purpose, and for postprocess-
ing of the results, an interpolating algorithm based on the
periodic high-order spline functions has been developed. The
algorithm carries out the transformation with high accuracy.

The problem of validation of numerical scheme was dis-
cussed by ChSh in Refs. 14 and 27. The scheme turned out to
be very precise. This is not surprising, because, contrary to
the initial form of the equations, the equations written in
conformal coordinates become simple one-dimensional evo-
lutionary equations, which can be solved accurately with the
Fourier transform method without the use of any local ap-
proximation. Remarkably, conformal mapping made possible
a reproduction of the essential stages of the breaking process
when the surface ceases to be a single-valued function.27

This initial stage of wave breaking exhibits a sharp jet origi-
nating from a wave crest. The integration in this case is
always terminated; but due to the high accuracy of the
scheme, however, the numerical and physical instabilities
follow each other very closely.

III. INITIAL CONDITIONS: CALCULATING THE EXACT
STOKES WAVES

Following Ref. 2, the initial conditions for the nonsta-
tionary problem were assigned as a superposition of exact
Stokes waves and small-amplitude noise. For the case of
infinite depth �Stokes waves�, a method based on expansion
of the Fourier coefficients of the surface height in the power
series of the wave amplitude was originally proposed by
Stokes,19,20 who in his latter work obtained a fifth-order ap-
proximation. In recent studies, the method has been further
developed into a recursive scheme which produces consecu-
tive power expansion coefficients. Solutions for Stokes
waves have been obtained in Refs. 34, 32, and 36. An
algorithm35 was used in the investigation of stability of
finite-wave amplitudes in Ref. 32. In Ref. 37, the calcula-
tions were carried out up to 170 terms. A full set of simple
and very fast numerical methods of obtaining the exact sta-
tionary solution for gravity and gravity-capillary waves
for deep water was developed in Ref. 27 and for shallow
water in Ref. 38. In this paper, only the algorithm for sta-
tionary gravity waves in deep water �Stokes waves� will be
described.

For the stationary problem, the method of conformal
mapping is a well-known approach based on using the ve-
locity potential � and the stream function � as the indepen-
dent variables �e.g., Ref. 18�. It is easy to show that in this
case,
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� = − c� + �0, � = c� + �0, �3.1�

where −c is the velocity of the mean flow, �x=−�z and
�z=�x are the horizontal and the vertical Cartesian velocity
components, respectively, and �0, �0 are constants. For the
stationary version of system �2.6�–�2.8�, to describe progres-
sive waves, the periodicity condition on �, which implies a
zero mean flow velocity, must be replaced by the weaker
condition of periodicity of the velocity components; i.e., of
the spatial derivatives of �. In a coordinate system moving
with the wave’s phase velocity c, the mean flow velocity is
equal to −c, and the velocity potential � is given by relations
�3.1�, where �0 must be allowed to depend on time �since a
steadiness is assumed for the velocity field rather than the
velocity potential�. Consequently, with the external pressure
p=0, system �2.6�–�2.8� is strictly reduced to one equation
written for the surface �=0:

1
2c2J−1 + z = a , �3.2�

where a=d�0 /d�, and since the left-hand side of 3.2 does
not depend on time, a is a constant �so that the dependence
�0 on � may only be linear�. Equation �3.2� looks decep-
tively simple, but its numerical solution is tricky. The solu-
tions in the form of Fourier expansion coefficients for the
surface height were sought with an iterative algorithm. The
conformal mapping with surface boundary condition �3.2� is
determined by the coefficients 	k through the relationships
�2.1� and �2.2�. With �=0, Eqs. �2.1� and �2.2� may serve as
a parametric representation of the surface. Equation �3.2� can
be rewritten in the form

log�1

2
c2	 − log J = log�a − z� . �3.3�

Introducing the complex variables �=�+ i� and r���
=x�� ,��+ iz�� ,��, and denoting w=d�log �� /d�, it can be
seen that

log J = 2 Re�w�, z� = Im�exp�w�� . �3.4�

Thus, if the Fourier expansion for log J is known, Im�w� can
be found via the Hilbert transform as in the second equation
of �2.11�, after which w and exp�w� can be calculated at the
grid points. This yields z�, and after finding the correspond-
ing Fourier coefficients by direct Fourier transform, z can be
obtained by integration in Fourier space. Thus, z can be eas-
ily found if log J is known. This allows reducing the differ-
ential relationship �3.3� to an equation with an integral op-
erator, which may be solved by a simple iterative procedure.

Assuming that z is an even function of �, it is convenient
to choose

s = 1
4 �log J�=0,�=0 − log J�=�,�=0� �3.5�

as the parameter determining the amplitude of the wave �in
linear approximation, s is equal to amplitude�. With �n de-
noting the value of any variable � on nth iteration, the
scheme can be written as follows:

�a� Assume n=0, log J0=2s exp � cos � �this is a solution
of the linearized problem�.

�b� For given log Jn, use the Hilbert transform �2.11�, com-

plex exponent calculation, and integration in Fourier
space to find zn, as described above. If condition
max
zn−zn−1
�� is met �� is prescribed accuracy�, the
zn is a solution within the accuracy given.

�c� Let

a = an+1 = �exp�4s�zn�� = 0� − zn�� = ���

��exp�4s� − 1�−1. �3.6�

This will ensure relation �3.5� for the next iteration.
Grid values for log Jn+1 are calculated with

log Jn+1 = − log�an+1 − zn� + �log�an+1 − zn��0. �3.7�

�d� Find the Fourier expansion of log Jn+1, let n=n+1 and
return to step �b�.

The last term in �3.7� allows us to find the phase velocity
on the �n+1�th step: in accordance with �3.3�; this term is
equal to log� 1

2 �cn+1�2�. Equality �3.7� is based on the fact that
the mean value of log J over � is zero, which follows from
the first equation of relation �3.4�, as w→0 when �→−.

Figure 1 illustrates some results of the calculations of
Stokes waves for number of modes M =3200, and �=10−11.
The algorithm described above converges up to steepness
AK=0.44. Stokes wave with AK=0.44 is unstable, and being
accepted as the initial condition for nonstationary problem
disintegrates very quickly. Stokes wave with AK=0.43 re-
veals the periodic regime �see Fig. 1 in Chalikov14�, which

FIG. 1. Characteristics of stationary solutions for Stokes waves as functions
of steepness AK= �0.01–0.44�: �1� Tc—time of calculation in milliseconds,
Ni—number of iterations, kl—number of Fourier mode with amplitude less
than 10−11; �2� C−1 �C—a phase velocity, Mh—horizontal momentum; �3�
E=Ep+Ek—total energy, where Ep—potential energy, Ek—kinetic energy;
�4� skewness Sk, kurtosis Ku.
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can exist for at least hundreds of periods. For AK�0.427,
the Stokes wave is conditionally stable in absence of distur-
bances. For steeper Stokes waves �AK�0.43�, the crest in-
stability develops.32 The disturbances with amplitudes less
than � can grow, and finally the Stokes wave disintegrates. A
further increasing of the accuracy results in a longer life
expectancy for the Stokes wave.

The calculation of the most steep Stokes wave with
AK=0.44 and number of modes M =3200 was done on a
Dell PC �speed 3.11 GHz� with 550 iterations performed for
4.17 s. The number of modes with amplitudes larger than �
equals 1932 in this case �Fig. 1, panel 1�. Calculations for
AK=0.30 took 52 iterations and 0.037 s. In this case the
number of modes needed was 28. Phase speed �panel 2�
reaches the maximum value �c=1.0926� at AK=0.44. Total
horizontal momentum Mh, and potential Ep and kinetic Ek

energies of waves were calculated with exact relations

Mh = �2��−1�
0

2�

�z�d�, Ep = �2��−1�
0

2�

z2x�d�,

�3.8�

Ek = �2��−1�
0

2�

���d� .

Dependence of Mh and excess of phase velocity above linear
value C−1 on steepness AK is shown in Fig. 1, panel 2. It is
interesting that values of Mh and C−1 coincide with high
accuracy for small steepness. Dependence of the sum of ki-
netic and potential energies, i.e., E=Ep+Ek, on AK is shown
in panel 3 �Fig. 1, solid line�. Naturally, the energy is grow-
ing with steepness, but not proportionally to �AK�2 because
of the increasing of the sharpness of crest and the vertical
asymmetry of surface �see dependence of the skewness Sk
and kurtosis Ku for Stokes waves on steepness AK in panel
4, Fig. 1�. The examples of profiles of Stokes waves are
shown in Fig. 2 together with profiles of columnar potential
ep and kinetic ek energies, calculated by relations

ep =
z2

2
, ek = �

−H

z

�u2 + w2�dz , �3.9�

where u and w are the velocity components calculated
through the two-dimensional velocity potential �. The inte-
gral in �3.9� was calculated in a stretched vertical grid, and
the lower limit was H=−6�. The most interesting feature of
Stokes waves is the concentration of total energy in the crest
column with the increase of steepness. As it follows from
Fig. 1 �panel 4�, for Stokes waves with AK=0.25, a ratio of
maximum value of energy e=ep+ek to averaged energy E is
about 2.5, but for Stokes waves with AK=0.42, this ratio is
12.6 �see last panel in Fig. 2�. Such focusing of energy for
critical steepness can explain the destructive power of very
large steep breaking waves �freak waves�.

Note that, until recently, Stokes waves were considered
often as a purely mathematical object, and wave fields were
investigated on a base of linear and quasilinear approaches,
the surface represented as a superposition of linear waves. In
reality, such surface even in animations looks unrealistic, be-
cause real waves always have sharp crests and gentle

troughs. In Ref. 14, it was shown that presentation of a wave
surface as a superposition of Stokes waves is considerably
more compact than the traditional Fourier presentation.

IV. ADIABATIC TRANSFORMATION OF STOKES
WAVES

In this study, we applied the method for the numerical
simulation of surface waves developed by ChSh to investi-
gation of the evolution of Stokes waves with the wave num-
ber K and the amplitude A �capital letters A and K are used
for description of the initial conditions at t=0, and a ,k for
variables�.

Choosing of the value of K is not a trivial problem. If
K=1 is assigned, the next wave �not existing in the initial
conditions� has a wave number k=2, so it is twice as short.
Clearly, such a poor approximation imposes a restriction
upon the nonlinear interactions and on the generations of the
additional modes. Assigning K=1 is convenient for valida-
tion of the model by comparison with the analytical station-
ary solution, because such a “dense” presentation of waves
�for example, the Stokes waves or the Crapper waves� does
not leave room in the Fourier space for development of in-
termediate modes by instability. This is why the solution for
running Stokes waves, demonstrated in Ref. 27 �and for a
longer period in Ref. 14�, was stable during thousands of

FIG. 2. Profiles of Stokes wave �solid curves�, and columnar potential ep

�dashed curves� and kinetic ek energies �dotted curves� for AK=0.27, 0.32,
0.37, 0.42.
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periods. Setting K�2 �the analytical solution is described in
this case by modes with the wave numbers k=nK, n is an
integer� changes the situation dramatically: a potential pos-
sibility of development of the waves at wave numbers
��n−1�K+1�k� �n+1�K−1� arises. Theoretically, these
waves cannot appear in a model, but as in nature, a noise
�mostly the errors of time derivatives approximation� always
creates a background. It is not a matter of how small the
parasitic perturbations are; they inevitably grow, resulting
finally in a major transformation of the wave surface. In-
creasing the accuracy of the numerical scheme can delay this
development, but for investigation of the geophysical fluid
dynamics problems, it is not needed, because the presence of
noise and development of the instability corresponds to a
physical reality. Even very small-amplitude waves with
AK=0.01 are unstable, but because the time of development
of the B-F instability for small AK is proportional to �AK�2,
the integration should be performed for very long periods.

All calculations described below were performed ini-
tially for monochromatic waves assigned by linear theory in
a range �AK=0.05−0.40� with no initial disturbances. Be-
cause these waves are not a solution of steady equations, the
initial wave train for AK�0.28 undergoes a strong modifi-
cation up to clear tendency to overturning. Fast growth of
modes with the wave numbers 50n �n=2,3 ,4 , . . . � was ob-
served in a very initial stage of the run. This evolution takes
place at a precise conservation of the invariants: the sum of
the potential and the kinetic energies preserves with an ac-
curacy of the order of the 10−15 �the conservation of the
horizontal momentum and volume is even better�. The am-
plitudes on newly arisen modes are not small, and this evo-
lution occurs for any steepness AK�0.05. Strictly speaking,
the pure small-amplitude monochromatic linear waves never
exist. It is surprising that a new set of amplitudes was similar
to a corresponding set of “bound” waves for the Stokes wave
with the approximate same amplitude as the amplitude of the
initial linear wave. It means that a wave crest tends to be
sharper and trough to be smoother. When the initial mono-
chromatic waves turn out into a complicated multimode
wave field, the surface becomes much closer to the superpo-
sition of Stokes waves than to superposition of linear waves,
as is usually assumed in quasilinear theories.14 The same
calculations performed for initially assigned exact Stokes
waves showed that train of such waves is more stable. Con-
trary to monochromatic waves, the introducing of finite am-
plitude initial disturbances in this case is unavoidable. Oth-
erwise, the growth of computational noise turns out to be
very slow, which makes the approach impractical.

Finally, we choose the value K=50, which provides a
fair approximation for growing components of the spectrum.
Fourier modes for initial Stokes wave have the wave num-
bers k=50n, where n=1,2 ,3 , . . .. The individual evolutions
of the wave surface for different resolutions are different, so
that after disintegration of the initially homogeneous wave
train, the solutions may be compared by their statistical char-
acteristics only; for example, for the time-averaged wave
spectrum. The simulations of the evolution of Stokes waves
calculated by the algorithm described in Sec. II were per-
formed for the number of modes M =2000, and number of

grid points N=8000 which provided a sufficient resolution
both in the Fourier and the physical spaces even for the
steepest waves. An initial small-amplitude noise for variable
z is assigned as a random function of number of point in grid
space uniformly distributed in the range �−10−6A to 10−6A�.
Velocity potential for noise was calculated on a base of linear
theory. Time step �� was equal to 0.002. The application of
a twice-shorter time step for strongly nonlinear cases proves
that differences between results are negligible. Calculations
were made for 42 different initial steepnesses: AK=0.42
−0.01i, where i=0,1 ,2 , . . . ,41. Stokes waves were calcu-
lated in �� ,�� coordinates with the algorithm described in
Sec. III, and then the solution was transferred from x coor-
dinate to � coordinate. Postprocessing was done for data
transferred back from �� ,�� coordinates to the Cartesian co-
ordinate by a periodic spline interpolation providing the ac-
curacy of the order of 10−11 for very steep waves and 10−30

for small-amplitude waves. A maximum length of integration
�max was chosen equal to 4000, which corresponds to 4500
periods of the initial wave. The runs for AK�0.13 were
terminated upon approaching to overturning. A criteria for
terminating the run was defined by the first appearance of a
nonsingle value of surface 	:

x�i + 1� � x�i�, i = 1,2,3, . . . ,N − 1. �4.1�

It was possible to continue the integration after that time �see
Ref. 27�, but the details of this development are not a subject
of this paper. It is important that after the moment when the
criterion �4.1� has been reached, the solution never returns to
stability: the volume of a fluid crossing the vertical x�i� in-
creases quickly. Up to this moment the conservation of the
sum of the potential and the kinetic energies of the horizontal
momentum and the volume was excellent. Overturning al-
ways started in a crest of the steepest wave. When a surface
became a non-single value, at the initial stage of the further
evolution the conservation of invariants remains good, but
later, a sharp increase of energy occurs, and further integra-
tion becomes senseless. Usually it happens just for one
Runge-Kutta time step, so a probable primary reason for this
numerical instability is a growth of the right sides of Eqs.
�2.7� and �2.8�. Application of the dynamic time stepping
�similar to that used in Ref. 39� can prolong this instability,
but for a very short time. A primary reason of the numerical
instability connected with breaking is physical: in reality the
falling volume of water becomes rotational and it splits into
small patterns �what appears, for example, as a whitecap-
ping�. A well-pronounced long jet simulated in Ref. 13 was
probably obtained by applying a severe smoothing in a
physical space. We do not apply such smoothing.

According to Benjamin and Feir instability theory1 for
first-order Stokes waves, the amplitudes of disturbances ak in
a vicinity of the main mode with the wave number k=K
grows exponentially:

ak � exp��kt� , �4.2�

In our notations, the explicit formula for �k derived in B-F
can be represented in the form
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�k = �kK
1/2, where �k = 0.5
dk
�2�AK�2 − dk

2�1/2; �4.3�

dk characterizes the relative “distance” in a Fourier space
between the modes with amplitude ak and a main mode AK:

dk = �� k

K
	1/2

− 1 . �4.4�

Below, the function � will be represented as a function of
two parameters, i.e., AK and �k, where

�k =
k

K
− 1; �4.5�

hence,

dk = ��k + 1�1/2 − 1. �4.6�

Numerical investigation of instability of exact Stokes waves
based on linearized equation for disturbances was done in
Ref. 2. It was obtained that for small dk, the results perfectly
coincide with predictions of B-F theory, but with increasing
of dk �or �k�, the rate of growth becomes considerably less
than rate predicted by B-F. It was also obtained that with
increasing steepness, the one-dimensional perturbations are
stable, and the most unstable become three-dimensional per-
turbations.

Analysis of the results of our calculations showed that
the simple scenario described by Eq. �4.2� and investigated
in Ref. 2 is not always complete. Fully nonlinear equations
predict two regimes of development of instabilities. The ex-
amples of evolution of amplitudes for different steepness
and values of dk are given in Figs. 3 and 4. In Fig. 3 the
development precisely corresponds to Eq. �4.2�. After a short
initial period of fast fluctuations at t�10, the modes
k=33 �d=−0.34� �solid line� and k=67 �d=0.34� �dashed
line� for steepness AK=0.21–0.26 grow exponentially up to
reaching the quasi-equilibrium regime, when all modes fluc-
tuate in time �see examples in Ref. 14�. Newly arising modes
are nearly symmetrical, relatively central modes with wave
number K=50. The examples of the second type of evolution
are represented in Fig. 4. As seen, the amplitudes of modes
with wave numbers K=10 �d=−0.80� and k=90 �d=0.80�
undergo two stages: slow and fast development. Obviously,
B-F instability theory and numerical results2 are valid to the
first regime, and the second regime remains unexplained.
The numerical model2 assumed one-way interaction between
unperturbed Stokes wave and small-amplitude disturbances.
The values of � as function of AK and dk were calculated by
rms method approximating the equation

log�ak� = log�a0� + ��AK,dk�t �4.7�

�a0 is an initial value of ak� for first and second stages sepa-
rately. Formal definition of point where the first regime is
replaced by the second regime is difficult, and these values
were chosen for each case manually. Durations of each

regime �expressed in periods of Stokes wave� as a function
of steepness AK are given in Fig. 5. The dotted line indicates
the duration of the first stage of development.

The time interval between dotted and dashed lines cor-
responds to the second period, where a growth was consid-
erably faster than in the first period. A solid line indicates the
total duration of the run up to the point of onset of breaking.
For AK=0.13 the waves survive 1921 periods, and for
AK=0.12, the breaking did not happen at least up to 4500
periods. Hence, critical initial steepness falls in interval
�0.12, 0.13�. An attempt to define this value with a third digit
was unsuccessful, because the precise evolution is sensitive
to choice of initial disturbances. Generally, the data on initial
development of disturbances in the first regime �curve 1�
cannot be considered as absolute, because the development
can be stretched by decreasing the level of the initial noise. A
thick dotted line corresponds to dependence t� �AK�−2 fol-
lowing from B-F theory. It is remarkable that this depen-
dence is valid at least for AK�0.15.

An example of development of unstable modes for
AK=0.13 is given in Fig. 6. The initial spectrum represents
the modes of Stokes wave at wave numbers k=nK ,
n=1,2 ,3 , . . . and superimposed noise. As seen, a disintegra-
tion of Stokes waves occurs in a more complicated manner
than was predicted by the B-F theory: the similar dis-
turbances grow around all modes with wave numbers
k=nK , n=2,3 ,4 , . . .. This result confirms the prediction of

FIG. 3. Examples of first type of development: initial evolution of the am-
plitude of the modes with wave numbers k=33 �d=−0.34�, solid line, and
k=67 �d=0.34� �dashed line� for steepness AK=0.21–0.26. Horizontal axis
corresponds to time, vertical axis to amplitude.
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the McLean theory,2 describing the development of one-
dimensional disturbances �Class 1 in McLean’s notation� in a
form

	� = �
−



aj exp�i��1 + ��jx − �t�� , �4.8�

where aj are the amplitudes.

The amplitudes of the modes arising around modes of
the Stokes wave are much smaller than the amplitude of the
main mode �k=K=50�. Obviously, the bound disturbances
for these modes cannot result from local interactions in the
vicinity of modes with wave numbers k=nK for n�1, be-
cause according to Eq. �4.3�, the energies of these modes are
too small to be able to support such a development simulta-
neously with developing around the first Stokes mode. Dis-
tributions of new modes growing around modes of the
Stokes wave are similar to each other.

The rate of growth � for disturbances around the first
mode of the Stokes wave in the first period, as a function of
�, for different steepnesses, is shown in Fig. 7. For small
steepness, the calculated data are in excellent agreement with
B-F theory, but with increasing steepness, the numerical
model gives smaller values of �. The same results were ob-
tained with linearized equations integrated in a strongly non-
linear environment �see Ref. 2�. For AK=0.40, a linear B-F
theory for a first-order Stokes wave overestimates � by one
decimal order. Numerical experiments predict also the addi-
tional areas of fast growth with the maximum on the vicinity
of �= ±0.7. For �=0.7, this area can be referred to the area
of influence of the second Stokes mode at K=100. These
maxima are repeated around each Stokes mode. The reason
for the growth of the superharmonics of the Stokes wave
around �=−0.7 is unclear. For large steepness �AK�0.25�,
the rate of growth becomes nearly constant for all �.

FIG. 4. The same as in Fig. 3, but for second type of development:
wave numbers k=10 �d=−0.80� and k=90 �d=0.80� for steepness
AK=0.23–0.28.

FIG. 5. Duration of the first regime �curve 3�, the second regime �curve 2�
and total time up to terminating of the run due to breaking onset �solid line
1� as function of initial steepness AK. Curve 4 corresponds to dependence
t� �AK�−2. All times are expressed in periods of a wave with wave number
K=50.

FIG. 6. Example of evolution of spectrum due to development of unstable
modes for AK=0.13. Vertical axis corresponds to wave numbers, and hori-
zontal axis to amplitudes.
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Calculations2 predicted a decreasing of � at AK�0.35. Our
calculations do not confirm this behavior, and rather support
the results in Ref. 40. McLean2 predicted the appearance of
the two-dimensional disturbances for large AK, initially iden-
tified in Ref. 32. The current model, being essentially one-
dimensional, predicts the unstable regime in the entire � do-
main. The three-dimensional problem is to be a subject of
our forthcoming paper, where a recently developed precise
algorithm for three-dimensional potential waves will be de-
scribed.

Data on maximum growth rate �max in interval �−1��
�1� for the first period are given in Fig. 8 �solid lines�.
Location of this point of relatively main mode ��=0,k=50�
is given in a top panel. As seen, for 
�
�0.2, the location of
maximum growth coincides precisely with predictions of
B-F theory. In interval 0.2���0.4 the results are very close
to data of McLean.2 For ��0.4, agreement with McLean
calculations is poor, because locating the point of maximum
is difficult �see panel for AK=0.30 in Fig. 7�. Second maxi-
mums of growth are located around �= ±0.8 �dotted lines�.
At large AK, their positions are also unstable. The depen-
dence of �max on steepness AK is given in a bottom panel
�Fig. 8�. Again, �max at small AK agrees with B-F theory,
but starting from AK=0.2, the �max becomes smaller: at

AK=0.35; it is five times smaller than in B-F theory. The
same data as in Fig. 8, but for the second stage of growth, are
given in Fig. 9. As seen, the rate of growth of disturbances in
this stage are considerably higher than in the first stage, but
for large steepnesses, the rate of growth also decreases.

The generalized data on rate of growth � as function of
steepness AK and � for first stage are given in Fig. 10. The
value �=0 corresponds to the zero mode of the Stokes wave

FIG. 7. Nondimensional growth rate � in the first stage of development as
function of � and AK. Solid lines correspond to B-F analytical results; the
dots are estimations obtained with Eq. �4.7�.

FIG. 8. Results of estimations of the growth rate for first stage. Upper panel:
maximum rate of development disturbances as function of � �Eq. �4.5��. �1�
B-F theory; �2� estimations with Eq. �4.7� for primary maximums; �3� the
same estimations for secondary maximums; �4� maximum rates calculated
by McLean �Ref. 2�. Bottom panel: �1� B-F theory; �2� estimation with Eq.
�4.7� for primary maximums �values for ��0 and ��0 practically coin-
cide�; �3� ���0�; and �4� ���0� are estimations with Eq. �4.7� for second-
ary maximums.

FIG. 9. The same as in Fig. 8 but for the second stage.
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�K=50�. The contours of � are nearly symmetrical with re-
gard to �=0. The maximum value �=0.027 was found in a
point �=0.5,AK=0.32. A close value ��=0.025� was ob-
tained in symmetrical point �=−0.5,AK=0.32.

More specific data on disturbances in a first stage are
given in Fig. 11, where the wave-number spectrum Sk,
frequency spectrum S�, and wave-number/frequency spec-
trum Sk� are presented. For these calculations we used the
records of the amplitudes of Fourier components 	k�t� in the
Cartesian coordinate system:

	�x,t� = �
−M�k�M

	k�t�
k�x� , �4.9�

where functions 
k are defined by 4. Then, 	k�t� are repre-
sented by Fourier series over time:

	�x,t� = �
−M�k�M

�
0�l��

hkl
l�t�
k�x� . �4.10�

It is easy to derive that the density of spectrum Sk� can be
calculated by formula

Sk� = 1
2 ��hk,l − h−k,−l�2 + �hk,−l + h−k,l�2� , �4.11�

and a frequency � is connected with index l by relation

� =
2�

Tr
l , �4.12�

where T=214.26r and is a length of period �consisting from
21 426 records consisting of 2M +1=4001 Fourier ampli-
tudes 	k through time interval �t=0.01�. Spectrum Sk� is
defined in a range of the wave numbers �−M �k�M� and in

a range of the frequencies �0�����, where � is a maxi-
mum frequency �=2� /�t=200�.

The solid curve in Fig. 11 corresponds to the wave-
number spectrum Sk normalized to its maximum value
�lower part of right axis� obtained by summation over �:

Sk = �
l=0,J

Sk��� , �4.13�

where J=0.5�Tr /�t−1� is a dimension of Sk� over frequen-
cies. Dotted curves correspond to the wave-number spectrum
S���� �left part of the top axis� normalized to its maximum
value obtained by summation over k:

S� = �
k=−M,M

Sk��k . �4.14�

Both spectra contain well-pronounced peaks at wave num-
bers of the Stokes wave modes. The structures of distur-
bances between consequent modes of Stokes wave are simi-
lar. These disturbances are pronounced less in the frequency
spectrum S� because the amplitudes of disturbances fluctuate
in time. Much more information delivers the wave-number/
frequency spectrum Sk�. Physically, the Sk� is the doubled
density of the potential energy in a cell ��k ,k+�k� , �� ,�
+����, where �k=1 and ��=2� /Tr. The negative values of
k correspond to the waves running to opposite direction
�these waves were not assigned in the boundary conditions�.
These waves are also generated, but their energy is small,
and we will not consider them. Actually, the spectrum Sk�

decreases quickly with the growth of k and �, so that we
represent a domain only for relatively low wave, positive

FIG. 10. Rate of growth � �contours� in the first stage as a function of �
and AK.

FIG. 11. Wave spectra for AK=0.32 obtained by averaging over the first
stage of instability development. Wave-number/frequency spectrum is
drawn by dots of different sizes and color �see legend and explanations in
text�. �1� Linear dispersive relation; �2� dispersive relations for modes of the
Stokes wave. Wave-number spectrum is drawn in a bottom right quadrant
�bottom horizontal axis corresponds to wave numbers, right vertical axis to
wave number spectrum�. Frequency spectrum is drawn in left/right quadrant
�left vertical axis is a frequency, and top horizontal axis corresponds to
frequency spectrum.
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wave numbers �k�300� and low frequencies ���40�. The
spectra Sk� are represented in Fig. 10 for the initial stage of
the run with AK=0.32. The left axis corresponds to the fre-
quency �, the bottom axis to the wave number k. The spec-
trum is drawn by circles with different colors, for which size
and blackness depend linearly on log10�Sk�� �see legend�.
Hence, the main components of the Stokes waves correspond
to black circles, and small disturbances to gray dots. All
components of Stokes wave lie precisely on a straight
line �2� corresponding with accuracy up to four digits to
theoretical seventh-order phase velocity of Stokes waves
Cs=0.1488. The dotted line represents a dependence
�=k1/2 �linear phase velocity for k=50 equals to 0.1414�.
The disturbance are represented by their averaged values for
the entire first stage of development, so that their actual val-
ues to the end of this period are larger than those represented
in Fig. 11. The amplitudes of modes of Stokes wave in a
presence of disturbances are not the constants, due to fast
�and obviously reversible� nonlinear interaction between
modes and disturbances. This is why each point correspond-
ing to Stokes wave modes is surrounded by a broad vertical
halo �gray vertical lines, aggregated, in fact, from a large
number of gray points�. The additional modes �growing due
to B-F instability between Stokes wave modes�, also have
variable amplitudes. Each mode of the Stokes wave is sur-
rounded by two families of disturbances arising below and
above the wave number of mode ks of the Stokes wave. The
disturbances with k�ks move faster than the Stokes wave,
and the disturbances at k�ks moves more slowly. Only the
first group of waves, which are superharmonics for the
Stokes wave, satisfy well the linear dispersive relation. All
other growing modes cannot be attributed to free waves �be-
cause they lie far away from the dotted line corresponding to
linear dispersive relation� and neither to bound waves of
Stokes waves �because they do not fall on a solid straight
line�. The connection between frequency � and wave num-
ber k for disturbances may be approximated by formula

� = �s + ck�k − ks� , �4.15�

where �s=Csks are frequencies of Stokes modes. Depen-
dences �4.15� are shown in Fig. 11 by dashed lines. Remark-
ably, those disturbances grow symmetrically relative to
Stokes modes in wave-number space, and empirical coeffi-
cient ck=0.097 preserves its value with good accuracy for all
Stokes modes.

V. QUASISTATIONARY REGIME

Time of development of the instability �see Fig. 5� de-
pends strongly on initial nonlinearity, characterized by steep-
ness AK. The evolution of 25 modes with wave numbers
k=25+2n, n=1,2 ,3 , . . . ,25 for AK=0.15 is shown in Fig.
12. It is seen that some modes are developing exponentially
up to reaching quasistationary regime, and other modes are
developing in two stages: slow and fast. To the end of this
development the disturbances take most part of energy of
zero Stokes mode. Finally, wave surface becomes a random
superposition of running nonlinear waves with fluctuating
amplitudes. This quasistationary regime was explicitly simu-

lated for all steepness AK�0.04. Presumably, for smaller
steepness, this regime can be reached as well, but the time
scale for development of the B-F instability increases as
�AK�−2 �see Fig. 5, curve 4�; hence, such development takes
a very long time. The final surface on the way to breaking
�bottom panel in Fig. 13� is a typical multimode wave sur-
face. Note that the peak of spectrum in a quasistationary
regime shifted to lower wave numbers compared with its
initial location.

The nature of the modes arising due to nonlinearity is
fairly complicated. Simulated quasistationary regime for t
�250 was used for calculations of phase velocities and spec-
trum �top and bottom panels in Fig. 13�. A calculation of an
instantaneous value of the phase velocity of the kth wave
component can be done with the relation

ck =

z−k
�zk

��
− zk

�z−k

��

k�zk
2 + z−k

2 �
, �5.1�

where the derivatives on time are calculated for z transferred
to Cartesian coordinates. For increasing accuracy, Eq. �5.1�
was used for the rms method:

ck =
CD

D2 , �5.2�

where ck is a mean phase velocity, C is the numerator, and D
is the denominator in �5.1�.

For developed spectrum, the lowest modes �k=20–80�
obey the dispersive relation, but phase velocities for high
wave numbers are larger than phase velocity for linear
waves. A simple explanation for these phenomena was given

FIG. 12. Top panel: evolution of amplitudes of modes with wave numbers
k=25+2n, n=1,2 ,3 , . . . ,25 adjacent to the main mode of the Stokes wave
�K=50�. Bottom panel: last recorded surface z before breaking.

016602-11 Numerical simulation of the Benjamin-Feir instability Phys. Fluids 19, 016602 �2007�

Downloaded 10 Sep 2007 to 194.57.228.4. Redistribution subject to AIP license or copyright, see http://pof.aip.org/pof/copyright.jsp



by ChSh. In fact, at each wave number several modes coex-
ist: one is a free wave; all others are so-called bound waves
corresponding to the additional modes attached for every
steep enough wave. Naturally, these bound waves run with
the phase velocity of the carrying wave. The calculations of
phase velocity based on �5.2� give a weighted value between
the velocities of free and several bound modes. Evidently,
the nonlinear waves cannot obey a strict dispersion relation
�=k1/2 because calculation type of relation �5.1� assumes
that amplitude of any wave Ak= �ak

2+a−k
2 �1/2 remains con-

stant. Figure 12 and statistical data on “lifetime” of waves
given in Fig. 5 by Chalikov14 testify that only low-wave-
number modes with large amplitudes remain more or less
steady. For high-wave-number modes, a time scale of un-
steadiness is the order of one period; these waves are rather a
nonlinear object, than free waves. Scatter of dispersion rela-
tion may be also increased by Doppler effects: phase velocity
of short waves is affected by orbital velocity fields, produced
by all waves.

The formation of additional branches of the spectrum
may be easily explained. Let us suppose that the wave field
represented by a set of nonlinear waves, and the frequencies
of main modes �i0 satisfies the dispersive relation

�i0 = ki
1/2�1 + f�aiki��1/2, �5.3�

where f is a function correcting the linear dispersive relation
for the case of finite amplitude. Let us define that �5.3� cor-
responds to bound mode of zeroth order and find a frequency
of nth-order bound mode �kn �n=1,2 ,3 , . . . � at wave num-
ber k. The bound mode has the same phase velocity as its
carrying main mode with the wave number km=k / �n+1� and
frequency �m=km

1/2. Hence, a frequency of nth-order bound
mode �kn can be found from the proportion

km

�m
=

k

�kn
, �5.4�

and general dispersion relation for any order of bound modes
obtains the form

�kn = ��n + 1�k�1/2�1 + f�amkm��1/2, �5.5�

where km=k / �n+1� and �m=km
1/2 are the wave number and

frequency of the carrying wave, respectively. Neglecting the
correction f , Eq. �3.6� obtains a simple form:

�kn = ��n + 1�k�1/2 �5.6�

the branches for n=0,1 ,2 �k�0� and n=0 �k�0� are drawn
in Fig. 14 by thin lines. Three branches of dispersive relation
�5.6� for n=0,1 ,2�k�0�, for n=0�k�0� and are clearly pro-
nounced. However, the spectrum reveals many new features,
an explanation of which is not easy. First, all dependencies of
frequency on wave numbers have large scatter, increasing
with the growth of wave numbers. Second, for all branches,
the dependence of the frequencies on wave numbers system-
atically declines for dispersion relation �5.6� at high wave
numbers. Probably, this effect can be explained by the high
nonsteadiness of these modes. Third, there is a linear branch
�=0.14k, which probably reflects the group effects. A con-
tribution of different branches into total energy is represented
in Fig. 10, where the Sk� is represented as a function of

FIG. 13. Characteristics of wave field in quasistationary regime for
AK=0.15, 250� t�950. Top panel: phase velocity c as function of wave
number k calculated with Eq. �5.2�. Dotted line corresponds to initial phase
velocity of Stokes wave, cs=0.1488 dashed lane is a linear dispersive rela-
tion c=k1/2. Bottom panel: wave spectrum in quasistationary regime. Gray
vertical lines characterize the scatter of spectrum; gray dotted line corre-
sponds to initial spectrum of Stokes wave.

FIG. 14. The same as in Fig. 11, but for AK=0.15, 250� t�950. Solid
lines correspond to generalized dispersive relation �Eq. �5.5�� for n=0,1,2,3.
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frequency � for different �only positive� wave numbers
k=25n , n=1–8. Note that the results represented in Fig. 9
�bottom panel� are similar to results obtained by Chalikov
and Sheinin �Ref. 27, Fig. 10�, where up to 14 branches of
dispersion relation were found.

Note that calculations of a well-defined wave number-
frequency spectrum even for 1-D waves need a very long
time series. For calculation of spectrum in one panel in Fig.
9, a number of “measurements” as large as 2.4�108 were
used. These data can be considered as “precise.” Analogous
calculations with observational data need a much larger vol-
ume of data, which is why just plain confirmations of linear-
ity usually have been obtained.

A clearly pronounced positive skewness of the nonlinear
waves �see Ref. 14� makes it reasonable to suppose that a
superposition of the Stokes waves could be better model of
gravity waves surface than a superposition of the linear
waves. Let us consider the maximum error emax

l �m� of
approximation the wave profile by the Fourier series in
Cartesian coordinates �linear presentation, compare with
Eq. �2.3��:

emax
l = max�� �

k=−m

k=m

hk
k�x� − 	�x��	,

�5.7�
m = 1,2,3, . . . ,M ,

where an extreme is found over period �0,2�� for each of
the recorded wave profiles. Then, emax�m� was averaged over
the entire ensemble of recorded wave profiles in quasista-
tionary regime �after the initial trail of Stokes waves has
been completely destroyed�. Evidently, em is a monotonic
decaying function of m. We can also calculate the error of
approximation of the wave surface by the partial sums of the
Stokes modes �kS�k ,�k ,�k� ��k are the amplitudes and �k

are the phases of the Stokes waves with a wave number k�:

emax
s = max�� �

k=−m

k=m

�kS�k,�k,�k� − 	�x��	 . �5.8�

Because the shape of the Stokes wave Sk depends on its
amplitude �k, and analytical presentation Sk is unavailable, a
calculation of �5.8� represents a nonlinear minimization
problem: complicated but still resolvable. Such minimization
may be done with a precalculated large set of Stokes waves
by an algorithm described by ChSh. Unexpectedly, a very
simple solution of this problem was found when a coupled
water/air problem was considered �see Refs. 5 and 11�. The
equations for a boundary layer above waves were formulated
in conformal coordinates analogous to �2.1� and �2.2�, but for
upper domain z�	. The upper system of coordinates ��u ,�u�
has an opposite “density” compared with the lower coordi-
nates: where Jacobian on a surface in lower coordinates it is
large, in upper coordinates it is small. The Stokes wave �cal-
culated by the algorithm described by ChSh�, being trans-
ferred to upper coordinate, turned out to be there with a high
accuracy a single Fourier mode ak
k��u�. Thus, the surface
	��u� may be presented as a superposition of elementary

Fourier modes ak
k��u� in the upper coordinates. The func-
tion 	��u� was transferred to 	�x� by periodic spline interpo-
lation.

The errors of approximation of the wave surface by lin-
ear waves �solid line� and by Stokes waves �dashed line� are
represented in Fig. 15. The differences between these two
types of errors emax

l −emax
s are given by a dotted line. Evi-

dently, the set of Stokes waves approximates a surface much
better than the same number of linear waves. In all cases, the
maximum difference is located in the wave crests. Thus, for
many practical applications �remote sensing, wind-wave in-
teraction�, a superposition of Stokes waves with random
phases is better than traditional linear presentation.

VI. DISCUSSION AND CONCLUSIONS

In this study, we applied the method for numerical simu-
lation of periodic surface waves, developed by ChSh, to a
long-range simulation of initially homogeneous Stokes wave
train contaminated with a small initial noise. The initial con-
dition representing the exact Stokes waves with steepness
AK=0.01–0.42 are calculated with a simple and very fast
algorithm developed for stationary solution. It is shown that
high amplitude Stokes waves are characterized by sharp fo-
cusing of energy around wave peak �see Figs. 1 and 2�. This
effect can explain the nature of freak waves. The principal
nonstationary equations are the standard equations of hydro-
dynamics for potential flow with a free surface. The numeri-
cal method is based on a nonstationary conformal transfor-
mation that maps the original domain �which may be of finite
or infinite depth� onto a domain with a fixed rectilinear upper
boundary. It is shown that initial development of distur-
bances agrees with B-F instability theory up to steepness
AK=0.1, and for larger steepness with the results of Ref. 2.
The unstable modes develop around each mode of Stokes
waves, as was predicted in Ref. 2. In most cases, the initial
relatively slow growth is followed by the second stage of
development �Fig. 4�, when growth occurs several times
faster than in a first stage. A development in a second stage is
characterized by decreasing of energy of zero mode; hence, it

FIG. 15. Dependences of the errors of approximations on truncation wave
number m: �1� error of approximation emax

l ; �2� emax
s ; �3� their difference

emax
l −emax

s ; �4� averaged wave spectrum 5000Sk.
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occurs under the control of conservations laws. The depen-
dence of the rate of growth � in the first stage is calculated in
a broad range of wave numbers and steepnesses �see Fig.
10�. The calculated wave-number/frequency spectrum shows
that newly arising waves cannot be referred to as free linear
waves or as bound waves of Stokes waves. All Stokes waves
�at least with AK�0.04� finally disintegrate and create
quasistationary multimode regime �Fig. 12�. For steepness
AK�0.12 one of the waves comes to overturning, terminat-
ing the run. Wave fields created by Stokes waves with initial
steepness AK�0.12 are virtually stable. A threshold 0.12
� �AK�c�0.13 is established accurately. It does not depend
on resolution of model and wave number of zero mode of
Stokes wave. A definition of more precise value of �AK�c is
difficult because the development depends on structure and
amplitudes of initial noise. Phase velocities of low wave
number waves at K�20 are difficult to calculate because of
their low energy. In the energy-containing part of spectrum
�20�k�60�, waves in quasistationary regime agree strictly
with linear theory, but for larger wave numbers, phase veloc-
ity is systematically higher than phase velocity of linear
waves. This happens because the calculations of phase ve-
locity based on �5.2� give a weighted by energy value be-
tween the velocities of free and several bound modes. Cal-
culations of the wave-number/frequency spectrum prove that
dispersive relation consists of several branches. Each of them
corresponds to a different order of bound waves. An explicit
form of dispersive relation has been derived. The wave sur-
face can be represented by the set of Stokes waves much
more accurately than by superposition of the linear modes.

The applicability of the 1-D approach and potential as-
sumption to high frequency waves is questionable. This ap-
proach obviously cannot properly simulate the processes
where irreversible 2-D nonlinear interactions are of the es-
sence. Of course, all nonlinear effects in the 2-D case should
be more clearly pronounced because of an infinitely larger
number of interacting modes and physically because of a
complexity of the orbital velocity field. The model developed
may be applied to a broad range of situations in which the
1-D approximation is acceptable. Fortunately, many wave
phenomena are largely controlled by strong nonlinear inter-
actions which are relatively fast and for which the 1-D ap-
proximation is often adequate. Formation of extreme waves
is one such phenomenon. As yet, model simulations of very
large waves are far from merely academic interest. It has
long been known that nonlinear redistribution of energy can
result in the abrupt emergence of very large and steep waves,
commonly known as freak or rogue waves.

The most important application of the scheme developed
here is the coupled modeling of waves and wave boundary
layer �see Ref. 11�, which has been completed and it will be
a subject of our next publications. For these purposes the 1-D
wave model is acceptable because it reproduces a broad
spectrum of waves and surface disturbances having realistic
shapes; these, in turn, generate rich statistics of nonlinear
fluctuations in an air flow above waves. It was always desir-
able but never proved that the multimode wave surface in-
teracts with the atmosphere as a set of independent linear
waves, and that the integral result can be obtained by simple

superposition of the monochromatic cases. It is well known
that even a single wave can produce a broad spectrum of
pressure fluctuations that affect the flow. Atmospheric re-
sponse to a strongly nonstationary wave field is also essen-
tially nonstationary. The structure of nonstationary flow �e.g.,
a distribution of surface pressure� is always different than
that of stationary. A proper way to investigate the wind-wave
interaction problem is a long-term integration of a coupled
system �including the model discussed above� and appropri-
ate processing of the results. Surely, the spectral consider-
ations are unavoidable, because they have important practi-
cal application �for source terms for wind waves forecasting
models�. However, the most complicated and transient pro-
cesses �breaking wave, freak waves, flow separation with and
without breaking� occur in a physical space. These processes
deserve special attention.

Surely, a one-dimensional approach to modeling of sea
waves is incomplete, because of weaker nonlinearity com-
pared with two-dimensional cases. At present, the precise
three-dimensional �3-D� model based on principal potential
equations has also been completed. Being applied to 1-D
waves, performance of this model is just slightly less than
performance of the 1-D model based on conformal mapping.
However, in view of a much larger number of degrees of
freedom in 3-D cases, simulation of such waves represents a
formidable computational problem. Fortunately, this model
can be effectively parallelized.
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