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A B S T R A C T

Many state-of-the-art coupled sea ice-ocean models use atmospheric and oceanic drag coefficients that are at best
a function of the atmospheric stability but otherwise constant in time and space. Constant drag coefficients might
lead to an incorrect representation of the ice-air and ice-ocean momentum exchange, since observations of
turbulent fluxes imply high variability of drag coefficients. We compare three model runs, two with constant
drag coefficients and one with drag coefficients varying as function of sea-ice characteristics. The computed drag
coefficients range between 0.88 × −10 3 and 4.68 × −10 3 for the atmosphere, and between 1.28 × −10 3 and 13.68
× −10 3 for the ocean. They fall in the range of observed drag coefficients and illustrate the interplay of ice
deformation and ice concentration in different seasons and regions. The introduction of variable drag coefficients
improves the realism of the model simulation. In addition, using the average values of the variable drag coef-
ficients improves simulations with constant drag coefficients. When drag coefficients depend on sea-ice char-
acteristics, the average sea-ice drift speed in the Arctic basin increases from 6.22 cm s−1 to 6.64 cm s−1. This
leads to a reduction of ice thickness in the entire Arctic and particularly in the Lincoln Sea with a mean value
decreasing from 7.86 m to 6.62 m. Variable drag coefficients lead also to a deeper mixed layer in summer and to
changes in surface salinity. Surface temperatures in the ocean are also affected by variable drag coefficients with
differences of up to 0.06 °C in the East Siberian Sea. Small effects are visible in the ocean interior

1. Introduction

The recently observed changes in Arctic sea ice (Rothrock et al.,
1999; Serreze et al., 2003; 2007; Stroeve et al., 2007; 2012a; 2012b;
Laxon et al., 2013; Haas et al., 2008; Rabenstein et al., 2010; Castellani
et al., 2014) feed back into the global climate because sea ice is coupled
to atmosphere and oceans. Sea ice insulates the oceans from the polar
atmosphere, it contributes to the ice-albedo feedback mechanism
(Curry et al., 1995), and, while drifting, it exerts a drag on the oceanic
surface layer. This drag fluxes momentum into the ocean. The mo-
mentum fluxes between ice and ocean affect the upper surface circu-
lation with consequences for the interior ocean circulation and the
outflow into the Nordic Seas as well as the Pacific and Atlantic Ocean
(Proshutinsky and Johnson, 1997; Rudels et al., 2005; Latarius and
Quadfasel, 2010; Proshutinsky et al., 2009). Understanding the dy-
namic coupling between ice, atmosphere and ocean requires a detailed
representation of the momentum fluxes.

In this work, we aim to contribute to improving the representation
of physical processes in coupled sea-ice–ocean models by investigating
how numerical simulations are affected by a description of ice-

atmosphere and ice-ocean coupling that accounts for the sea-ice
roughness.

Most sea-ice codes resolve both dynamic and thermodynamic pro-
cesses. The sea-ice momentum equations are solved for drift velocities
that are then used to advect the ice variables. The drift velocities also
determine the stress acting on the ocean. In most sea-ice models
(Hibler, 1979; Hunke, 2010), both the atmospheric drag and the
oceanic drag are described by a quadratic relationship (see also the
Arctic Ocean Model Intercomparison Project -AOMIP- protocol,
Proshutinsky et al., 2001) depending on the relative velocity between
atmospheric wind (ocean currents) and sea-ice drift. The intensity of
the air-ice and ocean-ice interactions are described by the transfer
coefficients called air drag coefficient ca and ocean drag coefficient cw.
These coefficients depend on sea-ice surface characteristics. Table 1
lists direct observations of atmospheric drag coefficients and indirect
estimates from linear (Castellani et al., 2014) and 3D (Petty et al., 2017)
surface profiles, all at a reference height of 10m; and oceanic drag
coefficients that are generally referenced to geostrophic currents
(Lu et al., 2011).

Many sea-ice models in coupled GCMs today use constant drag
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coefficients, thus they do not account for their observed spatial and
temporal variability (Hunke et al., 2010). In recent years many para-
meterizations have been developed to relate sea-ice surface character-
istics to drag coefficients (Garbrecht et al., 2002; Birnbaum and
Luepkes, 2002; Lüpkes and Birnbaum, 2005; Lüpkes et al., 2012; 2013;
Andreas et al., 2010; Lu et al., 2011), and some of these para-
meterizations have been implemented in numerical models. For ex-
ample, Tsamados et al. (2014) present the results of a simulation with
the Los Alamos sea-ice model CICE where some of the mentioned
parameterizations are used to compute the atmospheric and oceanic
neutral drag coefficients as a function of floe edges, ridges, and melt
ponds. Moreover, CICE includes instability effects of the upper surface
layer over sea ice, thus the neutral atmospheric drag coefficient is
corrected for the stability that depends on the thickness distribution
(Hunke et al., 2015). The approach of Tsamados et al. (2014) requires a
dynamic ice thickness distribution (ITD) as well as an explicit de-
scription of ridges and melt ponds formation (Flocco and Felthman,
2007; Flocco et al., 2010) and tracers of deformed ice and melt ponds.
In a different approach (Steiner et al., 1999; Steiner, 2001), deforma-
tion energy accounts for surface roughness. The deformation energy
depends on the history of the mechanical deformation of sea ice and on
changes in its thickness. The drag coefficients are parameterized as a
function of the deformation energy and of ice concentration
(Steiner, 2001). With this formulation it is possible to implement drag
coefficients in sea ice models without additional parameterizations for
ridges and melt ponds formation.

Tsamados et al. (2014) and Steiner (2001) used stand alone sea ice
models. But variations of oceanic drag coefficients also affect the
oceanic momentum through the drag coefficients and the drift velo-
cities of the ice that are themselves functions of the atmospheric and
oceanic stress. For example, Castellani et al. (2015) showed, based on
an idealized experiment, that variations in the Ekman vertical velocity
associated with variable oceanic drag coefficients are on the same order
of magnitude as the variations due to changes in the surface velocity of
the ice. Roy et al. (2015) compare simulations using different air-ice
and ocean-ice roughness. They show effects on the general features of
sea ice (concentration, thickness, drift) and also on the liquid and solid
fresh water budget of the Arctic Ocean. In particular, increased ice-
ocean roughness leads to higher Arctic fresh water budget by increasing
fresh water retention in the Beaufort Gyre. Martin et al. (2014) in-
vestigate changes in momentum transfer to the ocean as consequence of
ice thickness and areal extent decrease. They conclude that the weaker
ice cover in fall, winter and spring, and the increase in open water
fraction in summer cause trends in the momentum transfer over the last
three decades. In a more recent work, Martin et al. (2016) analyze the
effects that the introduction of variable drag coefficients in numerical
models have on the trend of annual mean ocean surface stress. They
show that a decrease in surface roughness over the years leads to a
decline in surface ocean stress. They conclude that a proper

investigation of the trend of the air to ocean momentum transfer in
presence of sea ice requires to represent sea-ice surface variations.

In the present study we investigate how atmospheric and oceanic
drag coefficients that depend on the degree of sea-ice deformation and
on ice concentration affect sea-ice distribution and ocean circulation in
a numerical model. We follow the Steiner (2001) deformation energy
approach and apply it to a coupled sea ice-ocean model. We focus on
the simulated sea-ice properties, but also on effects on and changes in
the ocean circulation, with the aim to investigate (1) which of the main
physical parameters describing the large scale sea ice cover (ice con-
centration, thickness and drift) is affected the most, and (2) in which
regions of the Arctic these changes are more prominent. Finally, we aim
to (3) quantify to what extent the ocean is affected.

In Section 2 we introduce the model configuration and the im-
plemented parameterizations. We also describe the sensitivity study
performed to select the set of parameters used in the numerical ex-
periment. The results for sea ice and ocean are presented in Section 3
and then discussed in Section 4. A summary and conclusions follow in
Section 5.

2. Methods

2.1. Model description and setup

We use the Massachusetts Institute of Technology general circula-
tion model (MITgcm, Marshall et al., 1997) in a coupled ocean–sea-ice
Arctic Ocean configuration. The configuration is similar to the NAOSIM
configuration of Karcher et al. (2011) and was already described in
Castro-Morales et al. (2014). The domain covers the Arctic Ocean, the
Nordic Seas, and the North Atlantic down to approximately 50°N
(Fig. 1). The horizontal resolution of 1/4° corresponds to ∼ 28 km on a
rotated spherical grid with the equator passing though the North Pole.
In the vertical, the domain is discretized in 33 levels with thickness
ranging from 10 m at the surface to ∼ 350m at depth. Vertical mixing
in the ocean is parameterized by a K-Profile Parameterization (KPP)
scheme (Large et al., 1994) and tracers are advected with an un-
conditionally stable seventh-order monotonicity preserving scheme
(Daru and Tenaud, 2004) that requires no explicit diffusivity. The
mixed layer depth is diagnosed based on a density criterion (Kara et al.,
2000). To apply this criterion, densities are linearly interpolated be-
tween model layers to determine the depth at which the density in-
creases above a critical density relative to the surface density. In strong
stratification, where density in the second layer is already much higher
than in the first layer, this can lead to mixed layer depths smaller than
the 10 m of the surface layer thickness. The model variable density is
located at the center of the grid cells, so that the topmost density is at
5 m depth. The minimum mixed layer depth is thus 5 m.

The ocean model is coupled with a dynamic-thermodynamic sea-ice
model (Losch et al., 2010). The sea-ice model of the MITgcm uses a
viscous-plastic rheology and so-called zero-layer thermodynamics (i.e.,
zero heat capacity formulation, Semtner, 1976) with a prescribed ice
thickness distribution (Hibler, 1979; 1980; 1984; Castro-Morales et al.,
2014): In order to compute the net heat flux through the ice, the latter
is redistributed into seven ice thickness categories between 0 and a
maximum thickness of twice the mean thickness. The heat fluxes are
computed individually for each thickness and then summed. The shape
of the distribution of these seven thicknesses is flat, normalized and
fixed in time (see Hibler, 1984; Castro-Morales et al., 2014, their
Fig. 1). We also use the same parameterization for the snow distribu-
tion. In the present configuration the model does not include a dynamic
ice thickness distribution (ITD).

The model is forced by realistic atmospheric fields. We use data of
the Coordinated Ocean Research Experiment (CORE) version 2
(Large and Yeager, 2009) for the spin-up and the NCEP Climate Fore-
cast System Version 2 (Saha et al., 2014) for the analyzed simulations. A
monthly climatology of river runoff for the main Arctic rivers follows

Table 1
Range of observed, estimated from topography data, and modeled values for
atmospheric and oceanic drag coefficients taken from literature. Values re-
ported are for the Arctic Ocean and for regions of interest (see also Fig. 1):
Lincoln Sea (LS), Beaufort Sea (BS), and Central Arctic (CA).

Source Atmospheric −(10 )3 Oceanic −(10 )3

range LS BS CA range

Observations
Guest and Davidson (1991) 0.61−9.1 – – – –
Lu et al. (2011) – – – – 1.05−22.28
Topography-based Estimations
Castellani et al. (2014) 0.88−4.66 2.59 1.65 1.65 –
Petty et al. (2017) 1.64−2.36 – 1.80 2.20 –
Model results
Tsamados et al. (2014) 0.4 - 4 – – – 2−20
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the AOMIP protocol (Proshutinsky et al., 2001).
The model is spun up from the first day of January 1948 to the last

day of December 1978 in a baseline (control) configuration with con-
stant drag coefficients. The subsequent simulations are forced with
NCEP reanalysis data (Saha et al., 2014) from the first day of January
1979 to the last day of December 2010.

2.2. Parameterization of atmospheric and oceanic drag coefficients

Sea-ice motion is determined mainly by three forces: the internal
stresses in the ice, the atmospheric drag force and the oceanic drag
force (Steele et al., 1989). The momentum equations for the atmo-
spheric drag τa and the oceanic drag τw are expressed through a
quadratic drag relationship:

= − −τ U u U uρ c R ( ) ,a a a a a a (1)

= − −τ U u U uρ c R ( ) ,w w w w w w (2)

where ρa and ρw are the densities of air and sea water. The drag depends
on the relative velocities −U ua w, where Ua is the atmospheric wind, Uw

is the ocean current and u is the ice drift. The ocean (atmosphere) ro-
tation matrix Rw (Ra) accounts for unresolved Ekman layers. ca and cw
are the transfer coefficients for momentum, called air drag coefficient
and water drag coefficient. From the Monin Obukhov similarity theory
and a stability corrected logarithmic profile (Garbrecht et al., 2002)
they can be expressed as:
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where =D a for the atmosphere and =D w for the ocean, zr is a re-
ference height (usually 10m for the atmosphere, or the depth at which
the current equals geostrophic flow for the ocean, Lu et al., 2011), z0 is
the roughness length of sea ice, Ψm is the Dyer–Businger stability
function, L the Monin Obukhov length, and k the von Karman constant.
In case of neutral conditions, Eq. (3) reduces to the expression for the
neutral drag coefficients:
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The roughness length z0 changes regionally and temporally due to
the presence and formation of topographic elements over/under the ice.
Variability in z0 implies variability in cD, n. In this study we focus on the
neutral drag coefficients, that is, for the case of neutral stratification of
the fluid (water and air). In the following the term drag coefficients
always refer to neutral drag coefficients, except when stated otherwise.

In the baseline configuration, the sea ice-ocean model runs with
constant atmospheric and oceanic drag coefficients: = × −c 1 10a

3 and
= × −c 5.4 10 ,w

3 the latter value corresponds the geostrophic drag
coefficient proposed by McPhee (2008). These values are the results of
an optimization procedure (Nguyen et al., 2011) and were already used
in the present model configuration (Castro-Morales et al., 2014). They
correspond to a roughness length z0 of ≈ × −5 10 5 m for the atmo-
sphere-ice interface and ≈ × −22 10 3 m for the ocean-ice interface.

In order to arrive at drag coefficients that depend on sea-ice topo-
graphy, we introduce the deformation energy R as a prognostic variable
into the sea ice model. The deformation energy represents the sea-ice
roughness and evolves in time (Steiner et al., 1999). Deformation en-
ergy changes with the work of internal forces in the ice Eint and with
melting (Martin, 2007):

= +DR
Dt

E R M·min( , 0) ,int (5)

where M is the same melting rate that is used to thermodynamically

change the ice volume, divided by the ice thickness. By definition, M is
negative during melting and positive during freezing. The term Eint is
derived as the scalar product of the stress tensor σ and the strain rate
tensor ɛ̇ (Rothrock, 1975; Martin, 2007):
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are invariants of the strain rate tensor ɛ̇ and of the stress tensor σ
(Rothrock, 1975). This formulation for the deformation energy was
previously implemented in uncoupled sea-ice models (Steiner et al.,
1999; Martin, 2006; 2007).

Many studies focusing on the dependency of neutral drag coeffi-
cients on surface roughness (e.g. Garbrecht et al., 1999; 2002; Lüpkes
et al., 2012; 2013; Lüpkes and Gryanik, 2015) are based on the parti-
tioning approach by Arya (1973, 1975). According to this approach, the
neutral drag coefficient is given as the sum of a skin drag, accounting
for small-scale roughness, and a form drag, accounting for the influence
of large obstacles (due to a pressure difference before and behind the
obstacle). This can be written as:

= +c c c .D D D
skin form (9)

The form drag is usually expressed based on geometric consideration of
the obstacles such as ridges (Garbrecht et al., 1999; 2002), melt ponds
and ice floes (Lüpkes et al., 2012; 2013; Lüpkes and Gryanik, 2015).
Following Steiner (2001), the drag coefficients are expressed as a
function of deformation energy R and ice concentration A:
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The skin drag (the terms ba and bw in Eqs. (10) and (11)) accounts
for small scale roughness and it is chosen following Steiner (2001)
according to the lowest observed drag coefficients: = × −b 0.8 10a

3 and
= × −b 1.2 10w

3 (see e.g., Shirasawa and Aota, 1991; Shirasawa and
Ingram, 1991; Wamser and Martinson, 1993). The form drag accounts
for large scale obstacles and it is parameterized as a function of de-
formation energy R (second term on the right hand side of Eqs. (10) and
(11)) and of ice concentration (third term on the right hand side of
Eqs. (10) and (11)). According to Eqs. (10) and (11), the drag coeffi-
cients increase linearly with the deformation energy and depend
quadratically on ice concentration with a maximum of da (dw) at

=A 0.5 (50% ice concentration, see also Fig. 1 in Steiner, 2001). In-
itially, the values of the parameters ma, mw, da and dw are set to the
values optimized via comparison with observed buoy-drift velocities
(Steiner, 2001, see also Table 2). In Section 2.3, they are optimized by
performing a quantitative comparison with sea-ice observations.

Table 2
Values of the parameters entering Eqs. (10) and (11) for the atmospheric and
oceanic drag coefficients in the original formulation from Steiner (2001), and
for the optimized run referred to as DRAGS run.

ma mw da dw

Steiner (2001) × −1.9 10 8 × −6 10 8 × −1.3 10 3 × −2.6 10 3

DRAGS × −0.90423 10 8 × −3.1226 10 8 × −1.2839 10 3 −2. 66110 3
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Note, that in this configuration the deformation energy does not
affect the sea ice or the ocean directly because the sea-ice model does
not employ a dynamic ice thickness distribution (ITD, as in, e.g.,
Ungermann et al., 2017). This means that we do not redistribute the ice
between thickness categories according to variations of deformation
energy. The only feedback on the physics of the model is through the
atmospheric and oceanic drag coefficients that enter the momentum
equations of the sea ice and of the ocean. Even without an ITD, which
may increase the general realism of the simulation (Ungermann et al.,
2017), the main feedback we would expect in the context of the drag
coefficients is present in our model. The shape of the ITD is not enough
to distinguish between an ensemble of flat, thermodynamically grown
floes with different thicknesses (and comparably low drag coefficients)
or an ice pack with a high coverage of melt ponds, pressure ridges and
floe edges (and comparably high drag coefficients). For this reason,
even very detailed parameterizations of variable drag coefficients have
only indirect connections between the ITD and the drag coefficients via
intermediate variables (Tsamados et al., 2014). But the main feedback
we would expect in this context is included in the model: When ice
ridges, its thickness increases (which should make it harder to deform)
yet at the same time the pressure ridges lead to a higher drag coeffi-
cient, that should increase the deformation of already thick ice.

2.3. Choice of parameters

Eqs. (10) and (11) contain 6 parameters: ba, bw, ma, mw, da and dw.
The skin drags ba and bw are directly constrained by observations (e.g.,
Shirasawa and Aota, 1991; Shirasawa and Ingram, 1991; Wamser and
Martinson, 1993). In order to find the best set of parameter values for
ma, mw, da and dw, we compare the model results with observations in a
sensitivity study. To evaluate our model results quantitatively we use a
cost function from satellite observations as a measure for model quality
(Ungermann et al., 2017). In a second step, we use a Green’s functions
approach to obtain a set of optimal parameters (for details see
Menemenlis et al., 2005; Ungermann et al., 2017). The cost function for
a given variable (concentration, thickness, drift) in a given time frame
(month/season) is defined as:

∑=
−
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x y
N ξ
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2
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i

N
i i

i
var

1

2

var
2
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(12)

where yi is a single observation, xi the model estimate at the same
position and time, and ξi the measurement uncertainty of this ob-
servation. Nvar is the number of observations of the respective variable,
so that the contribution of each variable is normalized. In Table 3 we
present the cost function for the different data sets and seasons, that is
the sum over the amount of data available for a specific variable in a
certain time frame. The total cost function is the sum of all contribu-
tions.

Most, if not all, data assimilation and optimization methods (e.g.,
Massonnet et al., 2014; Roach et al., 2018) are based on minimizing a
cost function similar to ours. The methods differ in the way the errors

are treated and how the minimum of the cost function is found. For
example, an Ensemble Kalman Filter allows to estimate the error cov-
ariances of the state during the optimization procedure and use this
information to refine the results (e.g., Massonnet et al., 2014). The cost
function can be linearized and an optimal set of parameters can be
found with approximated gradient information, for example with a
Gauss–Newton method (Roach et al., 2018). In our approach, all prior
covariance information about the unknown parameters is neglected and
the cost function is constructed with a diagonal error covariance matrix
from the error estimates of the observations. This allows us to use the
Green’s Function approach and to explicitly calculate an optimal set of
parameters in each step without an additional line search that would be
necessary in the (more generally applicable) Gauss-Newton method.

We use four different datasets: (1) the reprocessed concentration
dataset from OSISAF (EUMETSAT, Ocean and Sea Ice Satellite
Application Facility, 2011) and its error estimates (1979–2009); (2) the
ICESat-JPL thickness product (Kwok and Cunningham, 2008) with a
local error estimated as in Kauker et al. (2015) yet with an upper limit
of 1 m for the uncertainty (March as well as October/November, 2003 -
2008); (3) the OSISAF winter sea ice drift (Lavergne et al., 2010, Oc-
tober to April, 2002–2006) and (4) the summer sea-ice drift from
Kimura et al. (2013) (May to July, 2003–2007), which both use passive-
microwave satellite data, with error estimates of Sumata et al. (2014,
2015). For ice concentration we compute the cost function separately
for winter and for summer, and for ice thickness separately for March
and November.

The choice of model parameters follows Nguyen et al. (2011), their
Table 2. They include albedo (dry ice, wet ice, dry snow, wet snow), air-
ice drag and similar with the other drags, ice strength, lead closing,
vertical diffusivity, salt plume, and a river runoff factor. This set of
parameters with a model configuration identical to ours was shown to
yield simulations consistent with observations (see Castro-
Morales et al., 2014, their Fig. 7). Since our main interest is in the drag
coefficients, we focus our sensitivity study only on the parameters ma,
mw, da and dw in Eqs. (10) and (11). In Table 2 we list the values of the
original parameters and the final values after two optimization cycles.
In this study we compare three different model runs: DRAGS, using the
optimized parameters to compute variable drag coefficients; MEAN,
using constant drag coefficients (to keep the Nansen number Na =

ρ c ρ c/a a w w comparable we use the mean values from DRAGS as con-
stant drag coefficients, see Table 4); and CTRL using constant drag
coefficients with the original values (Castro-Morales et al., 2014). The
cost function values of these configurations are given in Table 3. While
our main results are obtained from a model-to-model comparison, we
show a qualitative comparison with observations of ice concentration
and ice thickness for the DRAGS run as results of the optimization
procedure (Fig. 2) to demonstrate the realism of our coupled ice-ocean
model. The most remarkable model biases are an overestimation of the
ice edge in the Fram Strait, especially in Winter, and a dipole pattern in
the thickness field (March RMSE = 0.69, November RMSE = 0.59),
with a thick bias in the Barents Sea and the East Siberian Sea, and a thin
bias over the central Arctic, both a common problem of many models of
comparable complexity (Stroeve et al., 2014). These model-data com-
parisons place the realism of our model configuration well in the range
of CMIP5 sea ice components.

Table 3
Cost function values for the run with original parameters from Steiner (2001),
the DRAGS and MEAN runs, and the CTRL run with constant values of oceanic
and atmospheric drag coefficients from Castro-Morales et al. (2014). The cost
function is computed for ice concentration A and ice drift →v , in summer (S) and
winter (W), and ice thickness Hi in March (M) and November (N).

A S A W Hi M Hi N →v S →v W Sum

Steiner (2001) 1.06 1.32 0.38 0.39 1.01 1.73 5.89
DRAGS 1.12 1.44 0.38 0.34 0.48 0.91 4.67
MEAN 1.16 1.49 0.40 0.33 0.51 0.81 4.70
CTRL 1.21 1.32 0.49 0.35 0.62 0.95 4.94

Table 4
Minimum, maximum, mean, and median values of atmospheric and oceanic
drag coefficients obtained with the DRAGS run. The last column shows the
values of the coefficients used in the CTRL run.

min −(10 )3 max −(10 )3 mean −(10 )3 median −(10 )3 CTRL −(10 )3

ca 0.8 4.6 1.36 1.27 1
cw 1.2 13.6 2.82 2.63 5.4
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3. Results

In this section we present results for climatologies obtained from the
first day of January 1990 to the last day of December 2010. The first ten
years (1979–1989) of the simulations are not used because during this
time the model adapts to the new forcing and to the new physics. We
focus our analysis on the months of March (maximum sea-ice extent)
and September (minimum sea-ice extent).

The model domain with the following regions is shown in Fig. 1:
Lincoln Sea (LS), Central Arctic (AC), Beaufort Sea (BS), East Siberian
Sea (ESS), and Laptev Sea (LapS).

3.1. Simulated deformation energy and drag coefficients

Values for deformation energy in the Arctic basin vary between 20
and 300 kJ/m2 (Fig. 3). Lower values are found towards the Marginal
sea Ice Zone (MIZ) whereas values higher than 300 kJ/m2 characterize
the coastal areas along the north coast of Greenland and the north
coasts of the Arctic Canadian Archipelago, where ice is usually pushed
against land and thus more deformed. In the Central Arctic the values
vary between 25 and 95 kJ/m2, in agreement with Steiner et al. (1999).

The distribution of drag coefficient values is governed by the linear
dependence on the deformation energy (Eqs. (10) and (11)). The impact
of ice concentration is only visible where A<1 (not shown). Simulated
atmospheric and oceanic drag coefficients are higher in summer than in
winter (Table 5). Maximum values of both atmospheric and oceanic
drag coefficients are found in the Lincoln Sea, minimum values in the
Laptev Sea. Oceanic drag coefficients show a larger variability (due to
larger values of mw and dw compared to ma and da in Eqs. (10) and (11))
in both summer and winter.

Changes in drag coefficients reflect changes in the roughness length
z0 (Section 2.2). In order to calculate the roughness length for the at-
mosphere, that is for the upper sea-ice surface, and for the ocean, that is
for the surface underneath the ice, we use equation (4) with 10m as
reference height for the atmosphere and 5m for the ocean as in
Shaw et al. (2008). Values of surface roughness length vary between

× −0.7 10 5 m and 0.027 m (Fig. 4a,b). These results compare well with
the values of roughness length for different ice classes in Guest and
Davidson (1991). In particular, the maximum value of 0.027 m is the
same as the value of 0.027 m for very rough ice in Guest and
Davidson (1991). The mean value in the Lincoln Sea (Table 6) agrees
with the value of × −2.0 10 3 for smooth MYI, whereas the mean values
in BS, CA, ESS and LapS (Table 6) agree with the values for very smooth
and smooth FYI (Guest and Davidson, 1991). Values for the under-ice
roughness length varying from × −0.05 10 3 m to 0.16 m (Fig. 4c,d) are
also in agreement with observations (Shaw et al., 2008; Johannessen,
1970; Shirasawa, 1986; Shirasawa and Ingram, 1991).

3.2. Contributions to atmospheric and oceanic drag coefficients

To analyze the causes of the regional and seasonal differences in
atmospheric and oceanic drag coefficients, we look at the contribution
in Eqs. (10) and (11) of the terms due to deformation energy and ice
concentration as ratios between skin drag, deformation energy term
and ice concentration term over the total atmospheric drag coefficients
(Fig. 5), and oceanic drag coefficients (not shown). In winter, the skin
drag dominates both atmospheric and oceanic drag coefficients, mainly
in the Eastern sector of the Arctic Ocean. In summer, the skin drag
dominates in the MIZ, where the deformation energy is low and the ice
concentration is lower than 0.5. The deformation energy term dom-
inates in the Western sector of the Arctic Ocean and its contribution is
generally higher in winter. The contribution of the ice concentration
term in winter is negligible almost everywhere in the Arctic Basin,
except for the MIZ, which in winter extends to the Barent Sea and south

Table 5
Mean (with one standard deviation) and maximum values of atmospheric and
oceanic drag coefficients in March (M) and September (S) of the climatological
year of the DRAGS run. Values presented are for the entire Arctic Basin (AB)
and for the regions of interest (Fig. 1).

mean −c (10 )a 3 max −c (10 )a 3 mean −c (10 )w 3 max −c (10 )w 3

AB (M) 1.23 (0.32) 3.66 2.50 (1.06) 11.02
AB (S) 1.68 (0.52) 3.34 3.56 (1.52) 9.24
LS (M) 1.66 (0.84) 3.12 4.15 (2.88) 9.17
LS (S) 1.86 (0.91) 3.27 4.53 (2.88) 9.20
BS (M) 1.35 (0.12) 1.74 3.06 (0.42) 4.40
BS (S) 1.83 (0.39) 2.42 4.03 (1.10) 5.91
CA (M) 1.33 (0.12) 2.14 3.02 (0.40) 5.65
CA (S) 1.92 (0.21) 2.86 4.23 (0.61) 7.22
ESS (M) 1.19 (0.08) 1.89 2.50 (0.28) 4.72
ESS (S) 1.64 (0.36) 2.16 3.31 (0.89) 4.60
LapS (M) 0.97 (0.05) 1.31 1.74 (0.16) 2.68
LapS (S) 1.54 (0.24) 1.96 2.92 (0.58) 3.92

Table 6
Mean and maximum values of the atmospheric surface length z0 for the entire
Arctic Basin (AB) and for the regions of interest (Fig. 1). The brackets contain
the value from Guest and Davidson (1991), their Table 1, closest to our com-
puted value and the corresponding sea-ice category.

mean −z (10 )0 3 max −z (10 )0 3

AB 0.53 (0.33–FYI/MYI very smooth) 27.4 (27.0–MYI very rough)
LS 2.30 (2.0–MYI smooth) 17.9 (10.0–MYI rough)
BS 0.59 (0.33–FYI/MYI very smooth) 3.81 (7.5–FYI rough)
CA 0.47 (0.33–FYI/MYI very smooth) 2.30 (2.0–MYI smooth)
ESS 0.40 (0.33–FYI/MYI very smooth) 3.20 (2.0–MYI smooth)
LapS 0.22 (0.33–FYI/MYI very smooth) 1.67 (1.3–FYI smooth)

Fig. 1. Map of the model domain with in colors the 1990–2010 September
climatology for ice thickness (masked for ice concentration <15%) obtained
with the DRAGS run. The black boxes represent the regions that are relevant in
this study: Lincoln Sea (LS), Central Arctic (CA), Beaufort Sea (BS), East-
Siberian Sea (ESS), and Laptev Sea (LapS). The green line represents the oceanic
transect crossing the Beaufort Sea. The red contour shows the ice edge (ice
concentration threshold set to 15%) from observations (EUMETSAT, Ocean and
Sea Ice Satellite Application Facility, 2011). For clarity, no contour lines are
drawn in the Canadian Arctic Archipelago. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
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of the Svalbard Islands. In summer, its contribution increases every-
where in the Arctic Ocean with maxima in the Laptev Sea of up to 80%
of the total drag coefficient values.

To analyze in more detail the contribution of deformation and ice
concentration in the computation of the atmospheric drag coefficients,
we show in Fig. 6 the time evolution (from 1990 to 2010) of mean
atmospheric drag coefficients due to deformation energy and due to ice
concentration in some regions of interest. In general, the contribution

due to ice concentration shows a larger seasonal variability since in
winter the ice concentration approaches 1 almost everywhere in the
Arctic and the ice concentration term drops to zero. The contribution of
the two terms is different for different regions, and shows also an in-
terannual variability. In the Lincoln Sea, the total atmospheric drag is
always dominated by deformation. In the Central Arctic, the deforma-
tion energy term dominates in winter, whereas in summer the drag is
dominated by the ice concentration term. In the Laptev Sea (not shown)

Fig. 2. Ice concentration differences between the DRAGS run and OSISAF observations (EUMETSAT, Ocean and Sea Ice Satellite Application Facility, 2011) in (a)
March and (b) September. Ice thickness differences between the DRAGS run and ICESat observations (Kwok and Cunningham, 2008) in (c) March and (d) November.
Ice concentration fields are masked for modeled ice concentration < 15%, ice thickness from ICESat is masked for uncertainties larger than 1 m. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the contribution of the deformation energy remains always very small.
In the Beaufort Sea the contribution of the two terms varies with time,
the same holds for the East Siberian Sea (not shown).

3.3. Sea ice

Mean summer ice concentration is lowest in the Laptev Sea and East
Siberian Sea (A < 0.4) and highest in the Lincoln Sea and the Central
Arctic (A > 0.8) in both DRAGS and MEAN (Table 7). In winter, the
differences between the two runs (DRAGS-MEAN) in ice concentration
are visible only in the MIZ (Fig. 7a). In summer, the ice concentration is
reduced almost everywhere in the Arctic basin when we introduce
variable drag coefficients (DRAGS), except for the Beaufort Sea
(Fig. 7b). In both winter and summer the differences remain between
10% and 20%.

Mean summer ice thickness in the Arctic Ocean ranges from 0.5 m in
the East Siberian Sea and Laptev Sea to up to 7 m in the Lincoln Sea
(Table 7). Between DRAGS and MEAN the ice thickness differences in
the western sector of the Arctic Ocean are on the order of 0.5 m in both
March and September. In the Lincoln Sea differences are larger than
1 m.

In our simulations, summer sea ice velocities are on the order of
5 cm s−1 in the Arctic Ocean. Faster ice is a characteristic of the
Beaufort Sea (with 5.25 cm s−1 in DRAGS and 4.90 cm s−1 in MEAN).
Very low values are found in the Lincoln Sea where the ice remains
constrained between the coasts of Greenland and Ellesmere Island and
it is characterized by velocities smaller than 1 cm s−1. North of
Greenland and in the Fram Strait the ice moves faster in DRAGS than in
MEAN and the arrows indicate a larger export of ice through the Fram
Strait. In summer, when the ice is more mobile, differences are larger
and the pattern of these differences is more pronounced. The drift dif-
ference arrows show the anticyclonic pattern in the Beaufort Gyre
(Fig. 7f) that usually dominates in summer, thus showing an increased
anticyclonic circulation in DRAGS than in MEAN.

3.4. Ocean surface

In order to evaluate the effects of the new drag formulation on the
surface ocean, we analyze sea surface temperature θ, surface salinity
and Mixed Layer Depth (MLD).

In winter, temperatures are equal to the freezing point everywhere
in the Arctic Ocean, except in the MIZ (Fig. 8 and Table 7). In summer
(Fig. 8b) the coldest temperatures are found in the Nansen Basin. Mean
values vary between - 0.24 °C in the East-Siberian Sea and - 1.66 °C in
the Lincoln Sea. Temperature differences between DRAGS and MEANS
are no larger than 0.06 °C.

Surface salinity in winter ranges between 33 and 35 except for the
Beaufort Sea and East-Siberian Sea, where values are lower than 32
(Fig. 9a). The surface salinity differences in winter are on the order of
0.2 except for the Laptev Sea and Kara Sea with differences up to 0.5.

On average, the mean MLD in September is deeper by 3 m in the
DRAGS run than in the MEAN run (Fig 10 a, c). This is a big difference
because in the MEAN run the MLD reaches average summer depths in
the sea ice covered area of 8 m ± 2 m. In winter, the mixed layer is
deeper everywhere in the Arctic Basin for both MEAN (39 ± 11ṁ) and
DRAGS (43 ± 12 m). The MLD differences DRAGS - MEAN are smaller
in winter than in summer. Note that the model layer thickness is 10 m
at the surface and we use a density criterion (Section 2) to estimate
MLDs. The impact of variable drag coefficients on the MLD should be
tested using an ocean model that can resolve the ocean surface at a finer
scale (1-3 m). In this case, though, the approach used in the present
work, i.e. using the computed drag coefficients to calculate the ocean
currents in the first surface layer, would result erroneous (Roy et al.,
2015).

3.5. Ocean interior

We evaluate the effects of the new drag parameterization on the
ocean interior by analyzing the September stream function, which
specifies the character (cyclonic or anticyclonic) of the flow, a vertical
salinity profile along an oceanic transect through a large freshwater

Fig. 3. March (a) and September (b) climatologies (1990–2010) of deformation energy masked for ice concentration < 15%. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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reservoir in the Beaufort Sea in September (Fig. 1), and the circulation
in the mid Atlantic Water (mid-AW) layer between 350 m and 800 m
depth.

The stream function (Fig. 10) is computed by vertically integrating
the climatological horizontal velocity for September. It illustrates the
well-known Arctic circulation pattern with a more or less clear se-
paration between the Eurasian and Canadian Basin (Steiner et al.,
2004). There is a strong anticyclonic circulation in the Beaufort Sea that
reflects the surface Beaufort Gyre, whereas the Central Arctic ocean

circulation is dominated by a cyclonic pattern of the Atlantic water in
the ocean interior. The differences DRAGS - MEAN (Fig. 10d) point to a
stronger Beaufort Gyre in DRAGS in agreement with the ice drift:
stronger ice drift leads to an intensified anticyclonic circulation also in
the upper ocean layer. The cyclonic pattern in the central Arctic Ocean
interior is also stronger.

The vertical salinity profile (Fig. 11a) down to 250 m for the DRAGS
run shows the accumulation of fresher water at the surface of the
Beaufort Sea. The 32 isohaline reaches down to ca. 150 m. The

Fig. 4. March (left column) and September (right column) maps of roughness length z0 estimated from the climatologies (1990–2010) of the atmospheric (a,b) drag
coefficients and oceanic (c,d) drag coefficients. The fields are masked for ice concentration < 15%. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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difference map DRAGS - MEAN (Fig. 11b) shows a thin layer of saltier
water at the surface (first 10m) in agreement with Fig. 9d. In the deep
Beaufort sea, the difference map shows fresher water extending
to∼ 120m depth. In the Central Arctic (CA) the DRAGS run water

masses are saltier, with differences extending down to ∼ 250 m depth.
Finally, we compare the circulation of the Atlantic water in the mid-

AW layer. In Fig. 12a we show the mid-AW circulation in the DRAGS
run. The typical pattern as inferred from observations (Carmack et al.,

Fig. 5. March (left column) and September (right column) contribution of the different terms in equation (10) to the total atmospheric drag coefficient computed as
ratio over total atmospheric drag of skin drag term (a,b), deformation energy term (c,d), and ice concentration term (e,f). The fields are masked for ice concentration
< 15%. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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1995; Rudels et al., 1994; 1999; Swift et al., 1997) and previous model
results (Holland et al., 1996; Karcher and Oberhuber, 2002; Karcher
et al., 2003) is represented. The circulation is cyclonic in the Beaufort
Sea-Canadian Basin and in the Makarov Basin. The inflow from the
Fram Strait with a branch of mid-AW flowing along the continental
margins of the Eurasian and Makarov Basin is also represented. Finally,
the mid-AW flows along the continental slope of Greenland and leaves
through the Fram Strait. The cyclonic circulation in the Beaufort Sea is
slightly slower in the DRAGS run (Fig. 12b). A stronger flow of mid-AW
between the Alpha Ridge and Makarov Basin is directed towards the
Fram Strait. Also the flow along the Lincoln Shelf is enhanced. In the
Makarov Basin the cyclonic mid-AW circulation is slowed down for
DRAGS compared to MEAN.

3.6. Differences between new mean drag coefficients and original values

The newly implemented drag coefficients parameterization not only
leads to more variability, but also to mean drag coefficients that are
generally larger (atmosphere) or smaller (ocean) than the default values
of CTRL. This implies a change in the Nansen number between MEAN
and CTRL that can lead to changes in sea-ice drift and sea-ice proper-
ties. In particular, we expect faster ice as a result of the higher atmo-
spheric drag coefficients (1.36 × −10 3 compared to 1 × −10 3) and the
lower oceanic ones (2.82 × −10 3 compared to 5.4 × −10 3). This moti-
vates an additional comparison for the simulated sea-ice properties
between the MEAN run and the CTRL run. Mean values of sea-ice
concentration, thickness and drift for the entire Arctic Basin and for
regions of interested are listed in Table 7. Difference maps for sea-ice

Fig. 6. Monthly means of the contribution to atmospheric drag coefficients of deformation energy term (orange line) and ice concentration term (light-blue line)
entering equation (10) for the entire Arctic Basin and for some of the regions highlighted in Fig. 1. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

Table 7
Mean values (with one standard deviation) of sea-ice concentration A, sea-ice
thickness Hi (m), sea-ice drift →v (cm s−1) and sea surface temperature θ (°C) in
September for the DRAGS run (A), the MEAN run (B) and the CTRL run (C). The
colors of the cells for the DRAGS run indicate whether the number is larger
(red) or smaller (blue) than in the MEAN run. The same holds for the colors of
the cells of the MEAN run, but in this case the difference is calculated with
respect to the CTRL run.
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concentration, thickness and drift in March and September are shown in
Fig. 13.

Differences in ice concentration are larger in September than in
March. During winter, the ice concentration is 1 almost everywhere in

the Arctic Ocean, so differences are seen only in the MIZ (Fig. 13a). In
summer, the sea-ice areal extent in MEAN is reduced in the Central
Arctic Basin, Lincoln Sea and Beaufort Sea (Table 7). A stronger re-
duction is seen in the East Siberian Sea, Laptev Sea and Kara Sea. Ice

Fig. 7. Differences DRAGS - MEAN in March (left column) and September (right column) 1990–2010 climatologies for sea-ice concentration (a,b), thickness (c,d) and
drift (e,f). Ice concentration and ice thickness are masked for ice concentration <15% in the DRAGS run, ice drift is masked for thickness < 10 cm. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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thickness (Fig. 13c and d) is reduced in large parts of the Arctic Basin in
winter, with the exception of the Chukchi Sea where the ice thickness in
MEAN is ∼ 0.5 m larger than in CTRL. In summer, the pattern is the
same, with a general reduction of ice over the entire Arctic Ocean.
Large differences are seen in the Lincoln Sea with mean summer ice
thickness decreasing from 8.46 m in CTRL to 7.86 m in MEAN. The ice
moves faster in MEAN than in CTRL, as expected by the change in the
Nansen number. Particularly, the circulation patterns are enhanced in
both winter and summer. Figs. 13e and f show a stronger Beaufort Gyre,
and a stronger transpolar drift stream. Differences are relevant in the

Lincoln Sea with changes in mean summer drift from 0.02 cm s−1 in
CTRL to 0.11 cm s−1 in MEAN, and in the Central Arctic with an in-
crease from 1.58 cm s−1 in CTRL to 2.43 cm s−1 in MEAN.

4. Discussion

With the implementation of Eqs. (10) and (11), drag coefficients
vary according to season and region (not shown): Between 0.88 × −10 3

and 4.68 × −10 3 for atmospheric drag coefficients, and between
1.28 × −10 3 and 13.68 × −10 3 for the oceanic ones. Our computed

Fig. 8. March (left column) and September (right column) sea surface temperatures for the DRAGS run (a,b) and for differences DRAGS - MEAN (c,d). The fields are
masked in open water. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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atmospheric and oceanic drag coefficients fall into the range of ob-
served and topography-based estimated values (see Table 1), but never
reach the extremes. The Steiner (2001) approach relies on the fraction
of energy that goes into deformation and is thus responsible for an
increase in surface roughness and in drag coefficients. This contribution
is expressed by the terms ma and mw in Eqs. (10) and (11). These terms
cannot be measured directly in the field and thus represent a large
uncertainty of the parameterization.

Our results for different regions represent the general pattern shown
in large scale estimates based on satellite data (Petty et al., 2017) with
higher values in regions where the ice is more deformed due to proxi-
mity to the coast (Lincoln Sea) and due to convergent drift (Central

Arctic), and lower values in the marginal seas (Laptev Sea and East
Siberian Sea).

Atmospheric drag coefficients computed in a different sea ice model
(Tsamados et al., 2014) and based on different parameterizations
(Lüpkes et al., 2013) than ours, vary between 0.3 × 10−3 and
4 × 10− ,3 whereas oceanic drag coefficients vary between 2 × 10−3

and 20 × 10− ,3 in good agreement with our results. The extra
contribution of melt pond edges on the atmospheric drag coefficients
(not included explicitly in our parameterization) is visible in summer,
particularly in July and August (see Tsamados et al., 2014, their Figure
7). In these months, however, the contribution of melt pond edges to
the total drag coefficients is much smaller than the other terms

Fig. 9. March (left column) and September (right column) surface salinity for the DRAGS run (a,b) and for differences DRAGS - MEAN (c,d). The fields are masked in
open water. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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(deformation, ice concentration, skin drag). The form drag contribution
to the total drag in Tsamados et al. (2014) is based on an ITD model,
where the amount of thick, ridged ice in a grid cell is used to estimate
geometric parameters (i.e. sail height and distance between sails, and
keel depth and distance) to be used in the parameterization for drag
coefficients. In contrast, we rely on the deformation energy as an
explicit function of internal forces in the ice and from which we derive
the drag coefficients. In spite of these differences, our results are very
similar to those of Tsamados et al. (2014) in many respects: drag
coefficients are higher in summer than in winter, and the contribution

of the different terms differ with season, that is, in winter the total drag
is dominated by deformation, whereas in summer the drag is dominated
by the ice concentration term.

The newly implemented parameterization affects the simulated sea-
ice properties, that is, extent, thickness and drift. In general, the ice
moves faster, is thinner, and the overall area is reduced (Table 7). In
particular, the sea-ice drift increase in the western part of the Arctic
results in a decrease of ice thickness, particularly in the Lincoln Sea and
along the north coast of Greenland, region where the highest atmo-
spheric drag coefficients are found. The larger sea-ice velocities along

Fig. 10. September climatologies of mixed layer depth (left column) masked in open water and stream function (right column) in DRAGS (a,b), and differences
DRAGS - MEAN (c,d). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the north coast of Greenland directed towards the Fram Strait explain
the reduction of ice concentration in the same region. Correlations
between differences in ice thickness and ice velocities are significant
but weak (|r| < 0.2) for the entire Arctic Basin and for most of the
regions of interest. Exceptions are the Lincoln Sea, with r = −0.28
between changes in ice thickness and changes in sea ice drift, and the
Central Arctic with r = −0.29.

To compare the realism of the different simulations, we use a cost
function computed for the different sea ice variables in winter and in
summer (Table 3). The total cost function value, that is, the model-data
misfit is smaller for the DRAGS run than for the MEAN run. In parti-
cular, the ice concentration in both summer and winter, the March ice
thickness and the summer sea-ice drift are better simulated with the
variable drag coefficients. The default values of constant drag coeffi-
cients in the CTRL run gives the largest model-data misfit (largest cost
function), except for winter ice concentration. The differences DRAGS -
CTRL in winter ice concentration (not shown) point to a southward shift
of the marginal ice zone. This is due to the larger Nansen number in
DRAGS that makes the ice more mobile.

In general, the differences between MEAN and CTRL are larger than
between DRAGS and MEAN. We conclude that the variable drag para-
meterization improves the model simulation, but to first order, this
improvement can already be achieved by adjusting the mean drag
coefficients and hence the Nansen number. We can thus suggest a new
set of constant drag coefficients that improve the simulated sea-ice
characteristics. Additional improvement in the model simulations is
caused by the spatial variability of the drag coefficients.

With variable drag coefficients in the DRAGS run mixing tends to be

stronger leading to deeper mixed layers. MLDs estimates from ob-
servations are sparse. In summer, the few available ones range from 8 m
to 20 m in the Beaufort Sea (Yang et al., 2004; Lemke and Manley,
1984; Peralta-Ferriz and Woodgate, 2015). The mean MLD of 10 m in
the DRAGS run agrees better with these estimates than the 7 m in the
MEAN run. MLD data based on the NOAA World Ocean Atlas
(Monterey and deWitt, 1997) give a mean value of 8.7 m (and values up
to 440 m) for the entire Arctic Basin in September. Here, the mean MLD
of 8 ± 2 m in the MEAN run appears to be closer to observation than
the mean of 11 ± 2 m in the DRAGS run, but this is confounded by the
large range of MLDs in the observations and the ambiguous estimation
methods. In winter in the Central Arctic, MLD values are between 25 m
and 50 m (Treshnikov and Baranov, 1973), compared to the simulated
42 m in both MEAN and DRAGS. In general, the agreement with in-
dependent estimates of MLDs is ambiguous and both DRAGS and MEAN
agree with observational estimates similarly well. We remind that our
numerical surface ocean layer is 10 m thick and MLDs are sometimes
smaller making our MLD estimates less accurate than with a model with
higher vertical resolution.

Changes due to variable drag coefficients in sea surface tempera-
tures are small in most regions. Note that in the present model study the
heat exchange coefficients do not depend on the surface roughness, thus
the changes in surface temperature are only an indirect consequence of
the changes in the sea-ice properties. The pattern in surface tempera-
ture changes does not suggest any trend. In the Lincoln Sea the re-
duction in ice thickness correlates with an increase in temperature (r =
−0.39), pointing to an increased heat flux that penetrates the thinner
ice and reaches the ocean surface. A similar strong correlation is found

Fig. 11. Salinity vertical profile in September along an oceanic transect passing through the Beaufort Sea (Fig. 1) for the DRAGS run (a), and differences in salinity
vertical profile (b) between DRAGS and MEAN. The blue line represents the right border of the BS region, the green lines enclose the CA region. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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in the Central Arctic (r = −0.5), whereas in the other regions the
correlation is significant but weak.

Differences in salinity point to a more saline sea surface in summer
and fresher water in the interior of the Beaufort Sea. The amount of
fresh water relative to a reference salinity of 34.8 (Proshutinsky et al.,
2009; Roy et al., 2015) in the Beaufort Sea (not shown here) is larger in
DRAGS than in MEAN. This agrees with Roy et al. (2015) who show an
increased fresh water retention in the Beaufort Gyre due to stronger ice-
ocean and air-ice roughness. The mean values of atmospheric and
oceanic drag coefficients in the Beaufort Sea (see Table 5) point to a
larger surface and bottom-surface roughness in this region compared to
the values in MEAN. Moreover, Fig. 7f shows a stronger Beaufort Gyre,
which explains the retention of fresh water in that region. The total
liquid Arctic fresh water budget is higher in MEAN than in the DRAGS
and in the CTRL runs, but the differences remain very small.

5. Summary and conclusion

Atmospheric and oceanic drag coefficients vary in time and space as
a consequence of the interplay between sea-ice deformation and sea-ice
concentration. In the present study, we introduce variable atmospheric
and oceanic drag coefficients in a coupled sea-ice–ocean model and we
quantify the effects of the new parameterization on the main sea-ice
properties and on the ocean. This is achieved by comparing three si-
mulations: two simulations with constant drag coefficients and a si-
mulation where the drag coefficients are parameterized as a function of
ice concentration and deformation energy.

Simulated atmospheric and oceanic drag coefficients fall in the
range of observed values and agree with recent estimates based on
topography profiles and model results. In our study resulting atmo-
spheric and oceanic drag coefficients can evolve spatially and tempo-
rally as function of sea-ice characteristics: In winter, drag coefficients
are dominated by sea-ice deformation, whereas in summer ice

concentration contributes most.
The dynamic sea-ice state is affected by the new parameterization.

Particularly in summer, the ice moves faster, is thinner, and the areal
extent is reduced when variable drag coefficients are used. The ice
thickness shows differences up to 0.5 m in the Arctic basin. In the
Lincoln Sea more ice is removed due to higher drag coefficients and
thickness differences are up to 1 m, pointing to a strong reduction of ice
volume in that region. The variable drag parameterization does not
have a uniform effect in the Arctic basin, but the impact is more visible
in the western sector of the Arctic. With variable drag coefficients the
model misfit with observations is improved, particularly for sea-ice
thickness in March, sea-ice drift in summer, and sea-ice concentration
in summer and winter. The mean values of drag coefficients computed
from the run with variable ones are a better set of parameters for si-
mulations with constant drag coefficients. The new set of constant drag
coefficients is obtained by the optimization of a sophisticated drag
coefficient parameterization and differ from values emerging by a dif-
ferent optimization.

Our study represents the first implementation of a parameterization
for surface dependent drag coefficients in a coupled sea ice-ocean
model. Not only does this approach allow a more physical representa-
tion of the sea-ice evolution by including the sea-ice–ocean feedbacks,
but also it makes possible the analysis of its effects on the ocean cir-
culation. With the new implementation, surface mixing is stronger, and
causes a deeper mixed layer, particularly in summer. Finally the effects
of the newly implemented parameterization reach the ocean interior
causing changes in Atlantic water circulation. Based on the analysis of
climatological maps these effects are small.

The model configuration used in the present study allows us to in-
vestigate the main feedbacks due to variable drag coefficients.
Nevertheless, this configuration is simple and the effects of variable drag
coefficients should be tested on a more complex model including an ITD,
an ice strength parameterization, and the effects of atmospheric

Fig. 12. Mid-AW circulation in September in the DRAGS run (a), and differences DRAGS - MEAN (b). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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instability. Moreover, the effects on the mixed layer depth should be
tested using a model with a better vertical resolution in the surface ocean.

In a natural continuation of this study, the effects of our para-
meterization implementation on the atmosphere and ensuing feedbacks

should be studied in a coupled atmosphere-ice-ocean model. Finally, in
the light of the recent increase in sea-ice drift (Spreen et al., 2011;
Kwok et al., 2013), our results may be even more relevant to the
community.

Fig. 13. Differences MEAN-CTRL in March (left column) and September (right column) for ice concentration (a,b), thickness (c,d) and drift (e,f). Ice concentration
and ice thickness are masked for ice concentration <15% in the MEAN run, ice drift is masked for thickness < 10 cm. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
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