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A B S T R A C T
When long, fast swell waves travel in approximately the same direction as the wind, the surface stress is reduced
compared with under wind-sea conditions. Using measurements from the Östergarnsholm site in the Baltic Sea, new
expressions of the roughness length were developed for wind sea and swell. These new expressions were implemented
in the RCA3 regional climate model covering Europe. A 3-year simulation and two case studies using the wavefield
from the ECMWF reanalysis (ERA-40) were analysed using the improved formulations. Wind-following swell led
to a significant reduction of mean wind stress and heat fluxes. The mean surface layer wind speed was redistributed
horizontally and the marine boundary layer cooled and dried slightly. This cooling was most pronounced over North
Sea and the Norwegian Sea (almost 0.2◦C annually on average) whereas the drying was most pronounced over the
Mediterranean Sea (almost 0.4 g kg−1). Somewhat less convective precipitation and low-level cloudiness over the
sea areas were also indicated, in particular over the Mediterranean Sea. The impact on the atmosphere, however, is
significantly locally greater in time and space.

1. Introduction

When modelling the atmosphere, it is crucial to describe the
boundary conditions correctly. The atmosphere–ocean bound-
ary is an important source of turbulence and is the site of sig-
nificant exchange of momentum, heat and moisture. The marine
atmospheric boundary layer (MABL) has a considerable impact
on global climate models, since 70% of the global surface is
covered with water.

There is a fundamental difference between the atmospheric
boundary layer over land versus over sea. Over sea, the surface
is not solid but changes in response to atmospheric forcing since
surface waves are driven mainly by wind. The layer directly in-
fluenced by the waves is called the wave boundary layer (WBL).
Above this layer, the same theories, as are valid over land, should
hold (Edson and Fairall, 1998).

The atmospheric surface layer has traditionally been de-
scribed by Monin–Obukhov similarity theory (MOST), which
assumes stationary and homogeneous conditions and a solid sur-
face. Numerous field measurements have confirmed the appli-
cability of MOST over land (e.g. Businger et al., 1971; Haugen
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et al., 1971; Högström, 1990) and over the ocean (Edson and
Fairall, 1998). However, several investigations of the marine
surface layer have found important deviations in the applicabil-
ity of MOST (Smedman et al., 1994, 1999; Rutgersson et al.,
2001).

Above the viscous sublayer, the total wind stress or momen-
tum flux, τ , can be expressed as

τ = τt + τw = ρau
2
∗. (1)

Here, τ t is the turbulent part, τ w the wave-induced part and ρ a is
the air density; u∗ = ((−u′w′)2 + (−v′w′)2)1/4 is the measured
friction velocity, with u′, v′, w′ being the longitudinal, lateral and
vertical wind fluctuations, respectively, and overbar denoting
Reynolds average.

In models, the wind stress is generally described by a bulk
formulation, the friction velocity being related to the wind speed
by a bulk coefficient according to

τ

ρa
= u2

∗ = CDU 2
10, (2)

where CD is the drag coefficient and U10 is the mean wind speed
at 10 m above mean sea level.

The drag coefficient is a function of the roughness length, z0,
atmospheric stability and the boundary layer height (Johansson
et al., 2003). The neutral drag coefficient, CDN, is defined here
as a function of z0 only. A smoother surface yields a smaller
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CDN. Several studies of the bulk parameter find CDN to be wind
speed-dependent to a large extent (e.g. Large and Pond, 1981;
Fairall et al., 2003).

An alternative way to calculate z0 and thus CDN is to use the
Charnock expression (Charnock, 1955):

z0 = α
u2

∗
g

, (3)

where α is the Charnock parameter and g the gravitational accel-
eration. This expression is used over sea in many atmospheric
models. The fact that CDN is dependent on wind speed is in agree-
ment with eq. (3), since u∗ is dependent on U10. Some studies
find that α and CDN are dependent on the state of the waves as
well (e.g. Stewart, 1974; Drennan et al., 2003; Carlsson et al.,
2009).

Several previous studies investigated the impact of waves on
the atmosphere, using coupled wave and atmospheric models.
Doyle (1995) showed that waves had great impact on the de-
velopment of depressions and Janssen and Viterbo (1996) that
they affected atmospheric climate. In models, it has been demon-
strated that including waves in the simulations influences the de-
velopment of intense systems, such as tropical cyclones (Doyle,
2002). Lionello et al. (1998) simulated a depression and showed
that the turbulent fluxes are sensitive to the wavefield, whereas
the sea level pressure is not; they argue that at the beginning of
cyclone development, the surface fluxes are of secondary impor-
tance. The outputs of both wave and atmospheric models were
improved when they included wave-dependent wind stress. The
above-mentioned investigations all focus on wind sea, that is,
developing sea waves. However, very few previous investiga-
tions have simulated the effect of the relatively strong reduction
of stress when long and fast waves, swell, travel in the same
direction as the wind.

Simulations made using the RCA regional atmospheric cli-
mate model indicated that compared with measured values, wind
stress was underestimated for high wind speeds and overesti-
mated for low wind speeds (Ohlson, 2006). The overestima-
tion of the stress could mainly be traced to occasions of wind-
following swell.

The present study develops new empirical parametrizations
for the Charnock coefficient, α, taking the wave effect into ac-
count. Data are from a measurement site in the Baltic Sea. The
parametrizations are implemented and tested in the RCA re-
gional atmospheric climate model to investigate the sensitivity
of the model to the effect of waves.

Section 2 presents basic atmospheric surface-layer theory to-
gether with the effects of waves. The measurements and model
are described in Section 3. The new parametrizations of α

and the effect of the model implementation are presented in
Section 4. In Section 5, a discussion is held about the wind gra-
dient and suggested further research. Finally, a summary and
some conclusions are given in Section 6.

2. Theory

2.1. Basic atmospheric surface-layer theory

According to MOST, the wind speed profile is related to the
friction velocity:

U = u∗
κ

[
ln

z

z0
− ψm

]
, (4)

where κ = 0.4 is von Karman’s constant, z height and ψ m

the integrated non-dimensional wind gradient (Paulson 1970)
defined as

ψm(ζ ) =
∫ ζ

0

1 − φm(ζ )

ζ
dζ, (5)

where

φm = ∂U

∂z

κz

u∗
(6)

is the non-dimensional wind gradient. Högström (1996) rec-
ommended that unstable atmospheric stratification over land be
formulated thus:

φm = (1 − 19ζ )−1/4. (7)

The stability parameter ζ is defined as

ζ = z

L
= −zgκw′θ ′

v

u3∗T0
, (8)

where L is the Obukhov length, w′θ ′
v is the buoyancy flux (kine-

matic flux of virtual temperature) and T0 the mean temperature
in the surface layer; ζ < 0 indicates that the stratification is un-
stable. Under neutral conditions ψ m = 0, and eq. (4) reduces to
the logarithmic law of the wall.

The neutral drag coefficient is given by

CDN =
(

κ

ln 10
z0

)2

. (9)

Using eqs. (2), (4) and (9), the stability-influenced drag coeffi-
cient is

CD =
(

κ
κ√
CDN

− ψm

)2

. (10)

2.2. Effect of waves on the atmospheric surface layer

The state of the waves can be described by wave age, that is,
cp/U10 or cp/u∗, where cp is the phase speed of the dominant
waves. Phase speed and frequency, n, are related by the disper-
sion relation:

c = g

2πn
tanh

2πnd

c
, (11)

which includes iteration. In deep water (water depth, d, be-
ing greater than half the wavelength), relation (11) reduces
to c = g/2πn. The definition cp/u∗ is more convenient in an
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atmospheric model, as U10 is a diagnostic parameter and 10 m
above mean sea level is not a level used in the model simulations
made in this investigation.

According to Pierson and Moskowitz (1964) and Pierson
(1964) the wave age at which the waves are fully developed
is cp/U10 = 1.2 (this refers to cp/u∗ ≈ 35). The two wave states
are described by the following:
wind sea, that is, cp/U10 < 1.2,

and swell, that is, cp/U10 > 1.2.

Wind sea comprises relatively short, slow waves produced
locally by wind. Then the WBL is of the order of 1 m thick, and
measurements indicate limited wave impact on the atmosphere.
Several investigations have focused on this regime (e.g. Drennan
et al., 2003; Hwang, 2005). During wind sea, it is easier to
describe the surface roughness, as the waves are more or less a
function of the local wind speed and fetch.

Swells are long waves not in scale with the present local
wind input. This is often the case during a decaying storm or
when long waves are transported from a distant storm. Since
swell can travel long distances without dissipating, it has been
assumed that there is no transport of energy from the waves to the
wind. During swell, however, the WBL is significantly deeper
and the structure in the whole boundary layer could be affected
(Smedman et al., 1994, 1999). That swell affects the turbulence
structure of the overlying airflow, is supported by measurements
and by the results of direct numerical simulation (Sullivan et al.,
2000; Rutgersson and Sullivan, 2005) and large eddy simulation
(LES) (Sullivan et al., 2008).

The definition of wave age sometimes includes the factor 1/cos
β (e.g. Donelan et al., 1985), where β is the angle between the
local wind and the waves. Using this would produce unrealistic
results for swell waves, since this factor can be very large for
such waves. This would imply increasing atmospheric effects
with increasing values of 1/cos β, which is not in line with our
data for the approximate range of β < 90◦ (Carlsson et al., 2009).
As a result, we choose not to include the 1/cos β factor here.

In most investigations analysing measurements made during
swell, the scatter of CDN increases significantly compared with
that under wind-sea conditions. When the swell direction fol-
lows the wind direction (i.e. wind-following swell), the drag
coefficient is reduced (Drennan et al., 1999; Guo Larsén et al.,
2003; Carlsson et al., 2009). When the swell direction is across
or against the wind direction (cross/counter swell), CDN has been
seen to increase (Drennan et al., 1999; Guo Larsén et al., 2003;
Pan et al., 2005). This can be explained by τ w, which contributes
with upward momentum transport during wind-following swell,
that is, wave energy is transported from the waves to the wind.
The turbulent contribution, τ t, always gives a negative (down-
ward) momentum transport, and for further increase of the wave
age, there can be a sign reversal of τ t + τ w, that is, a net
positive upward momentum transport (Smedman et al., 1999;
Grachev and Fairall, 2001). Other deviations from MOST ob-
served in the presence of swell include a low-level wind maxi-

mum (e.g. Holland et al., 1981; Donelan, 1990; Rutgersson et al.,
2001).

Guo Larsén et al. (2004) found that φm is a function of the
state of the waves. For wind sea (cp/U10 < 1.2) and under un-
stable conditions, one can use eq. (7); for wind-following swell
(cp/U10 > 1.2), one can use the following:

φm = 1 − (−3ζ )−1/2, −1 < ζ < 0, (12a)

φm = −0.73, ζ < −1. (12b)

Following Drennan et al. (2003), the Charnock parameter in the
Charnock relation (3) can be expressed as

α = a

(
cp

u∗

)b

, (13)

where a is positive and b is negative.
Sometimes a smooth flow term is added to the expression of

z0:

z0 = α
u2

∗
g

+ 0.11
ν

u∗
. (14)

The second term determines the smooth flow contribution at low
wind speeds, ν being the dynamic viscosity of air.

3. Measurements and model

3.1. Site and instrumentation

The measurements used in this investigation were made at the
field station on the island of Östergarnsholm. Östergarnsholm,
situated approximately 4 km east of Gotland in the Baltic Sea
(at A in Fig. 1a), has few trees and is very flat. A 30-m-tall
measurement tower has been erected at the southernmost tip
of the island, with its base at approximately 1 m above mean
sea level. For the wind directions 80◦–220◦, the data obtained
from this tower have been shown to represent marine conditions
(Smedman et al., 1999). In a previous analysis of the wavefield
disturbance in combination with a footprint analysis, Smedman
et al. (1999) showed that the limited near-shore water depth in
the vicinity of the tower had a very small impact on the measure-
ments. Högström et al. (2008) demonstrated that measurements
made from the tower correctly represented conditions in the
footprint area.

Mean profile data were obtained from slow-response instru-
ments measuring wind speed, wind direction and temperature at
five levels (8, 12.5, 15, 21 and 29 m above mean sea level) and
humidity at one level (8 m). Turbulence was calculated using
data from Solent 1012R2 sonic anemometers (Gill Instruments,
Lymington, UK) at three heights (10, 18 and 26 m) measuring
sonic temperature and the three wind components and sampling
at 20 Hz.

A wave-rider buoy (run and owned by the Finnish Institute
of Marine Research), moored 3.5 km in the direction of 115◦
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Fig. 1. (a) Close-up view of the Baltic Sea; arrow ‘A’ indicates the location of the Östergarnsholm site. (b) The RCA model domain area is enclosed
by the dotted frame. Dotted areas (i.e. the Baltic, North and Mediterranean seas) are analysed in detail in Section 4.3.

from the tower, measures the wavefield and sea surface tem-
perature (SST). Wave phase speed is weighted according to a
footprint weighting function given in Smedman et al. (1999).
The deep-sea dispersion relation (eq. 11) is used for cp <

6.5 m s−1; otherwise, eq. (5) in Smedman et al. (2003) is used.
For a more detailed description of the site and instrumentation,
see Smedman et al. (1999).

Data were selected according to the following criteria: wind
from the 80–220◦ sector, wind speed above 2 m s−1, only upward
sensible flux (unstable stratification), and a dominant wavefield
from the 40–210◦ sector. Turbulent fluxes were calculated using
the eddy-correlation method and all turbulence statistics were
expressed as a 10-min running average to remove trends. For
swell data, filtering was applied to the momentum flux (Carlsson
et al., 2009). The filtering separates the irregular low-frequency
variations from the turbulence fluctuations generating stress un-
der swell conditions. Data were calculated as hourly averages
for the 1995–2004 period; at least 30 min of data were used in
calculating each hourly average. Maximum wind speed was just
above 15 m s−1.

3.2. Model

The Rossby Centre atmospheric regional climate model, ver-
sion 3 (RCA3) has been developed at the Swedish Meteorolog-
ical and Hydrological Institute (SMHI) and its domain includes
Europe (Fig. 1b). It is a hydrostatic model, incorporating terrain-
following coordinates, semi-Lagrangian semi-implicit calcula-
tions, and a 30-min time step; the horizontal resolution is 0.44◦

(approximately 50 km) and the model is vertically resolved in 24
levels up to 10 hPa. In the present study, the model is forced at
the lateral boundaries and the lower boundary, that is, SST and
ice, by ECMWF reanalysis data (ERA-40). This study also uses

phase speed and direction of dominant waves from the same data
set, calculated using the WAM model (WAMDI Group, 1988).
Surface-layer relationships according to MOST are used below
the lowest model level at 90 m above mean sea level to calculate
the wind speed at 10 m and temperature and specific humidity at
2 m. The turbulent fluxes are calculated according to Woetmann-
Nielsen (1998), with some minor changes (see appendix B and
eqs.12a–15) in Rutgersson et al., 2007). The roughness length
in the original version of the RCA model is described by

z0 = f (U ) × α
u2

∗
g

+ [1 − f (U )] × 0.11
ν

u∗
, (15)

where α is set to 0.014 and 0.032 over open and coastal wa-
ter, respectively, and f is a wind speed weighting function for
the transition between smooth and rough flow. The wind stress
is achieved in the model using a drag coefficient (eqs. 9–10)
calculated for the lowest model level (CD90), instead of 10 m.
For more detailed information regarding the RCA model and its
components, see, for example, Jones et al. (2004).

4. Results

4.1. Parametrization of Charnock parameter

For the parametrization of the Charnock parameter, α, we focus
on the unstable data, since the influence of swell is not sig-
nificant for stable data (Rutgersson et al., 2001). According to
Rutgersson et al. (2001), the stability parameter, ζ , ceases to be
a relevant scaling parameter during swell. This is because u∗
approaches zero during swell, giving large negative values of ζ

even if the heat/buoyancy flux is small. For swell data, ζ = – 0.4
was set as a lower limit for the stability-dependent CD. To avoid
the impact of spurious correlation, we developed an expression
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Fig. 2. Calculated u2∗ plotted against measured u2∗ during (a) wind sea and (b) swell. Bars indicate the standard deviation.

for α (eq. 13), giving the best agreement between measured and
calculated values of u∗. This was done by tuning the a and b
parameters in eq. (13). The u∗ was calculated using eqs. (2),
(5), (8)–(10), (13) and (14). The non-dimensional wind gradi-
ent φm was given by eq. (7) or eq. (12a) for wind sea or swell,
respectively. This parametrization of α gives weaker wave age
dependence compared with when using a simple best fit between
wave age and α, since lower weight is given to extreme values
in the present method.

The data for wind-sea conditions (cp/U10 < 1.2 and cp/u∗ <

35) cover 448 h and the resulting parametrized expression reads

α = 0.03
(
cp/u∗

)−0.4
. (16)

Figure 2a shows the calculated u2
∗ plotted against the observed

values for wind sea. As the method gives a lower weight to
extreme values, underestimations for high observed values of
u2

∗ were allowed and vice versa. The correlation coefficient, r,
for this parametrization is 0.95. There were few wind-sea cases
with a wind speed below 5 m s−1; so, the smooth flow term in
eq. (14) could not be investigated. On average, α is close to
0.009 in this expression.

The relatively small wave age dependence found here for CDN

was explained in Smedman et al. (2003), who demonstrated that
z0 (through α) is not governed solely by wave age but by two
parameters representing the wave state, that is, wave age and
E1/E2; E1 and E2 are defined as the energy of long and short
waves, respectively. Thus, for wind sea, the relative energy of
the long (fast) and short (slow) waves is an important parameter
in combination with wave age. When lacking information about
this parameter, we suggest using the weak wave age dependence
given by eq. (16).

There are 197 h of data available that include swell condi-
tions (cp/U10 > 1.2 and cp/u∗ > 35). In line with the results of
Carlsson et al. (2009), the wind-following swell term is hence-
forth used for β < 90◦. A parametrization was developed espe-
cially for this kind of swell. The second term in eq. (14) was
omitted, arriving at eq. (3) instead, as the smooth flow enhance-
ment of z0 under swell conditions is not expected. The resulting

expression is

α = 0.0021
(
cp/u∗

)−0.4
. (17)

This means that α is close to 0.00045 in this expression. Figure
2b shows the resulting u2

∗ plotted as calculated values versus
observed values for wind-following swell. As found in other
studies, the scatter in the data is larger than for wind-sea con-
ditions and the correlation coefficient, r, for the expression is
0.81.

To compare our parametrizations (eqs. 16–17) with those of
previous studies of CDN, we use the new expressions of α and
parametrize the measured wave age as a function of wind speed.
Corresponding CDN values can be calculated using eqs. (3) and
(9). Figure 3 shows these expressions (solid lines, see legend),
together with our measurements (dashed lines, see legend) and
the widely used Couple Ocean–Atmosphere Response Exper-
iment (COARE) 3.0 (dashed-dotted line) expression of Fairall
et al. (2003). In contrast, the present study arrives at somewhat

Fig. 3. The neutral drag coefficient as a function of wind speed. The
wave age information in eqs. (16) and (17) are calculated from a wave
age–wind speed relation found in the measurements. Error bars
indicate the standard deviation of the measurements.
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smaller values for wind-sea conditions. The swell expression
gives approximately half the wind-sea value. Guo Larsén et al.
(2003) partly used the same data set (using data from the 1995
to 1998 period), and their result for swell conditions is close to
ours. The CDN expressions developed in Carlsson et al. (2009)
produce results close to the current parametrization of α.

4.2. Implementation of the new Charnock parameter
in the RCA model

As originally set up, RCA3 uses α = 0.014. It is assumed that
several constants in RCA3 are tuned to that value of α and are
valid for wind sea. Since our aim is to investigate the effect of
swell in the model, we choose to apply the wave age dependence
from eq. (16) and (17) but scale these equations by 1.6 (dividing
the original α = 0.014 with the mean wind sea α = 0.009
obtained in this study). It was shown in Smedman et al. (2003)
that the background amount of swell waves (described by the
parameter E1/E2) enhances z0. It is most likely that for large sea
areas like the Atlantic Ocean and the Mediterranean Sea E1/E2

is larger than in the Baltic Sea and thus α as well.
Thus, the expressions used in the model are for wind sea and

cross/counter swell:

α = 0.05
(
cp/u∗

)−0.4
, (18)

and for wind-following swell:

α = 0.0035
(
cp/u∗

)−0.4
. (19)

A linear interpolation of α is, however, done between eqs. (18)
and (19) in the region 30 < cp/u∗ < 40 to avoid singularities.
When calculating z0 during swell in the model, eq. (3) is used
instead of eq. (15).

4.3. Model results

As our expressions of roughness during swell were developed for
conditions over the Baltic Sea, their validity is most certain when
only applied over the Baltic Sea. However, swell conditions are
even more common over the open ocean, where the wavefield is
often more complex than in Baltic Sea, where swell comes from
only one direction at a time. We choose here also to extrapolate
our findings to all ocean parts of the domain, even though more
study is needed to parametrize the wind stress valid for wind-
following swell over the open ocean. The stability parameter, ζ ,
is limited during swell, as in the parametrization procedure in
Section 4.1.

Three simulations were performed and are denoted as follows:

REF (reference) New wind sea expression (eq. 18)
SW New swell expression (eq. 19) for wind-following

swell (unstable stratification); otherwise wind sea
expression (eq. 18)

SWBAL As in SW, but the swell expression (eq. 19) was
included only for Baltic Sea

The impact of the new swell parametrization was investigated in
a 3-year simulation (1995–1997) and two case studies.

Detailed analyses of three areas, that is, the Mediterranean,
southern Baltic and North seas (indicated by dotted areas in
Fig. 1), were done; the results presented below are area averages.

For the simulation with the swell expression used only in the
Baltic Sea (SWBAL), the impact of swell in the southern Baltic
Sea reduces the mean wind stress by 2.5%, from 0.085 (REF) to
0.083 N m−2. For swell cases (hereafter defined as cp/u∗ > 30
and unstable stratification) in the analysis, the reduction of wind
stress is 16% or 0.007 N m−2. In Figs. 4a–f, the seasonal variation
of differences in fluxes, wind speed, temperature and humidity
are shown for swell conditions. Wind stress exhibits the largest
mean decrease, –0.01 N m−2, in winter (for swell conditions)
but also an increase in May (dashed curve in Fig. 4a). This is
because swell events with unstable stratification mainly occur in
autumn and winter (Fig. 5a). Guo Larsén (2003) found the wave
age (cp/u∗ > 30) for 55% of the time at Östergarnsholm, under
all stability conditions. This value is close to the yearly value
for the southern Baltic Sea (60%) given by the model and the
ERA-40 wavefield. An influence on the sensible and latent heat
fluxes also results in smaller upward fluxes; this is partly due to
the changed z0, which also influences the exchange coefficients
for the heat fluxes. The decrease during swell in these exchange
coefficients is in agreement with measurements in Smedman
et al. (2007). The sensible heat flux is reduced from 8.9 to
8.3 W m−2 (7%) and the latent heat flux from 41.9 to
39.5 W m−2 (6%). When only investigating cases in which swell
is present, the sensible and latent fluxes are reduced by 1.8 and
7.4 W m−2 (16% and 17%), respectively. As with the momen-
tum flux, the largest impact on heat fluxes is seen for the winter
months (Figs. 4c and e showing swell conditions).

On average, the reduced fluxes (SWBAL) have only a small
impact on wind speed, temperature and specific humidity (not
shown). When only investigating cases in which swell is present,
the change is somewhat greater for the wind speed at 10 m above
mean sea level (dashed line in Fig. 4b), which is on average 0.1
m s−1 higher. The increase in wind speed occurs throughout the
MABL, up to a height of approximately 800 m (Fig. 6a). This is
expected because reduced wind stress causes less friction.

When applying the swell effect on the roughness over the
whole domain (SW), the changes in fluxes for the Baltic Sea
region are almost the same as in the SWBAL run (solid lines
in Figs. 4a, c and e). The MABL becomes approximately 0.1◦C
cooler (Fig. 6b) and 0.1 g kg−1 dryer (solid lines in Figs. 4d
and f). The wind speed increases at 10 m above mean sea level
(Fig. 4b); higher up, however, the wind instead decreases some-
what (Fig. 6a), possibly due to stability effects and advection
processes.

Swell conditions during unstable stratification are more com-
mon over the North Sea than the Baltic Sea (Fig. 5b). During
swell, the average wind stress declines from 0.076 (REF) to
0.059 N m−2 (22%), sensible heat flux from 12.8 to 12.2 W m−2
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Fig. 4. Monthly mean differences in turbulent fluxes (left-hand side) and low-level wind speed, temperature and humidity (right-hand side) under
swell and unstable conditions. The thick solid lines are the SW run minus the REF run and the dashed lines the SWBAL run minus the REF run. The
thin solid lines correspond to zero difference.

Fig. 5. Monthly distribution of swell cases (cp/u∗ > 30). The white bars include both unstable and stable stratification, whereas the black bars
represent only unstable swell events.

(5%) and latent heat flux from 56.4 to 48.6 W m−2 (14%). There
are smaller seasonal variations of the flux differences (Figs. 7a,
c, and e) over the North Sea than the Baltic Sea. Wind speed at 10
m above mean sea level increases by approximately 0.1 m s−1 on
average during swell (Fig. 7b), but higher up, the same reduction
is seen as over the Baltic Sea (not shown). The MABL becomes
an average of 0.2–0.3◦C colder and 0.1–0.3 g kg−1 dryer during
swell, with the largest impact at 2 m. There is a tendency to-
ward more cooling in winter as well as more drying in autumn,
when the specific humidity is higher than in winter (Figs. 7d
and f).

In the part of Mediterranean Sea south of the Ionian Sea,
the wind stress is reduced from 0.046 (REF) to 0.034 N m−2

(26%) during swell conditions. Swell conditions with unstable
stratification are even more common here than in the North Sea
(Fig. 5c). Sensible heat flux declines from 12.0 to 10.2 W m−2

(16%) and latent heat flux from 108 to 87 W m−2 (20%). The
same seasonal flux variations as seen for the North Sea are seen
here, but are more pronounced (Figs. 8a, c and e). Wind speed
change is close to zero near the surface (Fig. 8b), but higher up
it declines as it does in the other areas. The MABL becomes
on an average 0.1–0.2◦C colder and 0.3–0.4 g kg−1 dryer, with
the largest impact at 2 m (Figs. 8d and f). The greater drying
here than in the northern areas can be explained by the higher
temperatures and, thus, moister air in terms of specific humidity.

The above analysis of the three different areas indicates a
colder (especially over the North Sea) and dryer (especially
over the Mediterranean Sea) MABL, with slower winds except
close to the surface. Is the same true outside these three areas?
In Fig. 9, the model fields for the mean change (SW – REF,
and all conditions) in wind speed, temperature and humidity at
the lowest model level (approximately 90 m above mean sea
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Fig. 6. Mean profiles of wind speed and
potential temperature for all swell cases with
unstable stratification over the southern
Baltic Sea.

Fig. 7. Difference in turbulent fluxes (left-hand side) and low-level wind speed, temperature and humidity (right-hand side) under swell and
unstable conditions. Solid lines indicate the SW run minus the REF run.

level) are shown together with the mean change in yearly pre-
cipitation. The 10 grid cells at the boundaries are removed in
the following analysis of the simulations. The mean effect on
the wind speed (Fig. 9a) is very slight, and there is a rather
small redistribution. The mean temperature (Fig. 9b) decreases
by 0.06◦C over the domain, most significantly so over the North
Sea and Norwegian Sea. Specific humidity (Fig. 9c) declines by
0.1 g kg−1, the largest change being in the southern Mediter-
ranean Sea, as indicated above. Precipitation is redistributed,
several areas having 50 mm more or 50 mm less mean yearly
precipitation (Fig. 9d). The precipitation reduction is mainly
over the sea (in the Mediterranean Sea we find a 20% reduction)

and the increase, over land areas. Also, there is a significant
mean reduction in precipitation of 20 mm (3%) over the entire
domain due to reduced evaporation; the change is mainly in the
convective precipitation.

Other changed parameters not shown here include low-level
cloud cover, which is reduced by an average of 5% (from 13.6%
to 13.1%) and by 20%–30% (from 5%–10% to 1–3 percentage
points lower values) over the Mediterranean Sea. In addition,
over the same area, the reduction in the mean mixed layer depth
reaches its maximum, almost 50 m, whereas the mean turbulent
kinetic energy (TKE) in the MABL declines by 5% in the eastern
part of the Mediterranean Sea.
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Fig. 8. Difference in turbulent fluxes (left-hand side) and low-level wind speed, temperature and humidity (right-hand side) under swell and
unstable conditions. Solid lines indicate the SW run minus the REF run.

Two shorter periods were also simulated to investigate the
swell impact on shorter timescales. From these, it is found that
the swell impact on cyclonic development is minor, partly be-
cause of the relatively small area of swell. In high-pressure
situations involving larger areas of swell and with unstable strat-
ification, wind speed is redistributed, in some areas by more than
1 m s−1. There is also a mean decrease in temperature and hu-
midity (more than 1◦C and 1 g kg−1) in the swell areas, mainly
due to changes in sensible and latent heat fluxes (mostly decreas-
ing upward flux) and not to redistribution. Also, redistribution
of both convective and large-scale precipitation can be seen.

If the grid size had been decreased, there is a possibility that
the impact of swell would have been greater (cf. Janssen et al.,
2001). One can also argue that if the RCA model had been
coupled with a wave and ocean model, the effect would have
been smaller because of the aim to achieve equilibrium between
the model parts.

5. Discussion

This study has only dealt with the change of sea surface rough-
ness due to the waves. Measurements indicate that both the
turbulence structure and wind gradients change during swell.
Changed wind gradients give changed φm functions (eqs. 7 and
12a). The φm expression used for swell was developed for a
height of 10 m above mean sea level (Guo Larsén et al., 2004)
and is perhaps not valid up to 90 m—the lowest model level.
The non-dimensional gradient, φm, probably varies with both

wave state and height. Rutgersson et al. (2001) concluded that
φm during swell agrees better with traditional expressions at
26 m than at 10 m, which means that the effect of swell on φm

would decrease with height. Still, Smedman et al. (1994) found
that, during swell, the wind speed was nearly constant from a
few metres above sea level to heights of several hundred metres;
this is also seen in LES (Sullivan et al., 2008). Figure 10 shows
the calculated mean wind profiles from U90 = 6 m s−1 for a
typical case with swell and slightly unstable stratification, using
the values of φm valid for wind sea (eq. 7, solid curve) and for
swell (eq. 12a, dashed–dotted curve). In the present study, U10

is calculated from U90 in the model using the wind-sea expres-
sion (due to the uncertainties in φm). More detailed study of the
behaviour of the φm function is needed.

A correct expression of φm should probably combine eqs.
(7) and (12a) and would also be a function of the boundary-
layer height (Johansson et al., 2003). We can, in the absence
of complete knowledge of φm, assume a constant wind speed
(following Smedman et al., 1994) at heights between 10 and
90 m above mean sea level. If, for the present study, we assume
U10 = U90 (i.e. φm = 0) during swell, the modelled wind speed at
10 m becomes higher. The mean increase in the three investigated
areas (presented in Section 4.3) is 0.15–0.3 m s−1. The increase
under swell conditions averages 0.4–0.8 m s−1.

In this study, there were not enough data to parametrize the
enhancing effect of cross and counter swell on the roughness
length. Future research into this and into their impact on an
atmospheric model is crucial if we are to gain more complete
understanding of the air–sea interaction of momentum.
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Fig. 9. Fields of yearly difference at the lowest model level and of precipitation (SW – REF). The 10 outer grid cells are excluded from the analysis.

6. Summary and conclusions

During swell, that is, when the dominant sea waves travel
faster than the wind, the turbulence structure of the atmosphere
changes compared with under wind-sea conditions or over land.
Among other processes, the wind stress is altered. For wind-
following swell, that is, wind and waves aligned within 90◦, the
stress is significantly lower than under wind-sea conditions.

Using measurements made in the Baltic Sea, two new expres-
sions of the roughness parameter were developed for wind sea
and wind-following swell. These new expressions were imple-
mented in the RCA3 regional climate model, covering Europe,
to investigate the atmospheric effects of the reduced wind stress
due to swell. A 3-year analysis and two case studies were pre-
sented.

The main results are:

(1) As a 3-year average, the wind stress was reduced by 2%–
12% due to swell, the highest values being in the Mediterranean
Sea. When considering only swell situations, the stress was re-

duced by 20%–26%. The heat fluxes were also significantly
reduced.

(2) There was area-average cooling (on the order of 0.1◦C)
and drying (on the order of 0.1 g kg−1) of the MABL while
wind speed was being horizontally redistributed. Mean low-level
cloud cover was reduced by up to 30% over the Mediterranean
Sea, and the local precipitation was reduced by more than 10%
(convective), mostly over the sea areas.

(3) A case study of an area dominated by swell demonstrated
that the impact on the atmosphere is locally greater in time and
space (over 1 m s−1 and 1◦C).

(4) Assuming constant wind speed of between 10 and
90 m s−1 during swell in the model, in line with observations,
the wind speed at 10 m above mean sea level was enhanced by
up to 0.3 m s−1 as a 3-year average.

To conclude, implementing the swell effect is mainly impor-
tant to wind stress and heat fluxes (The limited swell effects on
wind, temperature and humidity are probably due to the already
small wind stress during swell, as wind speed is mainly low
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Fig. 10. Example of wind profile achieved by the φm function valid for
wind sea (solid line) and wind-following swell (dashed–dotted line)
calculated from U90. Dashed horizontal lines indicate the lowest model
level (90 m above mean sea level) and the height of measurements
(10 m).

under these conditions). Swell has significantly different impacts
in different areas and could possibility affect circulation patterns
in a global model. To include all swell effects, further investi-
gation is needed to implement the changed turbulence structure
evident in observations made under swell conditions.
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change of sensible heat over the Baltic Sea. Q. J. R. Meteorol. Soc.
130, 519–539.

Haugen, D. A., Kaimal, J. C. and Bradley, E. F. 1971. An experimental
study of Reynolds stress and heat flux in the atmospheric surface
layer. Q. J. R. Meteorol. Soc. 97, 168–180.

Holland, J. Z., Chen, W., Almazon, J. A. and Elder, F. C. 1981. Atmo-
spheric boundary layer. In: IFYGL: The International Field Year for

the Great Lakes (eds. E. J. Aubert and T. L. Richards). NOAA, Ann
Arbor, MI, 109–167.
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ventional stability parameters during swell. J. Geophys. Res. 106,
27 117–27 134.

Rutgersson, A., Carlsson, B. and Smedman, A.-S. 2007. Modelling sen-
sible and latent heat fluxes over sea during unstable, very close to
neutral conditions. Bound.-Lay. Meteorol. 123, 395–415.

Smedman, A.-S., Tjernström, M. and Högström, U. 1994. The near-
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Smedman, A.-S., Högström, U., Bergström, H., Rutgersson, A., Kahma,
K. K. and co-authors. 1999. A case study of air–sea interaction during
swell conditions. J. Geophys. Res. 104, 25 833–25 851.

Smedman, A.-S., Guo Larsén, X., Högström, U., Kahma, K. K. and
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