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[1] Gridded air-sea fluxes were computed during a 1 year period by applying a synthesis
approach (Caniaux et al., 2005) as part of the Programme Océan Multidisciplinaire
Méso Echelle (POMME) (September 2000–October 2001 in the northeast Atlantic
21�–15�W, 38�–45�N). In the present paper we address the question of adjusting the
precipitation and turbulent surface fluxes so that the corresponding heat, salt, and
momentum budgets are in agreement with the evolution of the thermal and salt contents
deduced from the data collected during the experiment. The proposed method is based
on the one-dimensional modeling of the whole POMME area by solving specific
temperature and salinity equations (including advective terms) and on the optimization of
adjustable coefficients with a genetic algorithm. Adjusted fluxes allow us to simulate the
average sea surface temperature and salinity with errors less than 0.02�C and 0.02 psu,
respectively, over 1 year. The corresponding new surface heat budget indicates that
the adjusted annual net heat (+17 W m�2) is weaker than previously calculated
(+33 W m�2) but remains positive, meaning a heat gain for the ocean. The adjusted annual
salt budget reveals a net evaporation of 0.75 mm d�1 for the POMME region. In contrast
with climatology we find that the zone is located southward of the null buoyancy flux
area during September 2000–September 2001.
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1. Introduction

[2] The problem of heat and salt budget closure is an
important subject in operational and research oceanography
due to biases in bulk formula estimates and the spatial/
temporal resolution of input data used for estimating fluxes.
Inconsistent fluxes result in a misleading thermal and salt
content of the upper ocean, leading to forced (or coupled)
oceanic models to diverge. Generally, flux corrections are
systematically applied in order to avoid large drifts of the
models [Barnier et al., 1995]. Sea surface temperature in
turn affects air-sea exchanges and it is difficult to determine
the part of the model errors due to uncertainties in the
knowledge of surface forcing and that related to errors in the
(thermo)dynamics of the model [Barnier, 1999].

[3] This problem was examined at climatological scales
by Isemer et al. [1989] and Macdonald and Wunsch
[1996], by using inverse methods and ocean heat transport
constraints. Josey et al. [1999] estimated corrections of the
Southampton Oceanography Center (SOC) air-sea flux
climatology and concluded that the closure of the ocean
heat budget was not obtained, as the global mean net heat
flux is an oceanic gain of 30 W m�2. With an inverse
approach, Grist and Josey [2003] computed adjusted
climatological fluxes and proposed flux corrections to
the SOC climatology that led to improvements relative
to the preceding study. They also noted that further
constraints on oceanic transport were required at small
temporal and spatial scales to compare their climatology to
in situ data.
[4] Trenberth [1997] used another technique whereby

adjusted global fluxes were estimated by using atmospheric
budgets as a constraint and found that gross violations of
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the mass budget are present in the NCEP reanalyses, even
with a four-dimensional data assimilation system. Curry et
al. [1999] used atmospheric temperature and humidity (Q1
and Q2) budgets to estimate the accuracy of TOGA/
COARE sea surface fluxes. These authors concluded that
the heat budget over the TOGA/COARE area could not be
regarded as closed to better than about 20%, with an
imbalance in the heat budget of 34 W m�2, which is the
order of magnitude of the net heat flux. Fluxes were also
inferred from differences between oceanic heat content
change and estimates of advection and diffusion by
Behringer and Stommel [1981] in the tropical Atlantic.
McCulloch and Leach [1998] inferred air-sea fluxes from
an upper ocean heat budget northeast of the Azores and
concluded that in this region and with this approach it was
possible to constrain the heat flux, with an error of only to
25 W m�2 due to weak advection and diffusion.
[5] In this context, a specific study was carried out by

Caniaux et al. [2005] to estimate air-sea fluxes in the
northeast Atlantic over a 1 year period (September 2000–
October 2001) as part of the Programme Océan Multi-
disciplinaire Méso Echelle (POMME). One of the main
objectives of this experiment was to specify the role of
oceanic mesoscale processes on the 11�–13�C water sub-
duction in the Northeast Atlantic [Mémery et al., 2005].
This complicated process was investigated by four Intensive
Observation Periods (IOP), called POMME0 (hereafter P0,
September–October 2000), POMME1 (P1, February–
March 2001), POMME2 (P2, March–May 2001) and
POMME3 (P3, September–October 2001). Figure 1 portrays

the area where measurements were made (21�–15�W, 38�–
45�N) and the location of the conductivity-temperature-
depth (CTD) casts performed during each hydrographic
network. More details of the experimental strategy can be
found in Mémery et al. [2005] and Reverdin et al. [2005].
[6] The approach used by Caniaux et al. [2005] to

compute the heat and freshwater budgets for this region
consisted in selecting the best available products to estimate
each component of the heat, salt and momentum fluxes
(hereafter referred to as PFE, for POMME Flux Estimates)
as in Caniaux and Planton [1998]. Hourly surface irradi-
ances (solar and downward longwave radiative fluxes) were
derived from the geostationary Meteosat satellite data set
collected at the Centre de Météorologie Spatiale (Meteo-
France, Lannion) following the method developed by
Brisson et al. [1994]. Daily sea surface temperature (SST)
analyses were produced from satellite (NOAA) and in situ
data (more than 150 000 SSTs collected during the exper-
iment). Atmospheric parameters (pressure, temperature,
wind, humidity, and precipitation) were issued from the
European Center for Medium Range Weather Forecasts
(ECMWF) model and a state-of-the-art algorithm was used
to compute turbulent fluxes at a 5 km resolution. Model
atmospheric parameters and deduced fluxes were validated
against measurements issued from a moored buoy and from
the R/V L’Atalante.
[7] The mean annual heat budget determined by this

approach indicates an ocean heat gain of +33 W m�2 (a
positive flux indicates a heat gain for the ocean and a
negative flux a heat loss). By comparison, the ECMWF

Figure 1. Maps of the four hydrographic networks performed during Programme Océan Multi-
disciplinaire Méso Echelle (POMME) with the position of the conductivity-temperature-depth (CTD)
casts (dots). Dashed lines correspond to the widest domain common to all networks.
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model and the French operational numerical weather pre-
diction ARPEGE model [Courtier et al., 1991] produce a
negative annual budget for this region of �9 W m�2 and
�25 W m�2 respectively, corresponding to a net cooling of
the ocean. Recent results by Moyer and Weller [1997] and
Weller et al. [2004], using measurements collected over
2 years (1991–1993) at the northeast mooring of the
Subduction Experiment (located south of the POMME area)
indicate a positive (around +15 W m�2) though weaker
mean net heat budget relative to our PFE.
[8] The question addressed in this paper is the validation

of these different flux estimates by considering the heat and
freshwater budget closure. The method proposed here is to
test the accuracy of the PFE through the use of a numerical
model, and to find which correction should be applied to the
fluxes so that the equations of heat and salt in the mixed
layer can be balanced. This implies to perform numerous
sensitivity tests, not only for the surface fluxes but also for
the parameterizations used in the model. It is therefore not
possible to use a three dimensional model, for obvious
computer time reasons. We have instead applied a one-
dimensional (1-D) model in order to simulate the whole
POMME area. Such an approach can be used because the
POMME area is located in the intergyre region of the
northeast Atlantic, with weak eddy kinetic energy and
mesoscale activity compared to most midlatitude areas
[Ducet et al., 2000] and a weak impact of the large-scale
flow on the temperature and salinity advection compared to
surface forcing [Caniaux and Planton, 1998].
[9] The paper is organized as follows. Section 2 provides

a description of the 1-D approach including the set of
equations to be solved and the way to estimate the forcing
terms. The optimization method is described in section 3:
the 1-D simulation is optimized with a genetic algorithm
that searches for the best set of selected parameters (flux
corrections among them) to realistically reproduce the
observations collected during the experiment. Results in-
cluding the new heat, salt and buoyancy budgets are
presented in section 4. Conclusions are drawn in section 5.

2. One-Dimensional Approach

[10] This approach requires (1) solving an adequate set
of equations fitted to describe a whole geographical area;
(2) estimating the terms of the equations that cannot be
solved explicitly; and (3) checking a posteriori the
assumptions made by using more sophisticated models.
This last point is considered to be outside of the scope of
the present paper.

2.1. Equations

[11] In this section, the equation of temperature is mod-
ified in order to simulate with a 1-D mixed layer model the
evolution of a mean temperature profile (i.e., representing
the whole POMME domain). The evolution of temperature
T is described by the following equation [Holton, 1992]:

@tT ¼ Fsol

r0Cp

@zI zð Þ � @zT 0w0 � U:rhT � w@zT �r T 0:U0
� �

; ð1Þ

where the temperature tendency results from net solar
radiation input (Fsol), vertical turbulent mixing, horizontal

and vertical advection and horizontal diffusion. r0 and Cp

are the density and specific heat capacity of sea water and
I(z) is the fraction of the net solar radiation that penetrates to
depth z. Here the single prime refers to the small unresolved
turbulent scales involved. Using a classical K profile
parameterization for the vertical mixing, the evolution of
temperature is

@tT ¼ Fsol

r0Cp

@zI zð Þ þ @z K@zTð Þ � U:rhT � w@zT �r T 0:U0
� �

:

ð2Þ

[12] In order to represent the spatial mean over the whole
POMME area, a space averaging operator (denoted with
angle brackets) is introduced and applied to equation (2):

@t Th i ¼ Fsol@zI zð Þh i
r0Cp

þ @z K@zTh i � U:rhTh i � w@zTh i

� r T 0:U0
� �� �

: ð3Þ

As the Ekman transport can be computed from the PFE, the
current is split into an Ekman contribution (subscript e) and
the residual (noted ‘‘non-Ekman,’’ subscript ne):

U ¼ Ue þ Une ð4Þ

w ¼ we þ wne: ð5Þ

Applied to equation (3), this leads to

@t Th i ¼ Fsol@zI zð Þh i
r0Cp

þ @z K@zTh i � Ue:rhTh i � Une:rhTh i

� we@zTh i � wne@zTh i � r T 0:U0
� �� �

: ð6Þ

[13] A decomposition into spatial mean and deviation
from this mean (noted with a double prime) is performed for
the solar penetration, turbulent vertical mixing, and vertical
Ekman advection nonlinear terms:

Fsol@zI zð Þh i ¼ Fsolh i@z I zð Þh i þ F 00
sol@zI zð Þ00

� �
; ð7Þ

@z K@zTh i ¼ @z Kh i@z Th i þ @z K
00@zT

00h i; ð8Þ

we@zTh i ¼ weh i@z Th i þ w00
e@zT

00� �
: ð9Þ

Equation (6) is then rewritten as

@t Th i ¼ Fsolh i
r0Cp

@z I zð Þh i þ @z Kh i@z Th i � Ue:rhTh i � weh i@z Th i

þ @z K
00@zT

00h i � Une:rhTh i þ wne@zTh i½ �

þ
F 00
sol@zI zð Þ00

� �
r0Cp

� w00
e@zT

00� �
� r T 0:U0

� �� �
: ð10Þ

[14] A similar equation can be obtained for the mean
salinity hSi, except that the surface forcing is evaporation
minus precipitation. Solving equation (10) requires the
ability to evaluate all the terms in brackets. Some of them
are computed at each time step by the numerical 1-D model
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(for instance @z hTi and hKi). Others are evaluated using
the PFE averaged over the POMME area: for instance,
the mean solar penetration is directly obtained using the
spatially averaged shortwave flux, while the Ekman
transport terms are evaluated from the wind stress spatial
mean as described in section 2.2. The other advective
terms (called ‘‘non-Ekman’’) are estimated from the
evolution of the observed mean temperature and salinity
profiles (section 2.3.). The subgrid-scale terms (nonlinear
contributions corresponding to the deviation from the
spatial mean and noted with double prime) need to be
estimated (section 2.4.). Lastly, the horizontal tracer
diffusion �hr(T 0:U0)i due to small turbulent scales, which
is small even in regions of strong horizontal gradient, is
assumed to remain negligible when spatially averaged.

2.2. Ekman Transport

2.2.1. Horizontal Ekman Advection
[15] The response of the upper layer oceanic circulation

to wind forcing can be obtained from the Ekman transport
theory. The horizontal Ekman advection of temperature
(�hUe.rhTi in equation (10)) is estimated under the as-
sumption that, inside the Ekman layer, the temperature is
vertically homogeneous enough to be assimilated to the
SST. This hypothesis is legitimate, as the Ekman layer depth
(ELD) is almost always shallower than the MLD [Cushman-
Roisin, 1987]. The horizontal Ekman advection can then be
estimated as

� Ue:rhTh i � � Ue:rhSSTh i ¼ � k ^ T

r0fhe
:rhSST

� �
; ð11Þ

where k is the vertical unit vector, T the wind stress, f the
Coriolis parameter and he the ELD, calculated following
Cushman-Roisin [1987]:

he ¼ 0:4
u*
f
; ð12Þ

where u* is the turbulent friction velocity defined from the
magnitude of the stress (t) along the boundary by

u* ¼
ffiffiffiffi
t
r0

r
: ð13Þ

[16] The evolution of the spatially averaged horizontal
Ekman advection integrated over the ELD is reproduced
in Figure 2a. The annual mean is negative (�0.052 �
10�6 �C m s�1), in agreement with the north to south
Ekman transport and the mean north to south SST
gradient: it thus induces an annual mean cooling for the
top layers. Figure 2a clearly indicates that this cooling is
particularly intense from October to January with peak
values in December, i.e., when the wind stress reaches its
highest values.
[17] The horizontal Ekman advection of salinity was

estimated using the same procedure. Sea surface salinity
(SSS) analyses were performed over the whole Atlantic
basin by G. Reverdin et al. (In situ surface salinity in the
tropical and subtropical Atlantic Ocean, part 1, Large scale
variability, submitted to Progress in Oceanography, 2005),
using thermosalinograph data. The analyses produced by
these authors have a much coarser temporal (1 month) and

Figure 2. Temporal evolution of the domain average: (a) horizontal Ekman advection of temperature
integrated over the Ekman layer depth (ELD) in �C m s�1 and (b) wind stress curl in N m�3.

C07S03 CANIAUX ET AL.: ONE YEAR SURFACE BUDGET DURING POMME, 2

4 of 15

C07S03



spatial (1� longitude � 1� latitude) resolution than the PFE
SST analyses, due to the rather sparse sampling of the in situ
data. Inconsistencies may result from the different resolu-
tion of temperature and salinity analyses, specially with the
Ekman advection, and may affect the vertical mixing in the
mixed layer. This is the reason why less weight will be
attributed to salinity in the cost function used to optimize
the model (see section 3.3). SSS fields were bilinearly
interpolated onto a regular 5 km grid over the POMME
domain, and then linearly interpolated to 1 day sampling,
before being combined with the wind stress to get the
horizontal Ekman advection. Despite the resolution, an
evolution very similar to Figure 2a was obtained for the
salinity (not shown).
2.2.2. Vertical Ekman Advection
[18] The spatially averaged vertical Ekman velocity hwei

is calculated from the wind stress curl [Gill, 1982]:

weh i ¼ 1

r0f
rr ^ Tð Þk

� �
: ð14Þ

In the 1-D model, a profile of hwei is needed and
reconstructed as follows: zero at the surface, maximum at
the base of the ELD, and then reduced linearly towards zero
at the bottom. The vertical Ekman advection of temperature
(�hwei @z hTi in equation (10)) is then calculated from the
model temperature profile (@zhTi).
[19] Figure 2b displays the temporal evolution of the

mean wind stress curl. It gives insights into the evolution
of the spatially averaged vertical Ekman velocity, as these
two fields are proportional. An anticyclonic circulation
prevailed throughout the year (annual mean: �0.057 �
10�6 N m�3), inducing a mean downward vertical velocity
of 18 m yr�1 into the ocean, in agreement with climatolog-
ical values of Marshall et al. [1993] and Qiu and Huang
[1995]. In contrast, short time periods are associated with
positive values of the wind stress curl. These positive peaks,
mainly observed from December 2000 to March 2001, were
associated with the passage of atmospheric extratropical
cyclones through the area, consistent with the meteorolog-
ical conditions observed over the POMME region.

2.3. Non-Ekman Advection

[20] The evolution of the spatially averaged temperature
and salinity profiles is characterized by a shift between P0
and P1, P1 and P2, and P2 and P3 below 300 m (Figure 3).

Such an evolution, at a greater depth than the spatially
averaged MLD, can mainly be attributed to advective
processes. We have thus assumed that the shifts observed
below 300 m between the profiles were due to the horizontal
and vertical non-Ekman advections. As a result, the
corresponding term in equation (10) (�[hUne.rhTi +
hwne@zTi]) was derived from the mean evolution observed
below 300 m between P0 and P1, P1 and P2, P2 and P3, and
introduced in the 1-D model as another forcing. The
corresponding temperature and salinity tendency was thus
added at each time step and each level to the temperature and
salinity equations, under the assumption that this evolution
was constant between two hydrographic surveys.

2.4. Subgrid-Scale Processes

2.4.1. Subgrid-Scale Vertical Mixing
[21] The subgrid-scale vertical mixing (@zhK00@zT

00i in
equation (10)) is difficult to estimate and is poorly
documented in the literature. Tests indicate that this term
is important and that the corrected fluxes become unreal-
istic without it. We have assumed that this term tends to
increase the vertical mixing simulated by the 1-D model.
We have also assumed that this additional contribution to
vertical mixing is induced by the subgrid-scale fluctuations
of the wind field throughout the domain considered.
Consequently, the subgrid-scale vertical mixing contribu-
tion was taken into account by increasing the wind stress
by a factor of a = (1 + s)/(hUi)2 where s denotes the root
mean square (rms) of the wind velocity U. As time series
of daily values of a have demonstrated that this coefficient
is more or less constant throughout the year (not shown),
the wind stress was multiplied by the constant value a =
1.4.
2.4.2. Subgrid-Scale Solar Penetration and Vertical
Ekman Advection
[22] The two other subgrid-scale contributions were

assumed to be negligible. The subgrid-scale term due to
solar penetration ((hF00

sol@zI(z)
00i)/(r0Cp) in equation (10))

can be neglected as there was no observational evidence
for a strong spatial correlation between irradiance and the
solar penetration law (which depends on pigments) during
the POMME surveys (H. Claustre, personal communica-
tion). Note that this hypothesis is largely used in modeling
studies. The subgrid-scale vertical Ekman advection
hw00

e@zT
00i is assumed to be some orders of magnitude lower

Figure 3. Mean (a) temperature and (b) salinity profiles issued from the CTD measurements made
during P0 (solid line), P1 (small dashed line), P2 (dashed line), and P3 (long dashed line).
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than the contribution of the mean vertical Ekman current
(term hwei @z hTi in equation (10)); it is therefore neglected.

2.5. Numerical Aspects

[23] The basic 1-D model used to solve equation (10) and
its equivalent for salinity is the Gaspar et al. [1990] model
of vertical mixing. This model solves the heat, salt and
momentum equations with a 1.5 turbulent closure based on a
turbulent kinetic energy equation. The initial version of this
model was improved by introducing a new parameterization
of the diapycnal mixing [Large et al., 1994] in order to better
reproduce the nonlocal source of vertical mixing in the
stratified water column below the boundary layer. The model
was also amended to take into account the advective terms of
equation (10). The vertical Ekman advection terms for
tracers are calculated with an upstream numerical scheme,
while all other advective terms are considered as external
forcings, i.e., added at each time step to the tracer equations.
Moreover, horizontal Ekman advection is added to the tracer
equations at each level inside the Ekman layer. The vertical
resolution of the model is regular and equal to 5 m from the
surface down to the 500 m deep bottom level. The surface
forcings, the vertical Ekman velocity and the horizontal
Ekman advection terms are computed every day from the
PFE, then averaged over the whole domain and finally
linearly interpolated at each model time step (10 min).
[24] The model is initialized with the average of the

54 CTD profiles collected during P0 over the area limited to
longitudes 20.66�–16.66�W and to latitudes 39.00�–
44.50�N (Figure 1). This region corresponds to the widest
area (roughly 330 km � 670 km) common to P0, P1, P2 and
P3. As the sampling strategy was almost identical during the
networks, the heat and salt budget estimates can be consid-
ered as homogeneous. To test this hypothesis, a bootstrap
technique was implemented, consisting in evaluating the
standard deviation (std) of the temperature and salinity
spatial mean profiles when changing randomly one CTD
by another one, and when repeating the substitution N times.
This led to the conclusion that in the top 500 m layers, the
value of the bootstrap std at each level was less than 0.02�C
for temperature. This corresponds to a heat content of 4 �
107 J m�2, or equivalently to an accuracy of 1 W m�2 for the
period P0–P3. The conclusion is that the CTD sampling
leads to an accuracy in the flux correction of 1Wm�2, which
is quite satisfactory.

3. Optimization

[25] The optimization of the 1-D simulation requires the
optimization of both the 1-D model and the surface forcings
(precipitation and turbulent fluxes). Therefore adjustable
parameters need to be selected either to tune poorly known
constants of the 1-D model or to correct the turbulent fluxes,
keeping in mind that the efficiency of the optimization
technique depends strongly on the number of parameters
to be optimized. Finally, a set of eight parameters was
chosen: three for the model optimization and five for the
flux correction.

3.1. Model Optimization

[26] As previously mentioned, some of the constants used
in the physical parameterizations of the 1-D model are

poorly known. However they play an important role in
the results of the simulations and have to be determined in
an optimal way. These adjustable constants were selected
after many sensitivity tests were performed with the model.
3.1.1. Solar Radiation (One Parameter)
[27] The parameterization used in the 1-D model relies

on the classical double exponential transmission profile
proposed by Paulson and Simpson [1977]:

I zð Þ ¼ R exp
�z

D1

þ 1� Rð Þ exp�z

D2

;

where z is the depth, and R is a partition parameter between
the red part of the radiation spectrum penetrating down to
the extinction depth D1 and the blue-green part penetrating
down to the extinction depth D2. Generally, red light has a
rapid attenuation in the upper few meters compared to blue-
green light [Paulson and Simpson, 1977]. Sensitivity tests
proved that SST is very sensitive to D2 and R but not to D1.
Despite its high sensitivity, the parameter R that gives the
red fraction of the radiation penetrating into the ocean is to
be fixed as a physical constraint [Jerlov, 1974; Prieur and
Legendre, 1988]. We thus decided to solely retain D2 as an
adjustable parameter and to fix R and D1 to values
corresponding to waters ranging from IB to III according
to the Jerlov [1976] classification (R = 0.74 and D1 = 1.3 m),
consistently with Simonot and Le Treut [1986] values for
the POMME area.
3.1.2. Diapycnal Mixing (Two Parameters)
[28] In the model, the vertical mixing below the MLD

is written as the superposition of turbulent mixing induced
by vertical shear instability and by internal wave breaking
[Large et al., 1994]. Diffusivity due to internal wave
breaking is parameterized by a constant, which differs
between tracers (�) and momentum (w). The value of
these constants is not well defined in the literature. For
instance, Kantha and Clayson [1994] suggest that � = 5 �
10�5 m2 s�1, while Ledwell et al. [1993] and Large et al.
[1994] propose much smaller values (1.1 � 10�5 m2 s�1

and 1 � 10�5 m2 s�1, respectively). According to Peters
et al. [1988], the magnitude of internal wave momentum
viscosity w should be 7 to 10 times larger than that of
scalar diffusivity, so that Large et al. [1994] adopt a
constant value of 1 � 10�4 m2 s�1. Sensitivity tests
proved that the results of the simulations were very
dependent on the value of �, especially during the period
of spring stratification, and in a minor way on that of w.
These two constants were thus judged to be optimized.

3.2. Turbulent Flux Optimization

[29] As stated by Caniaux et al. [2005], the satellite
radiative fluxes of the PFE compare very well with inde-
pendent in situ measurements. We have thus decided to use
these gridded radiative fluxes as they stand, considering that
no correction is justified for them. On the other hand,
turbulent fluxes and precipitation are generally subject to
errors due to uncertainties in both the bulk formulae and the
meteo-oceanic parameters [Blanc, 1985; Eymard et al.,
1999]; they therefore need to be corrected.
[30] Several possibilities arise as errors in these fluxes

may be attributed either to the transfer coefficients used in
the bulk formulae, or to the original air-sea parameters, or to
both of them [WGASF Group, 2000]. Moreover, errors in
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the wind are likely to simultaneously affect the wind stress,
latent and sensible heat. Finally, we decided to correct
the original turbulent fluxes (wind stress t* = raCdU

2;
latent heat Q*lat = raCpCe(qs � qa)U and sensible heat
Q*sen = raLv(SST � Ta)U) by introducing four adjustable
coefficients (bst, bw, bs and bl) as follows:

t ¼ ra bstCd½ � bwU½ �2¼ bstb
2
wt*; ð15Þ

Qlat ¼ raCp blCe qs � qað Þ½ � bwU½ � ¼ blbwQlat* ; ð16Þ

Qsen ¼ raLvCh SST� Tað Þ bwU½ � � bs ¼ bwQsen* � bs: ð17Þ

In these expressions, ra stands for the air density, Lv the
latent specific heat, Cp the specific heat capacity; qs is the
surface specific humidity, U the wind velocity, Ta and qa
the air temperature and the air specific humidity, and Cd, Ce,
Ch are the transfer coefficients. bw, which appears in the
formulation of all the turbulent fluxes, is assumed to correct
the errors affecting the wind. bst is introduced in the wind
stress formulation to correct the errors due to the transfer
coefficient Cd. bl is introduced to correct both the errors due
to the transfer coefficient Ce and to the difference between
the sea surface and the air specific humidity. Evaporation
(which is part of the water budget E-P) is then adjusted
using the same multiplying coefficients (blbw) as the latent
heat. In contrast to the other turbulent fluxes which are
solely corrected through multiplying coefficients, a bias bs
is introduced in the sensible heat flux formulation, as this
flux may vary from negative to positive values.
[31] Precipitation is also an important factor for the

salinity tendency, which affects density and vertical mixing.
Caniaux et al. [2005] indicated that the E-P budget of the
PFE was not very reliable for two reasons: (1) its accuracy
could not be evaluated from comparison with in situ
measurements and (2) precipitation rates of the ECMWF
model are largely uncertain. They indeed can reach values
10% to 30% higher than climatologies in the extra-tropics
with a tendency of a balance between precipitation and
evaporation [Arpe and Roeckner, 1999; Beranger et al.,
1999]. To take this into account, the original precipitation
(P*) was adjusted through the introduction of a multiplying
coefficient bp:

P ¼ bpP*: ð18Þ

The ranges in the value of the eight adjustable parameters
(Table 1) were selected to be large enough to be sure to get
the optimum but in reasonable intervals to discard

unphysical solutions. Note that the wind stress correction
(bstbw2 ) was also applied to the Ekman transport terms,
because of their obvious dependence on the wind stress.

3.3. Genetic Algorithm

[32] The optimization of the 1-D simulations was carried
out using a genetic algorithm (GA) [Carroll, 1996]. GAs are
based on techniques derived from genetics and population
evolution. The method, developed from the concepts of
Holland [1975], aims to efficiently seek the extrema of
complex functions. Compared to traditional optimization
methods based on the gradient of a function, a GA is more
appropriate when the function has several extrema, or is
discontinuous [Barth, 1992]. The algorithm searches in a N
dimensional space the N parameters that minimize a cost
function evaluated for each run of the model. As output, a
set of N optimal parameters is obtained.
[33] GAs first code the set of parameters to be optimized in

a binary form called chromosome. The algorithm then starts
with a randomly chosen population of chromosomes. The
second step is to evaluate the fitness value of each chromo-
some by computing a cost function, using the corresponding
set of parameters to run the model. Then, the three genetic
processes of (1) selection, (2) crossover, and (3) mutation are
performed upon the chromosomes in sequence. During the
selection, chromosomes are copied in proportion to their
fitness values based on a probability of selection (defined as
the fitness value of a particular chromosome divided by the
sum of the fitness values of all chromosomes). Crossover
then acts on the selected chromosomes, using a crossover
probability: this operator selects a crossover site within
paired strings and exchanges between the two chromosomes
the parts located to the right of the crossover site. Lastly,
mutation, which involves changing a part at random based on
mutation probability, is applied to the chromosomes in order
to maintain diversity. After the execution of these three
processes, the new chromosomes are compared to the
previous generation, and accepted (or rejected) based on an
update probability. The procedure is then repeated until
convergence is reached (i.e., when the fitness of all the
chromosomes becomes very close to one another), or
stopped by fixing a maximum number of generations.
[34] In the present study a set of N = 8 parameters is to be

determined. The cost function is based on the difference
between observed and simulated SST and SSS, and tem-
perature and salinity vertical profiles. Observed SST and
SSS are deduced from daily analyses averaged over the
inner POMME domain (Figure 1), while the observed
temperature and salinity profiles are deduced from the P1,
P2, and P3 CTD networks. The exact formulation of the
cost function (CF) is as follows:

CF ¼ a1

X
i

1

s2SST


 �
SSTmodel � SSTobsð Þ2

þ a2

X
i

1

s2SSS


 �
SSSmodel � SSSobsð Þ2

þ a3

X
P1;P2;P3

1

s2
T zð Þ

 !XK
k¼1

Tmodel kð Þ � Tobs kð Þð Þ2

þ a4

X
P1;P2;P3

1

s2
S zð Þ

 !XK
k¼1

Smodel kð Þ � Sobs kð Þð Þ2: ð19Þ

Table 1. List of Adjustable Parameters, With Their Range of

Values and the Optimum Obtained With the Genetic Algorithm

Parameter Range of Value Optimum

D2, m 5–30 20.0
�, m2 s�1 1 � 10�5–8 � 10�5 6.4 � 10�5

w, m2 s�1 0.7 � 10�4–3 � 10�4 0.88 � 10�4

bst 0.9–1.1 0.967
bs �2–10 7.994
bl 0.6–1.4 0.988
bw 1–1.2 1.134
bp 0.4–0.9 0.545
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The difference between model and data is cumulative over
the whole period of simulation (index i), and over the K =
40 uppermost levels (to a depth of 200 m) of the
temperature and salinity profiles (index k). Each contribu-
tion is normalized by the corresponding variance of the data
(noted s2). Lastly, the various contributions are weighted
through the coefficients a1, a2, a3, a4 taken as equal to 1,
1 � 10�1, 3, and 3 � 10�1, respectively, to confer to each
term of the cost function a weight inversely proportional to
the number of data. Note that this cost function attributes
less weight to the salinity than to the temperature,
consistently with the lower confidence we have in the
SSS analyses and forcing data. The efficiency of the
optimization is then evaluated through a parameter called
fitness, which is inversely proportional to the cost function
(Fitness = 100/CF).

4. Results

4.1. Adjusted Parameters

[35] The optimization algorithm allowed us to run some
10000 1-year-long simulations covering the POMME
experiment duration. For each simulation, the eight adjust-
able parameters are chosen by the GA in their preselected

range of values, and the cost function is computed. The
corresponding fitness is plotted in Figures 4a–4h, as a
function of the adjustable parameters. Each dot represents
the value of the fitness obtained for one simulation per-
formed with one set of adjustable parameters. The optimal
value of the adjustable parameters is given where the fitness
reaches its maximum. Note that in each plot of Figure 4 the
envelope of the points highlights the sensitivity of the
optimization while the lines near the optimum indicate
the way the GAworks. These lines correspond to sequences
where the GA tests several sets of parameters while keeping
the optimal value obtained for one specific parameter.
Each line is in fact formed by the proximity of points
corresponding to different values of the fitness function
obtained with a fixed parameter, the other seven ones
varying inside their respective range of values.
[36] The optimum obtained for the solar penetration

parameter (D2 = 20 m) is somewhat higher than those in
the Jerlov [1976] classification (in the range of 17 m to
7.9 m for Water Type IB, II and III). This value is
however quite relevant, as it does not correspond to a
particular type of water, but is supposed to represent the
annual average of different types of water which may vary
throughout the year from clear to less transparent (for

Figure 4. Fitness function obtained for each adjustable parameter: (a) D2; (b) �; (c) w; (d) bl; (e) bw;
(f ) bst; (g) bp; and (h) bs. The maximum fitness is circled.
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instance, when the bloom occurs). The adjusted scalar
diffusivity due to internal waves activity in the pycnocline
(� = 6.4 � 10�5 m2 s�1) is close to that proposed by
Kantha and Clayson [1994] (5 � 10�5 m2 s�1). The
optimal value of the internal wave momentum viscosity
(w = 0.88 � 10�4 m2 s�1) is also consistent with the
results of these authors (1 � 10�4 m2 s�1) but does not
correspond to any neat peak of the fitness (Figure 4c),
confirming the weak sensitivity of the simulations to this
parameter.
[37] In Figure 4, quite neat peaks are obtained for all the

other adjustable parameters, in particular for the latent heat
(bl), wind (bw) and precipitation (bp) (Figures 4d, 4e, and
4g, respectively). This indicates that, inside the range of
values of the adjustable parameters, the solution is unique.
This result provides confidence in the corrections to be
applied to the fluxes.
[38] The combined use of these optimal parameters

(reported in Table 1) leads to an increase in both the wind
stress and latent heat by around 24% and 12% respectively.
The sensible heat flux is decreased by the combined effect
of both the multiplying coefficient of 1.13 and the bias of
8 W m�2. Lastly, precipitation is strongly decreased by
nearly a half; the factor applied to the precipitation is quite
large but is realistic with regards to the ECMWF ERA-40
and GCPC analyses.
[39] When applied over the POMME domain (Table 2),

this leads on average to a comparable decrease in the latent
and sensible heat fluxes (�8 W m�2), inducing a decrease
of the annual net heat flux of 48%. Nonetheless, the net heat
flux remains positive (+17 W m�2). The wind stress is
increased by around 24% (+0.027 N m�2). The E-P budget
undergoes a change of sign: the adjusted evaporation
exceeds precipitation, which is due both to the increase in
evaporation and to the strong reduction of the precipitation
rate (�1.5 mm d�1).

4.2. Optimized One-Dimensional Simulation

[40] The set of optimal parameters was then used to make
a new run with the 1-D model (Figures 5 and 6). The
evolution of the SST (Figure 5a) is very well reproduced by
the model: both the annual cycle, with an amplitude of
8.5�C, and its higher-frequency variability. The mean dif-
ference between simulated and observed SST is only 0.02�C
with a standard deviation of 0.18�C. Note that the SST
evolution is surprisingly similar to that of the Levitus and
Boyer [1994] climatology, except during the summer
months. In contrast, when forced with the original unad-
justed fluxes, the 1-D model drifts and the SSTs reach

values as high as 26�C, i.e., nearly 3�C higher than the
observed maximum in August. This disagreement is a
consequence of too weak cooling of the unadjusted fluxes
over shallow summer mixed layers.
[41] In contrast with the simulated SSS obtained with the

original unadjusted fluxes that has no seasonal cycle and
reflects the strong errors associated with excessive pre-
cipitation in the freshwater budget, the optimized SSS
displays a seasonal cycle with an amplitude of 0.15 psu,
in quite good agreement with both the analyses and the
Levitus et al. [1994] climatology (Figure 5b). Model SSS
and analyses differ by an average of 0.02 psu, with a rms of
0.03 psu. The simulation of salinity is however generally
less good than that of temperature, namely with a model
intraseasonal SSS variability differing perceptibly from that
of the analyses. For instance, significant increases of salinity
are simulated by the 1-D model in November 2000 and in
August 2001. These events, which are mainly due to
horizontal Ekman advection, seem to be realistic even if
they do not have any equivalent in the analyses. These
discrepancies are to be attributed more to errors in both
the SSS analyses (poor sampling) and the SSS forcing than
to the 1-D model itself. Precipitation rates used to force
the 1-D model might indeed not be in phase with real
events (see an example of freshening at the end of August in
Figure 5b) although corrected in intensity.
[42] The temperature profile (Figure 6a) obtained at the

end of the simulation compares quite well with that at P3,
implying that the seasonal evolution of the top layers
including both winter deepening and spring shoaling is
well simulated. For the same reasons as those mentioned
above, the salinity profile obtained at the end of the
simulation compares less well with P3 than the tempera-
ture one (Figure 6b).
[43] The MLD combined with SST and SSS is a good

diagnostic for the upper layer stratification. Several criteria
were tested on the extended POMME data set, among which
those of Kara et al. [2000] and Thomson and Fine [2003],
that are well suited for CTD data. However, a simple
criterion of MLD was finally adopted, consisting in a
change in density of 0.02 kg m�3 relative to the density at
the second level of the model (10 m) [Boyer de Montégut et
al., 2004]. This criterion was proved to be very well suited
for both CTD data and model data used during POMME, for
both strongly and weakly stratified layers and over the
whole duration of the experiment. The MLD (Figure 5c)
varies from less than 25 m in summer to a winter maximum
of 185 m in March. Note that the shoaling period is very
short (1 month, from mid-March to mid-April) in contrast
with the much longer deepening period (5 months and a
half, from October to mid-March), leading to an obvious
asymmetry in the annual MLD cycle. All these features are
in agreement with the annual MLD cycle described a little
further south by Weller et al. [2004] from observations
collected during the Subduction Experiment (June 1991–
July 1993). With the unadjusted fluxes, the MLD is largely
underestimated almost all along the year. Note also that the
MLD deduced from the Levitus et al. [1994] climatologies
does not reproduce properly the asymmetry of the model
annual cycle and is comparatively too weak.
[44] To conclude, the results indicate that the GA leads to

a set of model parameters and flux corrections allowing us

Table 2. Comparison of Adjusted and Unadjusted Mean Annual

Budgets, Averaged Over the Domain (21.33�–15.33�W, 38�–
45�N)a

Flux Adjusted Unadjusted Difference

Latent �74.7 �66.7 �8.0
Sensible �8.2 �0.2 �8.0
Net heat 17.0 33.0 �16.0
Wind stress 0.138 0.111 0.027
E-P 0.75 �1.10 1.85
P 1.9 3.4 �1.5

aHeat fluxes are in W m�2; wind stress is in N m�2; E-P and P are in
mm d�1. Period considered is 2 September 2000–2001.
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to simulate surprisingly well the evolution of the mean
temperature and salinity over the year. This gives a poste-
riori some confidence not only in the corrections proposed
for heat and salt budgets, but also in the hypothesis of the
1-D approach described in this article.

4.3. Adjusted Heat, Salt, and Momentum Budgets

[45] The annual adjusted flux fields are displayed in
Figure 7. The most important components of the net heat
flux are, by decreasing order: the net shortwave heat, the
latent heat, the net longwave heat and finally the sensible
heat. The net heat flux (Figure 7e) is negative north of
44.5�N in the western part of the domain, with a marked
north to south gradient between 45�N and 43�N. It is
positive everywhere else, with quite homogeneous values
between 40�N and 38�N.
[46] The annual shortwave heat (Figure 7d) presents a

well-known increase from north to south, associated

with the astronomical characteristics of the zone. The
latent heat (Figure 7b), everywhere negative, has strong
latitudinal heterogeneity. Strongly negative in the south
because of warmer SST, its amplitude decreases from
�80 W m�2 (in the most southern part of the domain)
to �70 W m�2 near 42�N, before increasing again
northward of 44�N. Values of �80 W m�2 are reached
in the northwestern part of the domain due to the strength-
ening of the winds.
[47] It is clear that the sum of the contributions of the

latent heat and shortwave to the net heat flux is not the same
throughout the zone. In the northwestern part of the domain,
the net heat flux is negative because of a weak solar heat
flux and a strong negative latent heat flux. Consequently,
the net heat flux rapidly decreases beyond 43�N. In the
south, the shortwave heat flux is balanced by the largely
negative latent heat flux associated with warm SSTs. The
quasi-equilibrium between these two fluxes generates a

Figure 5. Temporal evolution of (a) sea surface temperature (SST) (deg), (b) sea surface salinity (SSS)
(psu), and (c) mixed layer depth (m) simulated by the model forced by the adjusted (solid line) and the
unadjusted fluxes (dashed line), deduced from analyses (small dashed line) and from the monthly Levitus
and Boyer [1994] (SST) and Levitus et al. [1994] (SSS) climatologies (long dashed line).
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zone without a notable gradient in the net heat flux field
(Figure 7e).
[48] The mesoscale features present in the annual net heat

flux (Figure 7e) are due to mesoscale heterogeneities in the
latent heat and, in a minor way, in the sensible heat. In both
fields, the mesoscale patterns do not reflect the annual mean
SST field, which presents quite a regular north to south
gradient. These structures primarily come from flux anoma-
lies that were present during specific periods of the year,
that is when the turbulent heat fluxes were the strongest, i.e.,
during fall and winter. These anomalies were generated by
the SST distribution, in particular because of its mesoscale
heterogeneity. Thus the mesoscale pattern of the annual
mean net heat flux directly reflects the winter/fall heteroge-
neity of SST.
[49] The E-P field (Figure 7f) displays a zonal distribu-

tion with a marked north to south gradient, from weak

values near 44�N to increasingly positive values south-
ward. This distribution reflects the cumulative impacts of
increased evaporation over warm waters and decreased
precipitation in the south of the domain.

4.4. Impact on the Annual Buoyancy Flux

[50] For subduction, the density flux associated with
atmospheric forcing is of particular importance [Marshall
et al., 1993]; this flux was thus evaluated for comparison
with climatological estimates. The buoyancy flux (F) into
the ocean surface is given by the following equation:

F ¼ �ag
Cp

Qnet þ bgr
S E � Pð Þ
1� S=1000ð Þ ; ð20Þ

where Qnet is the net heat flux and S is the SSS in psu and g
the gravity. The density of water at the sea surface (r), the
specific heat capacity (Cp) and the temperature expansion
(a) and haline contraction coefficients (b) have been
determined using the classical Millero et al. [1973, 1980]
equations. This analysis requires the use of a rescaled
buoyancy flux (F*),

F* ¼ � Cp

ag
F; ð21Þ

that splits into thermal (F*T) and saline (F*S) contributions:

F* ¼ FT*þ FS*; ð22Þ

with

FT* ¼ Qnet ð23Þ

FS* ¼ � brCp

a
S E � Pð Þ
1� S=1000ð Þ : ð24Þ

Note that a heat loss (Qnet � 0) or net evaporation (E � P)
results in a negative thermal or saline contribution to the
rescaled flux F*.
[51] Seasonal variations of the domain-averaged rescaled

flux F* display an annual cycle with a range of variations of
400 W m�2: the 10 day time filtered series (Figure 8)
indicate that the rescaled buoyancy flux is negative from
mid-September to March (when spring restratification
begins), reaching its minimum in mid-December and its
maximum in May–June. This cycle largely reflects the
thermal contribution, and has greater variability in winter
than in summer. Instantaneous losses of 350 W m�2 are
reached in winter and maximum gains of 200 W m�2 in
May–June. On average, the annual rescaled buoyancy flux
is positive (+13.0 W m�2), i.e., corresponds to a gain for the
ocean, due to an excess of the thermal (+17.0 W m�2) over
the freshwater contribution (�4.0 W m�2). Note that the
annual freshwater contribution represents nearly a quarter of
the annual thermal contribution, even if its instantaneous
effect is very weak compared to that of the thermal one. In
some specific cases, the buoyancy input from rain may not
be so insignificant as it has been shown that the mixed layer
depth can shallow rapidly under this effect by several tens
of meters [McCulloch et al., 2004].

Figure 6. Model (a) temperature and (b) salinity profiles
(solid line) compared with domain mean at P0 (model initial
state, small dashed line) and P3 (long dashed line).
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[52] The spatial structure of the annual rescaled buoy-
ancy flux (Figure 9a) displays strong latitudinal and
longitudinal heterogeneities, reflecting mainly the structure
of the thermal contribution (Figure 9b). The haline con-
tribution (Figure 9c) appears to be quite negligible, except
south of 42�N, where the negative haline contribution (net
evaporation) reduces the thermal one. Maximum positive
values of up to +30 W m�2 are located between 40�N and
43�N, confined between much smaller positive values
(+15 W m�2) south of 40�N and negative values (down
to �15 W m�2) north of 44�N.

5. Conclusions

[53] A method based on a 1-D modeling approach is
proposed in this paper to correct the precipitation and
surface turbulent fluxes over a 500 � 700 km wide
oceanic zone investigated during the POMME experiment.
The correction is applied so that the heat, salt and
momentum sea surface budgets are in agreement with
the mixed layer heat and salt contents deduced from the
POMME data set. The 1 year duration of this experiment
and the consistent sampling methodology adopted for the
4 hydrographic networks P0 to P3 are particularly appro-

priate for obtaining an estimate of the ocean top layer
evolution and to compute the mean advective terms
forcing the permanent thermocline. Eight adjustable
parameters are selected, either to tune poorly known
constants of the 1-D model or to correct air-sea fluxes.
One parameter concerns the parameterization of the pen-
etrative solar radiation (D2), two the diapycnal mixing
parameterization of Large et al. [1994] used in the 1-D
model, and the last five parameters are corrections applied
to the air-sea fluxes (wind stress, latent heat, sensible heat
and precipitation). These eight parameters are optimized
with a genetic algorithm, which aims to minimize a cost
function taking into account the errors between (1) modeled
SST and SSS and spatially averaged data issued from
independent daily reanalyses; and (2) modeled T and S
vertical profiles and spatially averaged profiles obtained
from CTD measurements collected during the P1, P2 and
P3 hydrographic networks. This optimization makes it
possible to derive a set of eight optimal values, and then
to obtain a physically realistic 1-year-long simulation with
the 1-D model. The flux corrections are then applied to
the daily flux fields at each point of the domain. The
correction of the annual net heat flux is �16 W m�2 for
the whole domain, due to underestimated latent and

Figure 7. Components of the annual heat fluxes: (a) sensible; (b) latent; (c) net longwave; (d) net
shortwave; (e) net heat (W m�2); and (f) E-P (mm d�1). Contour intervals are 2.5 W m�2 for heat fluxes
and 0.25 mm d�1 for E-P. Period considered is 2 September 2000–2001.

C07S03 CANIAUX ET AL.: ONE YEAR SURFACE BUDGET DURING POMME, 2

12 of 15

C07S03



sensible heat losses (�8 W m�2 each). The wind stress is
increased by 24%. The correction made on precipitation (a
reduction of 44%) reverses the sign of the E-P budget
which becomes positive, corresponding to an annual net
evaporation. Finally, the net adjusted annual buoyancy
budget, expressed as a rescaled flux, is +13.0 W m�2 for
the whole POMME domain, resulting from a positive heat
(+17.0 W m�2) and a negative salt (�4.0 W m�2)
contribution.
[54] Such a 1-D approach was possible due to the

simplicity of the ocean processes taking place in this area
of the northeast Atlantic, with weak eddy kinetic energy and

mesoscale activity compared to most midlatitude areas. This
approach is indeed crucially dependent on temporal and
spatial scales and both the 1-D modeling and optimal set of
parameters may not be relevant in another region (e.g., the
Gulf Stream region) and for other timescales (e.g., clima-
tological timescales). In particular, the set of parameters
obtained may vary in time, according to the season: this is
particularly the case with the adjusted parameter D2 used in
the radiation parameterization, which may depend on the
bloom; this is also probably the case with the diapycnal
mixing coefficients, the roles of which are much more
important during shoaling and in summer.

Figure 9. Components of the annual rescaled buoyancy flux expressed in W m�2: (a) total flux;
(b) thermal contribution; and (c) haline contribution. Contour intervals are 2.5 W m�2. Period
considered is 2 September 2000–2001.

Figure 8. Ten day run averaged time series of the rescaled buoyancy flux (solid line), thermal
contribution (long dashed line), and haline contribution (small dashed line) in W m�2.
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[55] When compared with fluxes produced by the
ECMWF and the French operational numerical weather
prediction ARPEGE model [Courtier et al., 1991], the
annual adjusted fluxes averaged over the POMME domain
reveal the large discrepancies in the NWP model surface
fluxes (Table 3). The ECMWF solar heat flux is under-
estimated by 15 W m�2 and the nonsolar cooling over-
estimated by 11 W m�2 compared to the adjusted fluxes.
Both fluxes contribute to an underestimate of the net heat
flux by some 26 W m�2. In ARPEGE, the solar heat flux
is very close to our estimate. However, the ARPEGE
nonsolar cooling is overestimated by 43 W m�2 leading to
a strong underestimate for the net heat flux of 42 W m�2.
The adjusted freshwater flux is positive and differs by
1.05 mm d�1 from the ECMWF flux, which is negative
(�0.3 mm d�1), and by 0.18 mm d�1 from the ARPEGE
flux, which is positive (0.57 mm d�1), primarily because
of excessive precipitation in the NWP models.
[56] This study also gives important insights into the

uncertainties affecting estimates of buoyancy fluxes in
climatologies. Despite similarities between the SSTs and
SSSs observed during POMME and climatological values
of Levitus and Boyer [1994] and Levitus et al. [1994] (see
Figure 5), climatological rescaled buoyancy fluxes
obtained by Marshall et al. [1993] and McLaren and
Williams [2001] differ strongly from our results. Both
these authors obtain similar zonal distributions of the
rescaled buoyancy flux (the spatial patterns are roughly
the same as those in the present study, except that
mesoscale structures are absent in climatologies) but
biases ranging from �20 to �35 W m�2 are noted,
indicating that the climatologies tend to increase the
density of the oceanic top layers. Such large differences
are not likely to result from interannual variability anoma-
lies, which can be of the order of less than 10 W m�2

according to McLaren and Williams [2001]. These dis-
crepancies probably result from an excessive cooling in
the climatologies used by Marshall et al. [1993] and
McLaren and Williams [2001] (Isemer and Hasse [1987]
and Da Silva et al. [1994] for the heat fluxes and Schmitt
et al. [1989] and Levitus et al. [1994] for the freshwater
fluxes, respectively). This result is largely supported by
previous studies by Moyer and Weller [1997] and Weller
et al. [2004].
[57] Our adjusted fluxes have already been used to

successfully force three dimensional models for physical

studies [Paci et al., 2005; Giordani et al., 2005a, 2005b]
and biogeochemical studies [Lévy et al., 2005; S. Roudesli
et al., A one-dimensional ecosystem model of the northeast
Atlantic Ocean (POMME experiment): Annual cycle, spe-
cies succession, and biogeochemical fluxes, submitted to
Journal of Geophysical Research, 2005] over the POMME
domain. They also constitute a very important result as the
heat budget produced by a statistical model assimilating all
the data collected during the POMME experiment [Gaillard
et al., 2005] is closed by applying our flux estimates. The
success of combining our results with the above studies
demonstrates that this work significantly contributes to the
production of realistic simulations of the upper ocean.
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and Jérôme Paillet (POMME0), Louis Prieur and Fréderic Herpers
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G. Reverdin, Laboratoire d’Océanographie et du Climat: Expérimentation

et Approche Numérique, Institut Pierre Simon Laplace, 4, place Jussieu,
F-75252 Paris Cedex 05, France. (reverdin@lodyc.jussieu.fr)

C07S03 CANIAUX ET AL.: ONE YEAR SURFACE BUDGET DURING POMME, 2

15 of 15

C07S03


