
www.elsevier.com/locate/coastaleng
Coastal Engineering 51
Boussinesq evolution equations: numerical efficiency,

breaking and amplitude dispersion

H. Bredmosea,*, H.A. Sch7fferb, P.A. Madsena

aDepartment of Mechanical Engineering, Technical University of Denmark, Building 403, Lyngby DK-2800, Denmark
bDHI Water & Environment, Agern Allé 5, Hbrsholm DK-2970, Denmark
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Abstract

This paper deals with the possibility of using methods and ideas from time domain Boussinesq formulations in the

corresponding frequency domain formulations. We term such frequency domain models bevolution equationsQ. First, we
demonstrate that the numerical efficiency of the deterministic Boussinesq evolution equations of Madsen and Sbrensen [Madsen,

P.A., Sbrensen, O.R., 1993. Bound waves and triad interactions in shallow water. Ocean Eng. 20 359–388] can be improved by

using Fast Fourier Transforms to evaluate the nonlinear terms. For a practical example of irregular waves propagating over a

submerged bar, it is demonstrated that evolution equations utilising FFT can be solved around 100 times faster than the

corresponding time domain model. Use of FFT provides an efficient bridge between the frequency domain and the time domain.

We utilise this by adapting the surface roller model for wave breaking to frequency domain evolution equations. An equation for

the variation of the mean water level is derived. Results for regular and irregular waves are presented and compared to results of

conventional breaking formulations for evolution equations as well as for results of the corresponding time domain model.

Emphasis is given to the shape of the breaking waves. The amplitude dispersion of evolution equations is analysed using a third-

order perturbation approach. It is found to exceed the amplitude dispersion of the corresponding time domain model, and the

approximation causing this deviation is pinpointed.
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1. Introduction

Wave trains propagating from deep water towards

the shore are subject to the processes of shoaling,

refraction and nonlinear interactions. Boussinesq mod-

els are often chosen as modelling tool for such

situations. For wave fields of two horizontal dimen-
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sions, the computational costs of solving a Boussinesq

model can still be substantial. If the wave field is

weakly nonlinear, the depth varies slowly in space and

reflection is negligible, the corresponding frequency

domain formulations provide a simpler and computa-

tionally cheaper method for calculating the evolution of

the wave field. We term such models evolution

equations throughout this paper.

Evolution equations are derived by expanding the

flow variables as Fourier series. By inserting these

expansions into the governing time domain equations,

the time is eliminated as independent variable, and a

system of equations in the spatial variation of the

Fourier amplitudes is obtained. If the phases of the

Fourier amplitudes are included in the model, we term

the model deterministic. Deterministic models may be

manipulated further to remove the phases, thus leading

to stochastic models (e.g. Herbers and Burton, 1997;

Agnon and Sheremet, 1997). All evolution equations

considered in this paper are deterministic, and for

simplicity we consider only models for wave fields of

one horizontal dimension.

Boussinesq formulations have often been used as

the starting point for the derivation of evolution

equations, since they offer a depth-integrated form of

the governing equations. Evolution equations based on

the classical Boussinesq equations of Peregrine (1967)

have been addressed by Mei and Ünlüata (1972),

Freilich and Guza (1984), Liu et al. (1985) among

others. Starting in the early 1990s, a series of time

domain Boussinesq formulations appeared, with

improved linear and nonlinear characteristics (e.g.

Madsen and Sørensen, 1992; Nwogu, 1993; Wei et

al., 1995; Madsen and Schäffer, 1998; Gobbi et al.,

2000; Kennedy et al., 2001; Madsen et al., 2002). This

initiated the development of new evolution equation

models. Madsen and Sørensen (1993) derived one-

dimensional evolution equations based on the Boussi-

nesq formulation of Madsen and Sørensen (1992) and

Chen and Liu (1995) and Kaihatu and Kirby (1998)

derived evolution equations based on the Boussinesq

formulation of Nwogu (1993).

Usually, evolution equations require a computa-

tional effort of O(N2), where N is the number of

frequencies treated. This makes evolution equations

unattractive for simulating irregular sea states with a

large number of frequencies. However, the computa-

tional effort can be reduced to O(N log N) utilising the
Fast Fourier Transform algorithm (FFT). In this paper,

we demonstrate how this technique can be used, thus

widening the applicability range of evolution equa-

tions. We present a comparison of the computational

efficiency of the time domain model of Madsen and

Sørensen (1992) and the corresponding evolution

equations of Madsen and Sørensen (1993) utilising

FFT. For the specific physical test chosen, nonbreaking

irregular waves passing a bar, the evolution equations

are found to require 100 times less CPU-time than the

time domain model.

The availability of FFT to toggle efficiently

between the frequency domain and the time domain

makes it possible to incorporate ideas and methods

successfully used in the time domain into the

frequency domain models. We exploit this idea here

by adapting the surface roller breaking model, which

has been successfully used in the time domain

(Schäffer et al., 1993; Madsen et al., 1997a,b), to

the frequency domain.

Traditionally, wave breaking is described by incor-

porating an additional quasi-linear damping term into

the equations. The total decrease in energy flux due to

wave breaking is determined using an empirical

dissipation model, and is then distributed among the

frequencies according to a chosen weighting. The

damping coefficient is usually taken to be real, and

thereby any phase effects of the breaking are discarded.

Further, the dissipation due to breaking is induced

globally on the spectrum and does not take basis in the

individual physical breaking events. Using a time

series-based breaking formulation may improve on

these points. We test this hypothesis by comparing

results of the new roller breaking formulation to results

of the breaking model of Eldeberky and Battjes (1996).

Because the phases of the wave amplitudes are

included in the modelling, time series in any location

are readily available by the aid of FFT. We therefore

find it natural to base the judgement of the model

results on actual time series, rather than on plots of

power spectra and global measures such as skewness

and asymmetry. This view also yields insight into the

question, if the quality of time series obtained by

evolution equations matches the quality of time series

from the corresponding time domain model. We

address this question by comparing time series for

breaking wave results of the Boussinesq model of

Madsen et al. (1997a) and the corresponding evolution
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equations of Madsen and Sørensen (1993) extended

with roller breaking.

The last part of the paper deals with the amplitude

dispersion of the evolution equations of Madsen and

Sørensen (1993). The comparison of breaking waves

results of this model to results of the corresponding

time domain model suggest that the amplitude

dispersion is stronger for the evolution equations.

We thus present a Stokes-type third-order perturbation

analysis, confirming this observation and pinpointing

which step in the derivation of the evolution equations

is the main cause.

The outline of the paper is as follows. In Section 2,

the derivation of the evolution equations of Madsen

and Sørensen (1993) is summarised. The speed-up

technique of using FFT and the comparison of

computational efficiency is presented in Section 3.

Section 4 opens with a review of breaking formula-

tions in the frequency domain and time domain and

then describes the adaption of the roller breaking

model into evolution equations. The treatment of

mean water level variation is presented as well. In

Section 5, results for regular waves are presented,

while results for irregular waves breaking over a

submerged bar are given in Section 6. Finally, in

Section 7, the analysis of amplitude dispersion is

given.
2. The evolution equations of Madsen and

Sørensen (1993)

The deterministic evolution equations of Madsen

and Sørensen (1993) are based on a time domain

Boussinesq formulation in the free surface elevation g
and the depth-integrated velocity P. For one horizon-

tal dimension, the time domain equations read

gt þ Px ¼ 0 ð2:1Þ

Pt þ
 

P2

hþ g

!
x

þ g hþ gð Þgx � Bgh3gxxx

� Bþ 1=3ð Þh2Pxxt � hx

�
2Bgh2gxx þ

1

3
hPxt

�
¼ 0;

ð2:2Þ

where g is measured upwards from the still water

level, h is the undisturbed depth and g is the
acceleration of gravity. B is a free parameter

governing the linear dispersion properties of the

equation. For B=1/15, the Padé [2,2]-dispersion

relation is achieved. The model is valid for

slowly varying depth. Eqs. (2.1) and (2.2)

describe the conservation of mass and momentum,

respectively.

2.1. Transformation to the frequency domain

To derive deterministic evolution equations

based on Eqs. (2.1) and (2.2), Madsen and

Sørensen (1993) eliminated P in the linear terms by

cross-differentiation. They hereby obtained the wave

equation

gtt � ghgxx þ Bgh3gxxxx � Bþ 1=3ð Þh2gxxtt

� ggx þ 2Bþ 1ð Þhgxtt � 5Bgh2gxxx
� �

hx

¼ 1

2
gg2 þ P2

hþ g

� �
xx

ð2:3Þ

where the terms in the first line are the linear terms,

and the terms in the second and third line are the

bottom slope terms and the nonlinear terms, respec-

tively. To derive this equation, only the lowest-order

terms in hx were retained.

Next, the following series for g and P were

substituted

g x; tð Þ ¼
XN

p¼�N

ap xð Þei xpt�
R

kpdx

� �
;

P x; tð Þ ¼
XN
p¼�N

bp xð Þei xpt�
R

kpdx

� �
; ð2:4Þ

where xp=px1, (a, b)�p=(a*, b*)p and (a0, b0) are

real. Evaluation of all the derivatives and collection of

terms lead to

b4;pap;xxxx � ib3;pap;xxx � b2;pap;xx þ ib1;pap;x

þ ib1;pbs;p

hx

h
ap þ b0;pap ¼ � N̂N p;xxe

i
R

kpdx ð2:5Þ
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for p=1,. . .,N, where N̂N p is the pth Fourier component

of the nonlinear term, defined through the Fourier

transform

1

2
gg2 þ P2

hþ g
u
Xl

m¼�l

N̂N me
imxt: ð2:6Þ

The b-coefficients were given by

b4;p ¼ � Bgh3 ð2:7aÞ

b3;p ¼ � 4Bgh3kp ð2:7bÞ

b2;p ¼ � ghþ 6Bgh3k2p

	
� Bþ 1=3ð Þh2x2

p



ð2:7cÞ

b1;p ¼ � 2 ghkp þ 2Bgh3k3p

	
� Bþ 1=3ð Þh2x2

pkp



ð2:7dÞ

b0;p ¼ x2
p � ghk2p � Bgh3k4p þ Bþ 1=3ð Þh2x2

pk
2
p

ð2:7eÞ

bs;p ¼ 1þ 4B� 1ð Þk2ph2 þ 6B2 � 2

3
B

� �
k4ph

4

�

þ 4B3 þ 1

3
B2 þ 1

9

� �
k6ph

6

þ B4 � 1

9
B2

� �
k8ph

8

�
.

4 1þ 2Bk2ph
2 þ

	
B2 þ 1

3
B


k4ph

4

� �2
 !

ð2:7f Þ

We note that the equation b0,p=0 establishes the

linear dispersion relation of the wave model. In the

following we let kp be the free wave number at

frequency p, such that b0,pu0 throughout.

Madsen and Sørensen (1993) applied four

approximations to derive evolution equations from

the above equations. The approximations were all

motivated by the assumption of slowly varying
depth and weak nonlinearity leading to slowly

varying wave amplitudes. The approximations are:

(I) rewriting of the nonlinear term P2/(h+g) to

P2/h

(II) neglect of higher-order linear derivatives of

ap(x), such that only ap,x is retained

(III) a linear approximation for the flux amplitudes

in the nonlinear term bp=xpap/kp and

(IV) neglect of derivatives of ap(x) and h(x) in the

nonlinear terms.

With these four approximations, Madsen and Sø-

rensen (1993) obtained the evolution equations

ap;x ¼ � bs;p

hx

h
ap �

i

b1;p

g
XN

s¼p�N

ks þ kp�s

� �2
� 1

2
þ 1

gh

xsxp�s

kskp�s

� �
asap�se

�i
R

ksþkp�s�kpð Þdx

ð2:8Þ

for p=1,. . .,N.
3. Improvement of efficiency using the FFT

algorithm

Straightforward solution of the model (Eq. (2.8))

requires a computational effort of O(N2) due to the

summations involved. This makes evolution equa-

tions like Eq. (2.8) impractical for wave spectra

involving a large number of frequencies, correspond-

ing to long time series. However, within spectral

methods for partial differential equations, sums of

the above type have been recognized as convolution

sums. As such, they can be handled with a computa-

tional effort of O(N log N) using the convolution

theorem and the Fast Fourier Transform algorithm

(FFT). This technique was developed independently

by Orszag (1969, 1970) and Eliasen et al. (1970)

(see Canuto et al., 1987). Fornberg and Whitham

(1978) used a variant of this method for time

stepping the Korteweg–de Vries equation. However,

within the field of spatial wave evolution equations,

the speed-up technique of applying FFT to the
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nonlinear terms does not seem to have been used

before.

The concept of using FFT is straightforward.

Combining Eqs. (2.5) and (2.8), we see that the

evolution equations can be written in the alternative

form

ap;x ¼ � bs;p

hx

h
ap þ

i

b1;p

N̂N p;xxe
i
R

kpdx: ð3:1Þ

Hence, the convolution sum in Eq. (2.8) is nothing but

the p th Fourier coefficient of the time series

((1/2)gg2+P2/h)xx multiplied by ie
i
R

kpdx=b1;p. As an

alternative to the convolution approach, one may

therefore construct this time series explicitly and

transform it back to the frequency domain using

forward FFT. To calculate the time series, we first

expand the double x-differentiation, ignoring the

spatial variation of h

1

2
gg2 þ P2

h

� �
xx

¼ g ggxx þ g2x
� �

þ 2

h
PPxx þ P2

x

� �
:

ð3:2Þ

Time series for g, gx, gxx, P, Px and Pxx are obtained

by backward FFTs of their Fourier coefficients,

obtained from the complex wave amplitudes a1,. . .,N.

The derivatives are calculated spectrally by multi-

plying the Fourier coefficients by �ikp and �kp
2,

respectively, while the Fourier coefficients of the flux,

P, are calculated using the linear approximation

bp=(xp/kp)ap. This corresponds to the approxima-

tions (I)–(IV) of Section 2.

Once the time series for g, gx, gxx, P, Px

and Pxx are obtained, the product (Eq. (3.2))

can be calculated as a time series and transformed

back to the frequency domain by forward FFT. The

resulting Fourier coefficients are inserted into Eq.

(3.1), thereby providing the nonlinear term at a cost of

O(N log N). The results of using Eq. (3.1) are

identical to the results of Eq. (2.8) to machine

accuracy.

3.1. Avoidance of aliasing

When calculating the nonlinear term, a sufficient

number of discrete points in the time series must be
involved to avoid aliasing. The surface elevation g
is described by N positive frequencies, the largest

being denoted fN. A quadratic product of g will

have a maximum frequency of 2fN, and therefore

requires a minimum of 4N points to be properly

resolved. However, since we only need the first N

Fourier coefficients of the quadratic time series (Eq.

(3.2)), corresponding to the frequencies of the wave

amplitudes a1,. . .,N, 3N+1 time series points are

sufficient. More details on this can be found in

Canuto et al. (1987).

3.2. A practical comparison of CPU-times

With the above speed-up, an irregular wave field

of N positive frequencies in a domain of Q spatial

points can be calculated with a computational effort

of O(QN log N). In comparison to the traditional

handling of evolution equations, implying a compu-

tational effort of O(QN2) this is a clear improvement.

However, as time domain Boussinesq models can

solve the same problem with an asymptotic work

load of O(QN), a practical investigation of the

computational performance of evolution equations

versus time domain models is motivated. Such a

comparison is presented in the following, comparing

the computational efficiency of the time domain

model (Eqs. (2.1) and (2.2)) and the corresponding

evolution equations (Eq. (2.8)).

As physical test case, we choose an irregular wave

field of 800 frequencies, propagating over a sub-

merged bar. The bar topography is shown in Fig. 1. In

front of and behind the bar, the depth is 0.4 m, while

on top of the bar the depth is 0.1 m. The upward slope

is 1:20 and the downward slope is 1:10. The incoming

wave spectrum is a JONSWAP spectrum with a peak

period of 2.02 s and the largest frequency chosen as

fmax=4fpeak. This implies that the largest error in the

Padé[2,2] phase speed is 23%. This is a rather large

error, and for practical use a smaller cutoff frequency

is generally recommended. On the other hand, this

error is valid for the deep parts of the domain, while

for the shallow part of the domain, the largest error in

phase speed is 0.4%. In the shallow part of the

domain, high-frequency bound waves are expected.

For this reason it was decided to retain this rather high

cutoff frequency, although it can be argued that the

high-frequency free waves are thus described inaccur-



Fig. 1. Bathymetry for the test of irregular waves passing a submerged bar. The vertical lines mark the position of measurement stations, as

referred to in Section 6.
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ately. The chosen frequency resolution corresponds to

a physical time series length of 200 peak periods,

resolved with 1600 time steps. The significant wave

height for the truncated spectrum is 3.63 cm. With this

wave height the largest waves on the bar top are close

to the limiting wave height for regular waves of the

peak period.

Due to the approximations involved when trans-

forming the time domain model to the evolution

equations (Eq. (2.8)), it is not feasible to compare

results of the two models directly. Even for the finest

discretisation of each model, the results will differ,

since the equations solved are not identical. Instead,

another approach was taken: for each model, a

number of runs were carried out with different

discretisations. The results of the finest grid was

regarded as the dtrueT solution for each model, and

thus used as a reference solution. For all other grids,

the error measure

Errtime series xð Þ ¼

1

M

XM
j¼1

jgj � gref ; jj

1

M

XM
j¼1

jgref ; jj
ð3:3Þ

was defined, where M is the number of points in

the time series. The error measure is defined in each

spatial point and can be interpreted as the mean

absolute error, normalised by the mean absolute

value of the reference time series. To describe the
deviation from the reference solution by one single

number, the mean error

Err4 ¼ 1

8

X24
x¼17

Errtimes series xð Þ; ð3:4Þ

was defined, being the mean value of the time series

errors on the flat bottom after the bar, taken over

spatial points with a distance of 1 m. Using this

single number from each run, a curve illustrating the

accuracy as function of CPU-time can be obtained.

The efficiency of the models can then be compared

by comparing these curves.

Using this approach, results of the two models are

never compared directly. This is appropriate since the

models are not identical. On the other hand, if one of

the models is much simpler than the other, it may

show a fast convergence with small CPU-times, still

producing a solution of low quality in a physical

sense. The results of the present investigation there-

fore show how fast each model can be solved

satisfactorily, once the user has accepted the approx-

imations involved with the model.

3.2.1. Results

The frequency domain model was solved using a

fourth-order Runge–Kutta type explicit scheme,

which is due to Scraton (1964). The reason for not

using a standard Runge–Kutta method is the follow-

ing: When integrating the solution in the interval

x=[xj; xj+Dx], the standard Runge–Kutta method

evaluates the right-hand side of the ODE-system in

the points (xj, xj+Dx/2, xj+Dx). If xj+Dx is a corner
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point of the bar, the solution in xj+Dx will be affected

by the new bed slope of the corner point. The effect

will be O(DxDhx), where Dhx is the change in hx over

the corner point. Hereby, the fourth-order accuracy of

the integration scheme is violated. Note that assigning

the pre-corner value of the bed slope to the corner

point does not solve the problem, but only moves it to

the next grid point after the corner.

The method of Scraton evaluates the right-hand

side in the points (xj, xj+2/9Dx, xj+1/3Dx, xj+3/4Dx,

xj+9/10Dx). The right-hand side is thus not evaluated

in the end point of the integration interval. This makes

it possible to retain the fourth-order accuracy of the

method, even though the bed slope is discontinuous in

the domain.

In Fig. 2, the time series error (Eq. (3.3)) is plotted

as function of space for the results of the frequency

domain model. The model was run with step sizes

varying between 1 m and 10�3 m, fixed for each run.

Results of the latter resolution was used as reference

solution.

The error decreases with decreasing grid spacing.

For fixed grid spacing, the error increases most

rapidly on top of the bar, where the nonlinear

contribution to the wave evolution is largest. In the

section of constant depth after the bar, the error is

almost constant, implying that the error induced at the

top of the bar is carried along in the remaining part of

the domain.
Fig. 2. Time series error as function of space for various step lengths.
The time domain model was solved on the same

computer, using a second-order finite difference

scheme, staggered in space and time. The initial

complex amplitude spectrum used for the evolution

equations was transformed to a time series and used as

the driving boundary condition in the time domain

model. The length of this time series was 200 peak

periods, and to warm up the computational domain, the

last 40 peak periods of the time series were copied to

the beginning of the signal. This results in a simulation

length of 240 peak periods, for which the solution is

periodic with a period of 200 peak periods. Only the

last 200 peak periods were used in the post-processing.

The incoming waves were generated internally in x=5

m, and sponge layers of 4 m length were incorporated

in each end of the domain. The total length of the

domain was 30 m.

Runs were carried out with grid spacings of

dx=(0.1, 0.05, 0.02, 0.01, 0.005) m, the latter being

used as reference solution. The Courant number was

chosen to be Cr ¼
ffiffiffiffiffi
gh

p
Dt=Dx ¼ 0:40 for all runs,

determined at the depth of 0.4 m.

The variation of the time series error (Eq. (3.3)) is

similar to the variation observed for the evolution

equations of Fig. 2. In Fig. 3, a short section of the

time series for g in x=24 m is shown for different grid

spacings. We see that the use of a too coarse grid

implies errors in the amplitude as well as the phase.

The solution obtained with a grid spacing of 0.02 m

has a value of Err* of 9.7%. On the plot, it seems very

close to the reference solution, thus indicating that

Err* is a rather hard error measure. This finding is
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general for all the time series analysed, andwe therefore

judged that an error level of Err*=10% is an acceptable

requirement for solutions of practical quality.

For each run of the two models, the CPU-time was

measured twice. The deviation between the two

measurements of CPU-time was in general of the order

O(1%). In Fig. 4, the values of Err* are plotted as

function of CPU-time for the two models. A straight

line is fitted to the points in the double logarithmic

plot. The different slopes of the lines are due to the

different orders of accuracy for the numerical schemes

used. The difference in CPU-time increases with

increasing error level. For a time series error of

10%, the ratio between the CPU-times is 117. As

mentioned, we consider this error level as a reasonable

target for practical applications.

Obviously, the CPU-time is affected by a number of

factors. The above test should therefore not be regarded

as a precise estimate of the difference in CPU-times,

since a factor of 2 or even 5 could easily enter the CPU-

times obtained. Also, the above results are just for one

single physical test. Nevertheless, the large ratio of

about 100 clearly shows that evolution equations are

indeed faster to solve than the corresponding time

domain models. The main reason for this is the smaller

need of spatial resolution for the evolution equations.

While the time domain model must resolve the whole

wave profile, the evolution equations only need to

resolve the complex wave amplitudes, which vary

slowly in space. Further, the requirement of a Courant

number less than 1 for the time domain model enforces

a much smaller time step, than needed for describing
Fig. 4. Lines fitted through CPU-time results for irregular waves.
the cutoff frequency as a Nyquist wave. Within

evolution equations, there is no coupling between the

choice of spatial step and frequency resolution. Finally,

no warm up time is needed for the evolution equations.

For the present test, the warm up time chosen resulted

in a 20% increase of the total simulation time. For

regular waves, the ratio of warm up time to the total

simulation time becomes very large.

Summarising, the above test indicates that evolu-

tion equations are much faster to solve than the

corresponding time domain models. However, as the

models are not identical, it is interesting to ask how

much the results differ between the models. We get

back to this issue in Sections 5 and 6.
4. Wave breaking in evolution equations

Using FFT to toggle between time series and

complex wave spectra opens up the possibility of

transferring methods and ideas from time domain

Boussinesq formulations to their evolution equation

counterparts. We here exploit this possibility by

adopting the surface roller breaking concept into the

evolution equations of Madsen and Sørensen (1993).

This breaking model has been found to describe the

wave shape and wave height decay of breaking waves

with good accuracy (see Schäffer et al., 1993; Madsen

et al., 1997a). Before describing the incorporation of

the roller model into evolution equations, a review of

breaking formulations in frequency domain and time

domain is given.

4.1. Review of breaking formulations

4.1.1. Frequency domain breaking models

Traditionally, breaking in evolution equations is

included through a quasi-linear damping term, simply

added to the right-hand side of the model:

ap;xjbreaking ¼ � 1

2

rpDXN
n¼1

rnFn

ap;

p ¼ 1; N ;N : ð4:1Þ

Here D is the spatial decrease in total energy flux due

to breaking, which must be supplied by an empirical
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breaking formulation, and Fn is a linear estimate of

the energy flux at frequency n. The energy dissipation

is weighted by the weighting function rp.

Formulations of this kind have been used by several

authors (Mase and Kirby, 1992; Kaihatu and Kirby,

1995; Eldeberky and Battjes, 1996). To calibrate rp,

Mase and Kirby (1992) analysed laboratory data for a

uniformly sloping beach. The analysis showed that rp

is a growing function of frequency, and Mase and

Kirby found that an fp
2 dependence was reasonable

( f is frequency). They therefore chose the weighting

rp ¼ F þ 1� Fð Þ f 2p

XN
n¼1

janj2

XN
n¼1

f 2p janj
2

ð4:2Þ

with F=0.5. F=1 corresponds to dissipating the energy

flux proportionally to the energy flux content at each

frequency.

A breaking scheme of the above type was

incorporated in the evolution equations of Madsen

and Sørensen (1993) by Eldeberky and Battjes (1996).

They assumed a uniform distribution of rp, corre-

sponding to F=1 in Eq. (4.2). The gradient of the

energy flux was determined from the dissipation

model of Battjes and Janssen (1978) for irregular

waves. This model states that the spatial decay of

energy flux due to breaking can be expressed as

D ¼ qg
a
4
fcQbH

2
max ð4:3Þ

where a is a free parameter of order 1, fc is a

characteristic frequency, and Hmax is the maximum

local wave height, estimated as Hmax=ch, where

ca[0.6; 0.8] and h is the local depth. Qb is the so-

called fraction of broken waves, which is given by

1� Qb

ln Qb

¼ � Hrms

Hmax

� �2

: ð4:4Þ

Further details are given in Battjes and Janssen

(1978).

4.1.2. Influence of breaking on skewness and

asymmetry

The results of Eldeberky and Battjes (1996) suggest

that a uniform distribution of the energy dissipation is
sufficient for modelling the power spectra of breaking

irregular waves. On the other hand, Mase and Kirby

(1992) found that a weighting with f 2 should be used.

This discrepancy was investigated in detail by Chen et

al. (1997), who incorporated a breaking model like Eq.

(4.1) into the evolution equations of Chen and Liu

(1995). Ten data sets obtained in the laboratory as

well as in the field were modelled. The overall

conclusion was that the shape of the power spectra

is not sensitive to the spectral distribution of the

breaking dissipation. The higher-order measures of

skewness and asymmetry, however, are significantly

improved by choosing F=0 in Eq. (4.2).

It may seem a little surprising that the spectral

shape is unaffected by the frequency dependence of

the breaking dissipation. As suggested by Chen et

al. (1997), a possible explanation is that the non-

linear energy transfer rearranges the spectral energy

content during wave breaking. This explanation is

supported by the work of Elgar et al. (1997), who

analysed field measurements of wave breaking. The

frequency distribution of the dissipation due to wave

breaking was found to be similar to the frequency

distribution of the net effect of nonlinear energy

exchange. This indicates that the nonlinear inter-

actions restore the spectral energy content in the

frequencies where dissipation occur. This is further

supported by the findings of Herbers et al. (2000).

However, even though the nonlinear interactions

may compensate for a wrong distribution of the

energy dissipation in a numerical model, this is

expectedly not the case for the phases. This may

explain that the higher-order measures of skewness

and asymmetry are not well modelled for a uniform

breaking distribution.

In this paper, we base the discussion of the wave

shape on evaluation of actual time series of the waves,

rather than on the derived statistical measures of

skewness and asymmetry. We find that this gives a

better physical interpretation of the results. Further,

we find that time series provide a better material for

investigating the ability of evolution equations to

produce results of similar quality as time domain

models.

4.1.3. Time domain breaking models

In time domain Boussinesq formulations, a

number of breaking formulations exist. Several



Fig. 5. Definition sketch and velocity profile for the roller model.

The symbols are d=total water depth, c=wave speed, d=roller
thickness and u0=horizontal velocity below roller region.

Fig. 6. Time domain roller detection. A roller thickness d0 is

determined geometrically using a line of slope /. Later on, d0 is

multiplied by a constant factor fd to obtain the roller thickness d.
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authors (Tao, 1983; Abbott et al., 1983; Zelt, 1991;

Sato et al., 1991; Karambas and Koutitas, 1992;

Kennedy et al., 2000) have included the effect of

wave breaking through an eddy-viscosity concept.

In these works, the eddy viscosity formulation is

based on horizontal gradients of the depth-integrated

or depth-averaged horizontal velocity. Another

approach is the incorporation of the surface roller

concept, leading to an additional pressure term in

the momentum equations (Deigaard, 1989; Broc-

chini et al., 1992) or an additional convective

momentum term (Schäffer et al., 1993) in the

momentum equations. Recently, Veeramony and

Svendsen (2000) have presented a breaking model

based on the vorticity generated by the breaking

process.

Schäffer et al. (1993) applied their roller

breaking model to regular and irregular waves

breaking over a submerged bar. Further tests were

presented by Madsen et al. (1997a) for uniformly

sloping beaches. Since their Boussinesq model

was only weakly nonlinear, the full wave height

at the location of initial breaking was not reached

for some of the tests. Apart from this, however,

the model results for wave profiles and setup were

in good agreement with measurements. Even the

delayed onset of the setup just after the initiation

of wave breaking is captured by the model. In a

companion paper, Madsen et al. (1997b) presented

results for irregular waves, including modelling of

surf beat and run-up in the swash zone. The

modelling of these phenomena was made possible

by incorporating a moving shoreline boundary

condition at the beach. As for regular waves, a

good match for the shape of the wave profiles as

well as phase-averaged quantities was obtained.
4.2. The roller breaking model

The roller model was initially suggested by

Svendsen (1984) for a phase-averaged model. The

basic concept is to divide the breaking wave into a

region which is part of the irrotational wave motion

and a roller region on top of this, in which a bulk of

water is moved passively with the wave front towards

the beach. This is sketched in Fig. 5. The vertical

thickness of the roller region is denoted d.
The introduction of the roller region leads to a

discontinuity in the velocity profile for the horizontal

velocity at the lower boundary of the roller region (see

Fig. 5). Schäffer et al. (1993) re-derived the nonlinear

shallow water equations for this modified velocity

profile and added the classical dispersive Boussinesq

terms. Madsen et al. (1997a) followed this approach,

adding their enhanced dispersive Boussinesq terms.

The resulting mass equation is identical to Eq. (2.1),

while the momentum equation (Eq. (2.2)) was altered

by the addition of a term BR/Bx.

The quantity R is the vertically integrated excess

momentum flux due to the roller and is a function of

the roller thickness d, the depth h, the volume flux P,

the wave celerity c and the free surface elevation g:

R ¼ d
1� d=d

c� P=dð Þ2; d ¼ hþ g: ð4:5Þ

In the time domain formulation, the roller thick-

ness is determined by a heuristic geometrical

approach. A critical slope of the wave front tan /
is defined, and the toe of the roller is determined as

the first point in which the surface slope exceeds

this value. The roller region is then determined as

the part of the wave profile lying above a line

passing through the roller toe and having the critical

slope tan /. This is sketched in Fig. 6. To allow for
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a little more volume of the roller, the initial roller

thickness is multiplied by a shape factor fd to obtain

the roller thickness d=fdd0. Further, the limiting

surface slope tan/ is given a time dependence

starting from tan/B decaying to tan/0 within a

time scale of t1/2:

tan/ tð Þ ¼ tan/0 þ tan/B � tan/0ð Þ

� exp � ln 2 t � t0ð Þ=t1=2
 �

ð4:6Þ

This is based on the observation that waves have

rather steep fronts just before breaking, while they

turn into a travelling bore state in the surf zone,

with a much smaller limiting angle. For the

Boussinesq model (Eqs. (2.1) and (2.2)), the

parameter values /B=208, /0=108, fd=1.5 and t1/2=

T/5 were selected by Schäffer et al. (1993) and

Madsen et al. (1997a).

4.3. Adapting the roller model to the frequency

domain

In the above approach, the roller thickness is

determined as

d0 x; tð Þ ¼ g x; tð Þ � gtoe � xtoe � xð Þtan/ tð Þ;
d0z0 ð4:7Þ

when a spatial wave profile is given. Here subscript

dtoeT refers to the toe of the surface roller. This

expression is evaluated for fixed t. When the spatial

variation of the wave field is only known for xbx0, as

is the case during the integration of a set of evolution

equations, the latter term cannot be evaluated. This

difficulty can be overcome by rewriting d0 in terms of

a time series for g.
To allow for this, we assume that the roller region

of the breaking wave travels with permanent form

locally. That is d0=d0(x�ct) and thereby d0,t=�cd0,x
and similarly for g. Differentiating Eq. (4.7) with

respect to x, and using the permanent form assump-

tion locally yields d0,t=gt�c tan/(t), which is easily

integrated to

d0 x; tð Þ ¼ g x; tð Þ � gtoe � c

Z t

ttoe

tan/ tð Þdt;

d0z0 ð4:8Þ
which can be evaluated for fixed x. This formulation

is also feasible in time domain Boussinesq models,

where it offers a significant simplification for the case

of two horizontal dimensions (see Sørensen et

al., 2004). When d0 is calculated using Eq. (4.8),

the breaking criterion is changed to a critical value for

gt. Again, assuming that the wave travels with

permanent form locally, we use gtNc tan / as the

breaking criterion. For c we use the estimate

c ¼ m
ffiffiffiffiffi
gh

p
, where m=1.3 corresponds to the suggestion

of Stive (1980). Note that using the linear phase speed

for c is not appropriate, since this is known to be

smaller than the phase speed of a breaking (and thus

nonlinear) wave. Once d0 is determined, d is found as

d=fdd0 and R is calculated using Eq. (4.5).

In the wave equation (Eq. (2.3)), the inclusion of

roller breaking results in the addition of the term Rxx at

the right-hand side. Hence, following the derivation of

Eq. (3.1), the roller effect can be included in the

evolution equations as

ap;x ¼ � i
b0;p

b1;p

ap � bs;p

hx

h
ap

þ i

b1;p

N̂N p;xx þ R̂Rp;xx

h i
e
i
R

kpdx; ð4:9Þ

where R̂Rp;xx is the pth Fourier coefficient of Rxx,

defined through Rxx ¼
Pl

p¼�l R̂Rp;xxe
ipxt. Assuming

that R, locally, is moving with constant form with

the wave, i.e. R=R(x�ct), we approximate Rxx by

Rtt/c
2. The time differentiation is performed after the

Fourier transformation to the frequency domain,

such that the breaking term at each frequency enters

the model as

ap;x ¼ � i
b0;p

b1;p

ap � bs;p

hx

h
ap

þ i

b1;p

N̂N p;xx �
x2

p

c2
R̂Rp

#
e
i
R

kpdx;

"
ð4:10Þ

where R̂Rp is defined similarly to R̂Rp;xx.

4.4. Inclusion of mean water level variations in the

model

The set of evolution equations (Eq. (4.10)) does not

treat the mean flow variables ḡ and P̄. In all physical
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situations of one-dimensional wave propagation, P̄x=0

due to mass flux conservation. Hence, there is no need

to establish an equation for P̄. For one-dimensional

waves propagating towards a beach we have P̄=0. The

mean water elevation ḡ, however, is nonzero.
We can obtain such an equation by time averaging

the momentum equation (Eq. (2.2)). In this averaging,

we use that the time average of a time derivative of a

flow variable is zero for a periodic flow. We further

assume that ḡ is of similar magnitude as the bound

second-order waves and is slowly varying in space.

This allows for calculating ḡ with basis in the free

first-order wave field and to neglect derivatives of

higher order than the first derivative of ḡ. With these

considerations, we get from Eq. (2.2) with the added

roller term:

ḡx ¼ � 1

gh

�
P2

h
þ 1

2
gg2 þ R

�
x

ð4:11Þ

where the brackets hi denote time averaging similarly

to the over-bar .̄ A similar equation was derived by

Madsen et al. (1997a).

The above equation can be integrated numeri-

cally along with the integration of the evolution

equations. The nonlinear time series within the

averaging bracket is calculated from the wave

amplitudes with the aid of inverse FFTs in each

step. The mean value of R is easily provided as

part of the breaking calculation. The spatial

derivative involved can be calculated numerically,

using a backward finite difference approximation.

Writing Eq. (4.11) as ḡx=�K̄ x/gh, this can be done

with fourth-order accuracy by fitting a polynomial

through the actual point (x, K̄) plus the last four points

and evaluating the polynomials first derivative in the

actual point. However, we found this approach

nonfeasible, due to a lack of smoothness of R̄.

As a more robust alternative, the first-order

derivative was therefore obtained by fitting a line

through the actual point (x, K̄) plus the last four

points and using the slope of this line as the

derivative of K̄. A comparison between the two

approaches for calculation of ḡ for the regular wave

test of Section 5 gave graphically identical results,

but the latter approach could be used with larger

spatial integration steps.
4.5. How the setup affects the wave field

In the above derivation, we have formally assumed

that ḡ is of the same order of magnitude as the second-

order bound waves. We can therefore consistently

calculate the harmonic wave field without taking the

setup into account. However, within the breaking

zone, practical experience show that the setup can be

of similar magnitude as the harmonic amplitudes, and

therefore it may be reasonable to include the effect of

the setup into the calculations of the wave field.

The summation ranges of the nonlinear interaction

terms in Eq. (2.8) allows for inclusion of a setup

through the zeroth harmonic. The interaction coef-

ficient, however, must be modified slightly when one

of the interacting frequencies is zero. We consider the

nonlinear term

Np ¼ � ig

b1;p

XN
s¼p�N

ks þ kp�s

� �2

� 1

2
þ 1

gh

xs

ks

xp�s

kp�s

asap�s

� �
e
�i
R

ksþkp�s�kpð Þdx;

ð4:12Þ
see Eq. (2.8). For s=0 we get

Np term from s¼0 ¼ � ig

b1;p

k2p�s

1

2
þ 0

� �
a0ap

¼ � ig

b1;p

k2p
1

2
ḡap; ð4:13Þ

where the zero in the interaction coefficient arises

because P̄=0. With this modification of the coefficient,

and a similar modification of the coefficient for

p�s=0, the influence of the setup can be treated

through the nonlinear terms. The above approach has

been used for all frequency domain results for

breaking waves in this paper.
5. Results for regular waves

We here present results for breaking of regular

waves. The physical test chosen is the test of Ting and

Kirby (1994) for spilling breakers. In these experi-

ments, waves with a period of 2 s propagate over a

uniformly sloping beach of slope 1:35. The initial



Fig. 7. Envelope for the spilling breaker test of Ting and Kirby

(1994). Frequency domain roller model with default parameters,

time domain model and experimental results. The lower panel

shows the bathymetry.
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depth is 0.4 m and the initial wave height 0.125 m. To

simulate this test with the time domain model, a grid

spacing of 0.02 m and a time step of 0.005 s were

used. Within the breaking model, the parameters

/B=208, /0=108, T1/2=T/5 and fd=1.5 were chosen,

as recommended by Madsen et al. (1997a).

As a first attempt, the frequency domain model was

run with the same parameters and with c ¼ 1:3
ffiffiffiffiffi
gh

p
.

Fig. 8. Wave envelopes for f 2-weighted conventional breaking, roller break
Seven harmonics were included in the calculations,

and the roller term was calculated with a resolution of

128 points in the time series.

Fig. 7 shows the wave envelope for the time

domain and frequency domain simulations. Also, the

experimental values are plotted. The time domain

model does not reach the experimentally observed

wave height at the initiation of breaking. This is due to

the assumption of weak nonlinearity in this model,

and has been commented on by Madsen et al. (1997a)

as well. Second, the initial trough level and mean

water level are smaller than for the experimental

results, leading to an overall lowering of the wave

profile of the numerical solution. The breaking point

and the decay of the crest elevation, however, are

modelled satisfactorily.

For the frequency domain model, the wave shoals a

little less than the time domain solution. The breaking

initiates later than for the time domain model. This

results in a rather poor comparison with the results of

the time domain model and the experimental results.

The frequency domain model can be tuned to

match the results of the time domain model by

adjusting the breaking parameters. Thus for /B=168,
/0=88, T1/2=T/5, fd=1.5 and c ¼ 1:1

ffiffiffiffiffi
gh

p
, the enve-

lope of the wave field is plotted in Fig. 8 along with
ing and time domain model. The lower panel shows the bathymetry.
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the time domain results as well as results for the

Battjes and Janssen (1978) breaking model with f 2-

weighted dissipation. With the adjusted parameters,

the point of initial wave breaking and the decay of the

crest height match the time domain results well. The

mean water level and the trough level are both

increasing inside the surf zone, with a similar shape

as the time domain results, although the initial growth

is 1–2 m ahead of the time domain results.

While the adjustment of the breaking parameters

leads to a better match with the time domain results, it

is unsatisfying that the values of the parameters now

differ between time domain and frequency domain.

However, examining the model performance for a set

of dbest matchT parameters’ is the first step in

investigating the overall quality of the model. A

second step would then be to establish a general set of

recommended parameters through application of the

model to several test cases. For the present study,

however, we regard the first step as sufficient.

The f 2-weighted breaking results were obtained

using seven harmonics and the parameters a=1.2 and

c=0.8. For this test of regular waves,Hrms was replaced

by Hreg ¼ 4
PN

p¼1;podd japj, being the wave height of a
Fig. 9. Profiles in space for frequency domain roller model with adjusted

plotted for fixed time values. The vertical position of the mean water leve

This time measure is shown on the vertical axis. The lower panel shows
perfectly regular wave. Further, the breaking scheme

was not activated until x=16.7 m, since otherwise

breaking would initiate much earlier on the slope.

When calculating the mean water variation, the

formula (4.11) was used, omitting the R̄x term, since

this is not generally known for this breaking

formulation. The crest height within the surf zone of

this formulation decays rapidly in the first part of the

surf zone, leading to smaller wave heights than for the

other models. The growth of crest height and mean

water level initiates about 1 m before the results of the

roller breaking formulation of the frequency domain,

expectedly due to the omission of the R̄x term.

Spatial profiles of the waves are compared in Fig. 9

for the time domain model and the frequency domain

roller model. The plot is stacked in time and the

vertical scaling of the waves is arbitrary. Up till the

point of breaking, the wave shape is rather similar

between the models, while as the waves transform

through the surf zone, the frequency domain results

show a lack of steepening and asymmetry, when

compared to the time domain results. The waves of

the frequency domain model do not lean forward to

the same extent as the waves of the time domain
parameters. Comparison with time domain model. The profiles are

l has been shifted vertically by t/T (time relatively to wave period).

the bathymetry.
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model, and the characteristic sawtooth shape of the

time domain waves is not achieved. Further, the

waves within the frequency domain model clearly

propagate with a larger phase speed than the waves of

the time domain model. We return to this aspect in

Section 7.

Another way to asses the shape of the waves is

to consider time series at different locations, as

depicted in Fig. 10. Time series of the free surface

elevation from the frequency domain roller model

are compared to time domain results and laboratory

data. To ease the comparison, the profiles have been

aligned horizontally, such that all crests occur at t=1

s. The time domain data show a smaller crest

elevation than for the measured data, as well as a

lack of steepness in x=16.77 m. This has already

been discussed in relation to Figs. 8 and 9. As the

wave enter the surf zone, the comparison becomes

progressively better, and from x=17.98 m and

onwards, a satisfactory description of the wave

shape is achieved—including the characteristic

sawtooth shape of the breaking waves.
Fig. 10. Time series for measured data, time domain model and frequency

crest is always at t=1 s.
For x=16.77 m, just after initiation of breaking, the

profiles of the frequency domain roller model match

the time domain results rater well, the slightly smaller

wave height of the frequency domain results being the

largest deviation. Inside the breaking zone, the waves

of the frequency domain roller model tend not to lean

as much forward as for the time domain model and

measured data. Also, while the data and time domain

model results maintain a straight dbackT to the right of

the crest, the frequency domain roller results show a

more humped look.

In Fig. 11, results from the time domain model, the

frequency domain roller model and the f 2-weighted

conventional breaking model are shown for six

locations equidistantly spaced between x=16.7 m

and x=21 m. The results obtained with f 2-weighted

breaking clearly show a smaller wave height for

x=17.56 m and x=18.42 m when compared to the

results of the frequency domain roller model. For

these smaller waves, the back of the wave is more

straight than for the roller model. For the three last

frames x=(19.28, 20.14, 21.0) m, however, the time
domain roller model. The time series are aligned horizontally, so the



Fig. 11. Time series for f 2-weighted conventional breaking, roller breaking and time domain model. The time series are aligned horizontally, so

the crest is always at t=1 s.
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series are very similar to the time series of the

frequency domain roller model. This includes the

hump at the back of the roller in x=19.28 m and

x=20.14 m. In the last two frames, the time series of

the frequency results are almost symmetric, in

contrast to the asymmetric shape of the time domain

results.

This specific test of regular waves thus suggests

that a conventional breaking model with f 2-

weighted breaking is able to produce wave profiles

of a similar quality as the frequency domain roller

model.
6. Results for irregular waves

We now show the results for a test of irregular

waves. A faithful description of irregular waves

requires that the breaking model is able to detect

when a given wave in a wave series is breaking,

while nonbreaking waves should be left unaltered.

As the frequency domain roller breaking model is
based on a processing of the actual deterministic

time series for the local wave field, it can be

expected that the model is able to localise the effect

of breaking better than a conventional bulk breaking

model.

To test this hypothesis, we choose the test of Beji

and Battjes (1993) for irregular waves breaking over

a submerged bar. The bar topography is identical to

the one in Fig. 1. The specific test chosen is for a

narrow-banded spectrum of peak frequency fpeak=0.4

Hz and a significant wave height of 4.2 cm. The

wave field was sampled at 10 Hz in six stations, as

shown in Fig. 1. The length of the sampled time

series is Tdur=899.68 s, corresponding to a fre-

quency resolution of f1=1/Tdur=1.11�10�3 Hz. For

the frequency domain simulations, the maximum

frequency was chosen as fmax=2.0 Hz, giving a

maximum error in linear phase speed of 23% at the

largest depth of 0.4 m. This is a rather large error,

and would usually lead to the choice of a smaller

cutoff frequency for the spectrum. However, when

inspecting time series for the free surface elevation



Fig. 12. Significant wave height, Hm0 for the experimental data, a model run without breaking, the roller model, uniform breaking and f 2-

weighted breaking. The abscissa, x, is the spatial coordinate along the direction of wave propagation.

H. Bredmose et al. / Coastal Engineering 51 (2004) 1117–1142 1133
at the top of the bar, it was found that a smaller

cutoff frequency lead to a poor representation of the

wave profiles, with spurious wiggles at the cutoff

frequency. At the bar top, the error in linear phase

speed is only 0.4% for f=2 Hz. We have therefore

chosen to retain this relatively high cutoff frequency.

This leads to a total number of 1800 frequencies.

The number of points in the time series used for
Fig. 13. Surface elevation of dat
calculation of the nonlinear term and the breaking

term was chosen to be 8192. The parameters

/B=118 , /0=58 , T 1/2=T peak/10, f d=1.5 and

c ¼ 1:1
ffiffiffiffiffi
gh

p
, were used for the roller calculations.

These parameters were chosen to fit the wave height

decay of the experimental results. Admittedly, one

set of standard parameters for the frequency domain

roller breaking model would be preferable. How-
a and nonbreaking model.



Fig. 14. Surface elevation of data and roller breaking model.
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ever, as a first start, it is convenient to study how

the model performs for a set of parameters fitting

the wave height decay well.

Simulations were also carried out with the conven-

tional breaking model, for uniform as well as

f 2-weighted dissipation. Here the parameters a=1.0,
c=0.6 were used for the uniformly weighted case, and

a=1.2, c=0.65 for the f 2-weighted case.

In Fig. 12, Hm0 is shown for the experimental data,

a model run without breaking, the frequency domain

roller model, uniform conventional breaking and

f 2-weighted conventional breaking. Hm0 is an esti-

mate of the significant wave height Hs, and is defined

by Hm0=(16m0)
1/2, where m0 is the zeroth moment of
Fig. 15. Surface elevation of data and conventional bre
the spectral energy content. For a discrete spectrum

we determine this as

m0 ¼
XN
p¼�N

jgpj2: ð6:1Þ

The breaking proces leads to a substantial decay in

Hm0 as the waves pass the bar. All the breaking

models are calibrated satisfactorily to match the

experimental points.

We now examine the shape of the wave profiles.

We focus on a group of breaking waves, preceded by

a few waves of smaller amplitude. In Fig. 13, time

series of the experimental data and the nonbreaking
aking model with uniformly weighted breaking.



Fig. 16. Surface elevation of data and f 2-weighted conventional breaking model.
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model are plotted for stations 4, 5 and 8, correspond-

ing to the midpoint of the bar top, the upper down-

wave corner of the bar and the lower down-wave

corner of the bar. For the nonbreaking waves, the

model matches the experimental data with only small

discrepancies, while for the breaking waves, the

simulated waves are too high, and secondary crests

are formed, following the primary waves. In the last

station, the comparison between the model and

experiments is rather poor.

The results of the roller breaking model and the

conventional breaking model with uniform breaking

are shown in Figs. 14 and 15, respectively. For the

breaking waves in stations 4 and 5, both of the
Fig. 17. Surface elevation of the nonbreaking simulation minus the surface

results of the roller breaking model while the dotted line is results of f 2-w
breaking models produce secondary wiggles follow-

ing the primary waves. This tendency, however, is not

as strong for the roller model, as for the conventional

breaking model. In station 5, the sawtooth shape of

the breaking waves is completely lost by the conven-

tional model, while the roller model retains some

asymmetry for the profiles.

Results for f 2-weighted conventional breaking are

shown in Fig. 16. The results are qualitatively similar to

the results obtained with uniform weighting of the

dissipation. A direct comparison of the two sets of

results of conventional breaking shows that the

f 2-weighting reduces the depth of the spurious wave

trough following the crests of the breaking waves
elevation for a simulation including wave breaking. The solid line is

eighted breaking.



H. Bredmose et al. / Coastal Engineering 51 (2004) 1117–11421136
slightly. Also the asymmetry is slightly improved,

although none of the simulations here presented are

able to reproduce the sawtooth shape of the exper-

imental wave profiles.

Having examined the shape of the breaking waves,

we now return to the ability of the breaking models of

localising the actual breaking events. This is examined

in Fig. 17, which shows gnonbreak�g for the simu-

lations carried out with the roller model and the

f 2-weighted conventional breaking model, respec-

tively. Here gnonbreak is simply the results of a

simulation with the wave breaking turned off. The

time series depicted cover the first 80 s of the

experimental time series. For waves that have not

been breaking, gnonbreak�g is zero, while wave crests

that have been breaking are characterised by nonzero

values. For the roller model, the broken wave crests

are easily identified, and gnonbreak�g is clearly zero

between these crests. Remarkably, the same holds for

the results of the f 2-weighted breaking model, except

for an event of spurious breaking around t=28 s. Thus,

although the conventional breaking model does not

operate on the time series, but rather on the spectrum,

the effect of breaking is well localised to the actual

broken wave crests in the time series. The results for

the uniformly weighted breaking model are similar

with respect to the ability of localising the breaking

wave crests, and are therefore not shown here.

For this test of irregular waves, we conclude that

the wave profiles obtained with the roller breaking

model are more asymmetric than for the bulk

dissipation models. However, as all the simulated

results have problems with secondary crests in the

profiles of breaking waves, we do not regard the

improvement obtained with the roller breaking model

as substantial. Further, and rather surprising, we

observe that the bulk dissipation model is able to

localise the breaking wave crests satisfactorily.
7. Analysis of the embedded amplitude dispersion

of the models

As was seen in Fig. 9, the waves calculated with

the frequency domain model travel faster than the

corresponding waves of the time domain model. This

observation is valid both before and after breaking,

and the deviation in phase speeds is therefore
expected to relate to properties of the two models in

their nonbreaking formulations. As the two models

have identical linear dispersion properties, the differ-

ence in phase speed must be due to a difference in the

description of amplitude dispersion in the models.

We thus here analyse the amplitude dispersion in

the models using a third-order Stokes type perturba-

tion analysis.

7.1. Analysis of time domain models

Madsen and Sørensen (1993) carried out such an

analysis for the time domain model (Eq. (2.3)) in its

strictly quadratic formulation, i.e. under the approx-

imation (I) (see Section 2.1). We here extend the

analysis to include the full nonlinear term. Thus for

constant depth, we substitute the following solution

ansatz into the time domain model (Eq. (2.3))

g x; tð Þ ¼ e
k1

cosh þ e2

k1
ÃA2cos2h þ e3

k1
ÃA3cos3h ð7:1Þ

with

h ¼ xt � k1x x ¼ x1 1þ e2x13

� �
ð7:2Þ

and where e=k1A1 is assumed small. This solution

constitutes a primary wave with bound harmonics at

second and third order, with a modulated angular

frequency, x. The coefficients (Ã2, Ã3, x13) are

dimensionless functions of kh, being of order O(1) in

the e-hierarchy.
Insertion of this ansatz leads to a hierarchy of

equations in different orders of e. At first order, the
linear dispersion relation of the model is recovered,

while at second order, an explicit expression for Ã2 is

found. At third order, solutions for Ã3 and x13 are

obtained. The solution for x13 is

x13¼
9

16

1

j4

�
1þ2ðBþ1=9�C=3Þj2þ B2þ 2

9
B� 2

3
CB

� �
j4

1þ 2Bþ 1=3ð Þj2 þ B Bþ 1=3ð Þj4

ð7:3Þ
with j=kh. In the analysis, the last nonlinear term in

Eq. (2.3) has been written as [P2/(h+Cg)]xx, and C is



Fig. 18. Dispersion diagram. Two linear waves (A, B) on the linea

dispersion curve and a nonlinear wave (C). The nonlinear wave can

be described by modulation of x for wave (A) or modulation of k

for wave (B).
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therefore a Boolean variable, toggling between the full

nonlinear term (C=1) and the simplified quadratic

formulation, as implied by approximation (I) (C=0).

For C=0, the result of Madsen and Sørensen (1993) is

recovered, although the coefficients of the j4 terms

were not given explicitly in their paper.

7.2. Analysis of frequency domain models

In the frequency domain model, xp are fixed

numbers and are therefore not allowed to be modu-

lated. The modulation of the wave speed therefore

enters through a modulation of the wave number, and

we thus search for a solution of the form (7.1) but with

h ¼ x1t � kx k ¼ k1 1� e2k13
� �

: ð7:4Þ

Matching this solution ansatz (Eq. (7.1)) with the

expansion (Eq. (2.4)) gives

a1 ¼
1

2

e
k
e�i k�k1ð Þx ð7:5aÞ

a2 ¼
1

2

e2

k
ÃA2e

�i 2k�k2ð Þx ð7:5bÞ

a3 ¼
1

2

e3

k
ÃA3e

�i 3k�k3ð Þx: ð7:5cÞ

We write the evolution equations in the short form

ap;x ¼ i
XN

s¼p�N

Ws;p�sasap�se
�i ksþkp�s�kpð Þx ð7:6Þ

where the interaction coefficient Ws,p�s is defined by

the identity of the above equation with Eq. (2.8) for

constant depth. In the presence of only three

harmonics, the evolution equations can then be

written

a1;x ¼ 2iW2;�1a2a�1e
�i k2�2k1ð Þx ð7:7Þ

a2;x ¼ iW1;1a
2
1e

�i 2k1�k2ð Þx ð7:8Þ

a3;x ¼ 2iW2;1a1a2e
�i k1þk2�k3ð Þx: ð7:9Þ

Insertion of Eqs. (7.5a)–(7.5c) now gives a hierarchy

of equations in e. The (e0, e1) equations are identically
satisfied, while at O(e2), Eq. (7.8) yields the solution

for Ã2. At O(e3), Eq. (7.7) gives the solution for k13,
while Eq. (7.9) gives the solution for Ã3. The

solutions are

k13 ¼
W2;�1W1;1

2k31 k2 � 2k1ð Þ ;

ÃA2 ¼
W1;1

2k1 k2 � 2k1ð Þ ;

ÃA3 ¼
W2;1W1;1

2k21 k2 � 2k1ð Þ k3 � 3k1ð Þ : ð7:10Þ

To relate k13 to x13, we consider the sketch in Fig.

18. Here a curve representing the linear dispersion

relation of the model is drawn. Corresponding pairs

of (x, k) for linear waves, produce points on the

curve, while nonlinear waves produce points above

the linear dispersion curve, since their phase speed

x/k is larger than for linear waves. Such a nonlinear

wave is represented in the figure by point (C). If

this nonlinear wave is described using a modulation

of x, it originates from the linear wave (A), sharing

its wave number k1. The vertical distance between

(A) and (C) is e2x1x13. Similarly, if the nonlinear

wave is described using a modulation of the wave

number, it originates from the linear wave (B)

having the same angular frequency (x1) and the

horizontal distance between this wave and the

nonlinear wave is e2k1k13. We can relate k13 to

x13 by considering the triangle defined by these

two linear waves and the nonlinear wave. As the
r
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slope of the dispersion curve is Bx/Bk we have

e2x1x13=e2k1k13(Bx/Bk), and thereby

x13 ¼
cg

clin
k13: ð7:11Þ

Note that since the deviation between the wave

numbers and angular frequencies for the linear and

nonlinear waves are of order O(e2), cg, the group

velocity, and clin, the linear phase speed, can be

evaluated in any of the three points as desired.

With these results, we can compare the description

of amplitude dispersion in the two models by compar-

ing the values of x13 as function of frequency. This is

done in Fig. 19, where the values have been normalised

by the value of x13 for regular Stokes waves, which is

taken as the target solution. For the Stokes waves, the

solution for a zero mass flux is used, corresponding to

wave propagation towards a beach. This solution is

given in Fenton (1985) and reads in our notation

x13 ¼
2þ 7S2

4 1� Sð Þ2
� 1

2

1

jtanhj
; S ¼ sech2j

ð7:12Þ

where the last term ensures a zero mass flux in the

direction of wave propagation. If the last term is
Fig. 19. x13 for the time domain model (Eq. (2.3)) and the frequency dom

zero mass flux.
omitted, the solution corresponding to a zero

Eulerian mean velocity below wave trough level

is recovered. The ratio between these two solutions

for x13 can be as large as 2.5, and it is therefore

important to specify which reference solution is

used for normalising.

From Fig. 19, the time domain model’s

description of amplitude dispersion agrees well

with the target solution until, say, x
ffiffiffiffiffiffiffiffi
h=g

p
¼ 0:5,

where it decays towards zero. Actually, for xffiffiffiffiffiffiffiffi
h=g

p
¼ 1:3 a negative value of x13 is achieved.

This is unphysical and is due to the violation of

the long wave assumption of the model deriva-

tion for large frequencies. Note that these results

differ from those of Madsen and Sørensen

(1993) with respect to two points: first, we here

analyse the full nonlinear term and second, we

use the Stokes reference solution with a zero

mass flux.

The evolution equations show a strong over-

prediction of the amplitude dispersion, being as

large as twice the value of the Stokes solution for

x
ffiffiffiffiffiffiffiffi
h=g

p
c0:75. For the test of Ting and Kirby

(1994), x
ffiffiffiffiffiffiffiffi
h=g

p
¼ 0:6 for the flat section of the

bathymetry. Here x13 of the evolution equations is
ain model (Eq. (2.8)) normalised by the result for Stokes waves for a



H. Bredmose et al. / Coastal Engineering 51 (2004) 1117–1142 1139
more than twice as large as for the time domain

model, and the plot therefore explains the devia-

tions in phase speeds observed. For larger values

of x
ffiffiffiffiffiffiffiffi
h=g

p
, x13 decays towards zero for the

evolution equations.

The difference in the description of amplitude

dispersion is due to the approximations applied,

when deriving the evolution equations. For the

special case of a primary wave with bound

higher harmonics, it is possible to avoid these

approximations, since the solution for the wave

field is known a priori. We can therefore

derive evolution equations with different combi-

nations of these approximations for this special

case. Under approximation (I), Eq. (2.5) can be

written

b4;pB
3
x � ib3;pB

2
x � b2;pBx þ ib1;p

 �
Bxap

¼ � g
XN

s¼p�N

1

2
asap�s þ bsbp�s

� �
e�i ksþkp�sð Þx

� �
xx

� eikpx: ð7:13Þ
Fig. 20. x13 for successive application o
We are looking for a bound wave solution of the

form

g x; tð Þ ¼
XN

p¼�N

ãape
i xpt�k̃k pxð Þ

P x; tð Þ ¼
XN
p¼�N

b̃bpe
i xpt�k̃k pxð Þ; ð7:14Þ

with (ã p , b̃p) being real constants and (xp ,

k̃p)=p(x1, k̃1), where k̃1 is the nonlinear wave

number of the first harmonic. Matching these

expansions with Eq. (2.4) gives

ap xð Þ ¼ ãape
�i k̃k p�kpð Þx bp xð Þ ¼ b̃bpe

i k̃k p�kpð Þx ð7:15Þ

and therefore Bxap=�i(k̃p�kp)ap. This allows us to

express the differential operator at the left-hand side

of Eq. (7.13) as a scalar. Similarly, without any

approximation, the double differentiation at the right-
f approximation (I) through (VI).
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hand side, can be replaced by a multiplication with

�(k̃s+kp�s)
2. Finally, substitution of Eq. (7.15) into

Eq. (2.1) gives b̃p=ãpxp/k̃p, also free of approxima-

tions. With these modifications, we rewrite Eq. (7.13)

to the form of Eq. (7.6) with

Ws;p�s ¼ � g

kIVs þ kIVp�s

	 
2 1

2
þ 1

gh

xs

kIIIs

xp�s

kIIIp�s

 !

b4;p kIIp � kp

	 
3
þ b3;p kIIp � kp

	 
2
þ b2;p kIIp � kp

	 

þ b1;p

:

ð7:16Þ

The new wave numbers introduced have the following

purpose: kj
II=(kj, k̃j) corresponds to approximation (II)

(on,off), respectively. Similarly kj
III=(kj, k̃j) toggles

approximation (III) (on,off) and kj
IV=(kj, k̃j) toggles

approximation (IV) (on,off). The approximations are

listed in Section 2.1. Thus by inserting different

combinations of free and bound wave numbers into

the kernel (Eq. (7.16)), the influence of the different

approximations can be analysed.

In Fig. 20, five curves are drawn, corresponding to

no approximations (the time domain model), approx-

imation (I), approximation (I)+(II), approximation

(I)+(II)+(III) and evolution equations, i.e. approxima-

tions (I)+(II)+(III)+(IV). The results show that

approximation (I) (neglect of g in the denominator

of the nonlinear term) increases the amplitude

dispersion, while approximation (II) (truncation of

the linear operator) and (III) (linear flux approxima-

tion in the nonlinear term) decreases the amplitude

dispersion. The large amplitude dispersion of the

evolution equations is caused by approximation (IV)

(neglect of derivatives of ap in nonlinear terms) which

is seen to affect the amplitude dispersion far more

strongly than any of the other approximations.
8. Conclusions

In this paper, the possibility of transferring

methods from time domain Boussinesq models to

their frequency domain counterparts has been

exploited. We have investigated how well results of

the frequency domain Boussinesq models match

results of the corresponding time domain models.

Three aspects have been addressed, using the evolu-

tion equations of Madsen and Sørensen (1993) as

example throughout. First, we have demonstrated that
the computational efficiency of evolution equations

can be significantly improved, by calculating the

nonlinear terms by the aid of Fast Fourier Transforms.

For N frequencies, the computational effort is thus

reduced from O(N2) to O(N log N). A practical

example has shown that evolution equations provide a

fast alternative to time domain Boussinesq models,

since for the specific irregular wave test chosen, the

evolution equations could be solved 100 times faster

than the corresponding time domain formulation.

Second, as an attempt to improve the traditional

wave breaking formulations, the surface roller break-

ing model, known from time domain Boussinesq

formulations has been adapted into the framework of

evolution equations. An equation for the variation of

the mean water level has been derived as well and

incorporated into the model. Even though the new

breaking model is based on direct processing of time

series for the surface elevation in each spatial point,

the quality of the resulting wave profiles has been

found not to improve the results of an f 2-weighted

conventional breaking model significantly. The new

breaking model can therefore not be recommended in

its present form, as conventional breaking models are

much simpler, yet giving results of similar quality.

Third, motivated by comparisons of results of the

evolution equations of Madsen and Sørensen (1993)

and the corresponding time domain formulation, the

embedded amplitude dispersion of these wave models

has been analysed. For the time domain formulation,

the effect of the dfullT (not only quadratic) nonlinear

term has been analysed for the first time. It has been

found that the embedded amplitude dispersion in the

evolution equations of Madsen and Sørensen (1993)

can be more than twice as large as the reference

solution of Stokes waves on a zero mass flux and more

than three times larger than for the corresponding time

domain model. Further analysis has shown that this

difference between the models is mainly due to the

neglect of spatial derivatives of the wave amplitudes in

the nonlinear terms of the evolution equations.

These results show that the evolution equations of

Madsen and Sørensen (1993) are less accurate than the

corresponding time domain model. While the Fourier

series representation is ideal for describing a spectrum

of linear waves, the representation of coherent bound

waves—as nonlinear breaking waves is an example

of—is not as accurate. This is in line with the practical
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violation of the assumption of weak nonlinearity,

applied when deriving the model and could be the

reason why the roller model does not improve the

wave profiles when compared to the results of

conventional breaking models. In conclusion, the main

justification for evolution equations is thus their

computational efficiency, which makes it possible to

treat a large number of frequencies (corresponding to a

long time series) much more efficiently than for time

domain models. This may be of interest for two

horizontal dimensions, where the spatial and temporal

resolution for time domain models is still limited by

computational resources.
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