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Measurements of short water waves using stereo matched image sequences
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Abstract

Image analysis techniques are used for retrieving water surface elevation fields spatially and temporally from CCD-images and
CCD-image-sequences. The technique proposed herein utilizes binocular stereogrammetry to recover topographic information from a sequence of
synchronous, overlapping video images. Themethod used differs from the traditional stereo-photogrammetric analysis of a single stereo-pair because the
use of video allows for a continuous sequence of stereo-images to be digitally sampled and analyzed. For data acquisition two synchronized progressive-
scan cameras were used.

A partially supervised 3-D stereo system (called WASS, Wave Acquisition Stereo System) is shown here. It is used to reconstruct the 3-D shape
of water surface waves, acquired at frame rate, with small computational time needed. The stereo method is presented, including the derivation of
a relationship relating the geometry of the stereo rig and the expected errors. Finally, the 3-D calculated scattered points give the complete spatio-
temporal distribution of the water surface elevations. The measurable length-scales depend on the pixel resolution, the triangulation accuracy, and
the acquisition frame rate. Limitations in the stereo measurements are also discussed.

Two experiments to test and to demonstrate the system took place: one on the Venice lagoon, north of the city of Venice in September 2004 and
the second on the coast of California at San Diego in December 2005. For the second experiment, qualitative and quantitative intercomparisons of
the stereo-matching and in-situ sensor measurements are presented. All the measurements of water surface waves indicate that the proposed
approach is both accurate and applicable for measuring water surface waves. Moreover, shape estimates are accurately and extremely dense both
in space and time, and the remote location of the instruments alleviates some difficulties associated with in situ instrumentation.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Water wave elevations are usually measured with different
methods, which range from 1-D instruments immersed into water,
through a quasi-2-D field of 1-D wave gauges, to 2-D radar-based
systems installed on either fixed positions (Dankert et al., 2003) or
aircrafts (Hwang et al., 2000). In this scenario, methods of Com-
puter Vision (Ma et al., 2004; Ballard and Brown, 1982) can be
successfully exploited to obtain 3-D elevationmaps of water waves
by using a spatial-widespread and non-intrusive optical system.

Moreover, extending image processing from static individual
images to image sequences of stereo-pairs opens a new world of
information. In fact, the traditional point measuring probes only
deliver time series of a quantity (i.e. the water surface elevation)
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at a fixed or moving point in space. Single images give only
spatial information (2-D in the case of a single image, 3-D after
the stereo reconstruction), while image sequences contain both
the temporal and spatial structure of the phenomena observed.
Except for limitations in resolution in time and space and the
size of the images, image sequences capture the events as
completely as possible.

Images of the water surface in the visible range of the
electromagnetic spectrum have for many years provided quanti-
tative information on a number of physical parameters associated
with the waves which ripple such a surface (Dugan et al., 2001;
Stockdon and Holman, 2000). The application of stereo vision to
measure the water surface topography starts from the conventional
stereographic technique algorithms used to survey geodetical
surfaces or static objects (Klette et al., 1998). Themajor differences
depend on the fact that the water surface is a specular object in
(rapid) movement. For this reason each stereo-pair is acquired
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Fig. 1. Relationship between the camera focal point [Xc′ , Xc′ , Zc′ ], i.e. the origin of
the camera coordinate system, camera coordinates [X,Y,Z ], image coordinates [i, j ],
world coordinates [X ′,Y ′, Z′], water surface point [X0,Y0,Z0], and rotation angles
(ϕ, τ, σ) used in the orientation definition. f is the focal length of the camera-lens
system. In figure, the camera CCD and the focal length are magnified.
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simultaneously, and the geometry of the stereo system is such that
the errors due to thewater surface specular property areminimized.
In this way, the first adaptations were implemented in an expe-
riment with cameras mounted on an ocean going ship (Schuma-
cher, 1939). More recently Coté et al. (1960) demonstrated, for
long ocean waves, the use of stereophotography to measure sea
surface topography. The effort required to extract 3-D elevation
maps from an image pair limited the use of this technique in
studying the dynamics of oceanographic phenomena until late 70s
and early 80s (Sugimori, 1975; Holthuijsen, 1983). Nevertheless,
the need to know directional information of the waves allowed the
stereography to remain one of the investigation tools in the
oceanographic studies. Shemdin et al. (1988) proposed the
directional measurements of short ocean waves applying stereo-
graphy. This experiment used a pair of cameras mounted on an
oceanographic offshore tower near San Diego (USA) to create the
3-D elevationmap of the sea surface and then, via spectral analysis,
to extract directional information of the waves under inspection. In
1989, Banner et al. applied stereographic measurements in order to
studywavenumber spectra of short gravity waves. Themost recent
integration of stereo graphic techniques into the field of
oceanography was the WAVESCAN project (Santel et al., 2004)
which contributed to the important extension in the time domain of
the stereographic pairs.

The work presented here proposes a technique to estimate the
shape of water waves using video image analysis that is
inexpensive and partially automated with high spatial and tem-
poral resolutions. This technique employs stereo vision based on
two calibrated views (an extension to three views is possible with
a reduction of the general errors) for providing time series of
scattered 3-D points of the water surface from a stack of synchro-
nous, overlapping images. This paper focuses on the stereo
processing with error analysis, the instrumental aspects, data
processing techniques, and quantification of water surface para-
meters, as phase speeds, wavenumbers, frequencies and wave
heights.

The following section describes the principles of the stereo
method, with a discussion of errors. Next, the data analysis
techniques are presented, and finally the stereomethod is applied to
water wave 3-D mapping with results from two field experiments.

2. The Wave Acquisition Stereo System (WASS)

3-D reconstruction is one of the most popular problems in
Computer Vision (Faugeras, 1993). One of the earliest methods
in this field is stereo analysis, which uses two or more cameras
to obtain the 3-D shape of the scene. Stereo analysis can be
static if two still images are acquired and used for reconstruc-
tion, or dynamic when a movie of the scene is acquired.

The main problem in stereo analysis is how to find, given a
point in the first image, the corresponding point in the second
image. This problem is commonly known as the correspon-
dence problem (Klette et al., 1998). Usually the two cameras are
fixed and precalibrated (Zhang, 2000), and the search of
correspondences is limited to epipolar lines (Pollefeys, 2000). If
the scene is dynamic, i.e. a movie is acquired and objects in the
scene are moving, motion can be used to help the research of
correspondences and correspondences can be used to infer the
motion of rigid bodies in the scene (Kanade and Morris, 1998).
This is not the case here, since water waves are definitely far
from rigid bodies, and ad-hoc algorithm must be implemented.

2.1. The stereo camera model

In this project the perspective camera model is used. This
corresponds to an ideal pinhole camera (Jähne, 1993). Three
coordinate systems must be set (Fig. 1). The first coordinate
system is fixed to the camera observing the scene, and the
coordinates are denoted as X=[X,Y,Z ]T, where the Z axis
coincides with the camera line of sight, and the X and Y axes
are parallel to the CCD axes (Charge Coupled Device, i.e. the
sensible element of the camera). The camera coordinate system
origin is the so-called focal point. Let X0=[X0, Y0, Z0]

T the 3-D
spatial coordinates of a point relative to the Cartesian camera
coordinate system, the second coordinate system defines the 2-D
image coordinates (in pixels) J0=[ j0,i0]

Tof the same point.With a
CCD camera the relation between these two coordinate systems
depends on the focal length, the size and shape of the pixels, and
the position of the CCD chip in the camera-lens system.
According to the pinhole approximation, the image coordinates
of the point having 3-D coordinates given by [X, Y, Z ]T are:
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with fx and fy being the focal length measured in width and height
of the pixels, and [ox, oy]

T the principal point image coordinates,
i.e. the coordinates of the intersection of the camera line of sight
with the CCD plane.

A third coordinate system is related to the observed scene,
and the coordinates are called world coordinates and denoted as



Fig. 2. Set-up of two camera (Left and Right in Figure) stereometric
intersection which allows to determinate the three dimensions of a water
surface point [X0,Y0,Z0]. [iL, jL] and [iR, jR] are the Left and Right camera
coordinates of the point [X0,Y0,Z0]. g=[R,T] is the rigid transformation
between Right [XR,YR,ZR] and Left [X,Y,Z ] camera coordinate systems. In
figure, the cameras' CCDs and the focal lengths are magnified.
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X′=[X′,Y′,Z′]T. In this coordinate system, the Z′ axis is parallel
to the vertical direction, and the (X′,Y′) plane is parallel to the
horizontal plane. The orientation between the camera and world
coordinate systems is given by three successive rotations (ϕ,
azimuth; τ, tilt; σ, roll) about the axes (Fig. 1). The complete
transformation from world coordinate to camera coordinates
(and vice versa) is expressed by the rigid-body motion g=[R,T],
which in matrix form becomes

g ¼ R T
0T3 1

� �
: ð2Þ

and then
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where R is the rotation matrix (Ma et al., 2004) defined by the
three angles (ϕ, τ, σ), and T the translation vector between the
origins of the camera and world coordinate systems.

The complete transformation fromworld coordinates to image
coordinates can be then composed of elementary matrices:
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which can be simplified to
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The constant 3×4 matrix Π0 represents the perspective
projection. Equivalently
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where the 3×4matrixP=KΠ0g is called camera projectionmatrix.
The calculation of the 3-D coordinates from corresponding

points into the two image planes composing the stereo rig is
based on a triangulation resolved by a least square solution. To
do this it is necessary to manipulate the camera projection
matrix P decomposing it in 4 sub-matrices:

P ¼ D2x3 b2x1
q1x3 g1x1

� �
ð7Þ

so that the projection process can be written as
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where Z is thought as a proportional coefficient.
From it follows that:
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which can be decomposed in the system:

J ¼ ðDXVþ bÞ=Z
Z ¼ qXVþ g

�
ð10Þ

The camera point J is then expressed by the expression:

J ¼ DXVþ b
qXVþ g

ð11Þ

and then the system (6) can be rewritten as

JðqXVþ gÞ ¼ DXVþ b ð12Þ
or

ðJq−DÞXV¼ b−gJ ð13Þ
Knowing the image coordinates (J) of the same world point

(X′) on the two camera planes (L: Left camera; R: Right camera,
as depicted in Fig. 2), the three coordinates [X′,Y′,Z′]T are
determined solving the system:

ðJLqL−DLÞXV¼ bL−gLJL
ðJRqR−DRÞXV¼ bR−gRJR

�
ð14Þ

The previous system in three unknown and four equations
cannot be further simplified, and then it must be solved mini-
mizing the squared errors, after each row of the system has been
normalized, since the least squaremethodminimizes the distances
following a metric proportional to the modulus of each row.



Fig. 3. First step of the pyramidal search. On the Left camera image, pixels on a
regular grid are selected (black circles). The search algorithm determines the
position of the corresponding pixels in the Right image (black circles). By
exploiting the stereo method the 3-D positions (in the Left camera Cartesian
coordinate system) of the selected points are determined. These give a first
approximation of the surface being analyzed. Locally, the surface is approximated
by a plane. The dashed line represents an example of the intersection of the
cameras' lines of sight. In figure the cameras' CCDs and the 3-D surface are
magnified.
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The system (14) is written in terms of 3-D world coordinates
X′. In our case, the world coordinate system is a priori
unknown. This means that in the stereo method here used, the
reference coordinate system is set coincident with the left
camera coordinate system of Fig. 2. This implies that rotation
matrix R and the translation vector T define the mutual position
of the cameras' coordinate systems, say the rigid transformation
from the right coordinate system to the left coordinate system:
X=XL=RXR+T. This rigid motion is obtained by a camera
calibration procedure (Bouguet, 2004). In the same way even
the effective focal length and principal point coordinates of
Eq. (1) are determined.

2.2. The stereo-matching algorithm

The stereo-method here proposed is pixel-correlation-based.
Window size is kept fixed, since features of water that allow
reconstruction (i.e. the water surface reflections) are quite small
and homogeneous.Awindow size of 11×11 pixels centered in the
analyzed pixel was found as an optimal compromise between
reliability of the matched points and computational time. Only if
the variance of the image gray values in thiswindow is higher than
a selected threshold, the search of the corresponding pixel starts.
To automatically find the corresponding pixel in the stereo-
images the principles of epipolar geometry are exploited (Ma
et al., 2004). In particular, even if in an optical system the exact
position of the 3-D pointX0 is not known, it is bound to lie on the
optical axis passing through the corresponding image point J0
(Fig. 1). In a stereo system (Fig. 2), if JL is the left image point of a
3-D point, the unknown corresponding right image point JR will
be on the projection of the optical axis, relative to JL, on the right
image plane. Manipulating the system (14), the equation of this
projection (called epipolar line) can be derived (Benetazzo, 2006).
On the epipolar line, the corresponding point is searched.

To find the correspondences, cross-correlation is used and a
pyramidal search is implemented. The pyramidal process of
stereo matching starts from few pixels on a regular grid on the
left camera plane, and then iterates the process refining the
regular grid in subsequent steps, to obtain a dense disparity map.
At the first step, for each pixel of the grid, the correspondence is
searched over all the epipolar line on the right camera plane. The
right image pixel whose cross-correlation coefficient is highest
is selected as the corresponding point. Only if this coefficient
goes over a threshold value (set equal to 0.85) the position of the
corresponding pixels in the two image planes and the cameras'
projectionmatrices are used to determine the 3-D coordinates [X,
Y, Z ]T of the water surface at the selected point. In the first step,
the few pixels of the grid allow only a first approximation of the
water surface. Then, the hypothesis that the water surface can be
locally approximated by a planar surface is exploited (Fig. 3). In
the second step, the grid is refined and for each pixel of the new
grid this hypothesis constrains the possible location of the
corresponding point over a small portion of the epipolar line.
This reduces the number of cross-correlations that must be
computed and saves computational time. New correspondences
are defined, and if the maximum cross-correlation coefficients
go over the selected threshold, new 3-D position of the water
surface are determined. The 3-D water surface shape is refined
with new points, which allow to estimate a new local planar
approximation. The process goes on, with a grid refinement until
all the image pixels are stereo analyzed (Fig. 4). Details of the
algorithm can be found in Benetazzo (2006). For each stereo-
pair (left and right image), the final result is a sequence of 3-D
coordinates, scattered in conformity with the 3-D water surface
shape and the distribution of the matched pixels.

Since a movie, with a certain frequency, of the scene was
acquired, the problem is a dynamic stereo reconstruction. With
this amount of data, the 3-D location of corresponding points,
obtained from the first couple of stereo-images, is exploited to
reduce the region of epipolar search in the next frames. The
reciprocal location of the corresponding points into the two
stereo-images defines the disparity map. Once the disparity map
at time t= t0 is determined, the disparity map at time t= t0+ ts
will be estimated. This estimation requires a preliminary
evaluation of the characteristics of the waves (maximum
speed and maximum elevation) to determine, in the next
frame, which could be the maximum evolution of the disparity
map. This evolution fixes a research range in the epipolar line.
This constraint has been implemented in the stereo method and
it allows an overall reduction in computational time of about
80%. However, if the frequency of acquisition is in the order of
some frames-per-second (that will be the case for an industrial
system, acquiring images many hours per day a scene far from
the cameras), the disparity map estimation will fail. In this
project, it is only at the end of the reconstruction that the
movement of the water waves will be inferred, but during the
acquisition little estimation can be done to connect points in



Fig. 4. Pyramidal search sketch. The final 3-D surface is obtained through approximations. At first step (Step 1), pixels on a regular grid are stereo-matched, and their
3-D coordinates are determined (Fig. 3). Then, around the known 3-D points the surface is approximated with planes, in order to obtain a first approximation of the
final surface. In the second step the grid is refined, and 3-D locations of new corresponding pixels is expected to be close this approximation. This fact restricts the
epipolar line portion where seek for the corresponding points. New vertices of the final 3-D shape are found (top-right panel, Step 2). The process is then refined until
the complete matching (Step N-3 to Step N).

1017A. Benetazzo / Coastal Engineering 53 (2006) 1013–1032
different frames. In that case the problem becomes much closer
to static stereo reconstruction.

2.3. Camera-to-world coordinate transformation

After the triangulation process, the positions of the 3-D water
surface points in space and time are given in the left camera
coordinate system. Afterwards, to analyze these data it is
necessary to rotate the 3-D points in order to set the Z axis
aligned in the direction of the gravity acceleration. Generally, no
known references that allow a reliable Z′ axis to be computed
are present in the images. A challenging application, at least
from an operational point of view, is the transformation of 3-D
coordinates from the camera coordinate system (image plane
and camera line of sight) to world coordinate system (horizontal
plane and vertical direction). This rigid transformation is
completely described by a rotation matrix, R, and a translation
vector T, such that X′=RX+T.

For a given sequence, the gravity direction can be found
exploiting the hypothesis that the mean time water surface eleva-
tion map is a plane, representing the water surface without waves,
orthogonal to gravity direction. In fact, it is fair to assume that over
a long period of time (say, at least ten times the dominant period of
the waves), the time–mean water surface elevation on a single
point on the surface will be zero (if no long period waves are
observed).

In the camera coordinate system, the equation of the mean
plane (aX+bY+cZ+d=0) is obtained through a least square
solution. For each point, the water elevation (in the world
coordinate system) is calculated as the distance from the mean
plane. Then, the last row of the rotation matrix, R, is given by

r3 ¼ ½a; b;−1�Tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ 1

p ð15Þ

For a given [X,Y,Z]T point, the water surface elevation
evaluated from the horizontalmean plane can then be expressed as

Z V¼ r3
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Y
Z
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3
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a2 þ b2 þ 1
p ð16Þ

The other two rows are computed with the assumption that R
is orthogonal and normalized:

r1 ¼ ½a;−ð1þ a2Þ=b;−1�Tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where a and b are the parameters from the equation of the mean
plane.



Table 1
Summary of the characteristics of the stereo set-up used in different
investigation to measure the 3-D shape of water waves

Reference |T|/Z0 Size Z-Res X/Y-Res
(m×m) (mm) (mm)

Coté et al. (1960) 0.6 900×600 150 600
Dobson (1970) n/a 3.6×3.6 0.75 n/a
Holthuijsen (1983) ≈ 0.5 (54–220)×(54–220) n/a n/a
Shemdin et al. (1988) 0.4 2.5×2.5 3 8.5
Banner et al. (1989) 0.3-0.4 2.0×2.0 1 n/a
Santel et al. (2004) 0.25-1.0 200×200 40 40–80
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Thus, the transformation between camera and world coordi-
nate systems is given by
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The individual elements Rij of the 3×3 orthonormal rotation
matrix are exploited to calculated the three successive rotations
(ϕ, azimuth; τ, tilt; σ, roll) about the camera axes (Fig. 1).
Fig. 5. 2-D projection of the acquisition set-up. The direction X̂ is defined by the
line (baseline) connecting the two cameras' focal points. Ẑ is the direction
orthogonal to the baseline and lying in the plane defined by the lines of sight of
the cameras. The two cameras lines of sight are not parallel.
2.4. Analysis of the errors

In this project a window stereo matching algorithm is used.
Usually stereo matching works properly if the surface is not
reflective and has Lambertian properties (Jähne, 1997). How-
ever it can be shown (Jähne, 1993) that some conditions in the
position of cameras and characteristics of the surface allow the
reflections to be considered as texture on the water surface. After
stereo-matching and triangulation, elevations of the waves can
be determined with a bias, which is due to the specular properties
of the surface. Such bias depends on both the wavelength of the
waves and their steepness. It is small for steep waves, i.e. when
the angle formed by the slope with the horizontal plane is much
larger than the inclination of the lines of sight of the cameras.
Thus, this error can be reduced using a small angle between the
lines of sight of the cameras; however, this increases the
quantization error. A trade-off has to be found: the geometry of
the camera set-up used for this work is characterized by a base to
height ratio, |T|/Z0 (Fig. 2), of about 0.1, and the inclination of
the line of sight of the cameras is about 0.05 radiants. This is a
very small value, if compared with typical maximum slopes of
waves: therefore waves can be reconstructed with accuracy. A
summary (after Jähne, 1993) of the characteristics of the stereo
camera set-up used in recent investigations to measure the height
of ocean waves is summarized in Table 1, where Res is the
resolution. We justify the high values of the ratio |T|/Z0 given in
Table 1, through the need, for the authors, to keep an high
resolution. The water surface specularity was not a problem,
since the stereo-correlation in all the works cited was done using
an analytical plotter instead of an automatic algorithm as in the
project presented herein.

In terms of errors, a systematic source of error, intrinsic in the
stereo process, is the resolution error, called quantization error. It
arises from the pixels quantization operated by the CCD, and
from the triangulation process. The quantization error is not
constant in the matched area. Only an estimation of its maximum
value can be obtained. The 2-D model of the stereo rig geometry
is shown in Fig. 5, where the Ẑ axis is perpendicular to the
baseline b, and the X̂ axis is parallel to the baseline. The
achievable 3-D accuracy is influenced by the object distance (Ẑ),
the focal length ( f ), the camera resolution (i.e. the CCD physical
size, equal to the number of pixels times the CCD cell size) and
the cameras' mutual position (T), as well as the angle between
the cameras' lines of sight (α). The m and n axes are the image
coordinates of the pixels on the first and the second image,
relative to the principal points of the CCDs. In this 2-Dmodel the
CCD is approximated with a only one axis, i.e. it degenerates to a
segment. If N is the number of pixels of this 1-D CCD, the
quantization effect is maximum when m=− N / 2, n=N / 2. The
maximum absolute error, erẑ , along the Ẑ axis is given, for a
distance Ẑ from the baseline, by:

er ̂z ¼
̂Z
2

2jTjN
sin2b

cosðbþ aÞ2 ð21Þ

where β is half the angle of view of the cameras. The maximum
errors on X̂ axis is only due to pixel resolution (differently from
the error on X̂ axis, which is due to the triangulation), and it is
equal to:

er ̂X ¼
̂Z

2N
sin2b

cosðbþ aÞ2 ð22Þ

The extension to the third axis Ŷ (such that X̂, Ŷ, Ẑ axes are
an orthonormal space) gives for the maximum error the relation

er ̂Y ¼
̂Z

2N

sin2b

cosðbÞ2 ð23Þ

The X̂, Ŷ, Ẑ axes are considered parallel to the X, Y, Z axes of
Fig. 1 given the small values of α. This means that the previous
formulae will be exploited to estimate the errors in the camera
coordinate system.



Fig. 6. Example of the error variance distribution experienced by synthetic images
and images of real water surface waves. The horizontal axis of figure represents the
epipolar line variance expressed in square Digital Number (DN), where the Digital
number is the gray value representing the pixel brightness. In this example is used a
8 bit CCD, i.e. DN ranges between 0 and 255. For this example, the distribution of
the error variance follows approximately an hyperbole.
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The errors in the world coordinate system are calculated
from the errors in the camera coordinate system applying the
rotation matrix R which transforms the camera coordinate
system to the world coordinate system (Section 2.3):

erX V
erY V
erZ V

2
4

3
5 ¼ R

erX
erY
erZ

2
4

3
5 ð24Þ

Another possible error in the stereo analysis is the matching
error. There are two types of matching errors, false negative (or
missed matches) and false positive (or erroneously made matches).
Only the uncorrected matches are taken into consideration here. In
order to estimate their effect in the 3-D stereomeasurement, a series
of virtual experiments are carried out. Two hundreds images
reproducing natural and artificial subjects were created. Parallely
some stereo-images of real water waves were taken into consi-
Fig. 7. Example of stereo-matching result. The right panel shows the left camera im
panel the 3-D stereo-matched points are depicted. The scattered 3-D points are connec
deration. The virtual stereo rig consists of a couple of 480×640
pixel cameras. The baseline, |T|, is set to 1.0 m and the mean
distance between the baseline and the target, Z0, is 10.0 m. The
angle of view of each camera is 43°, and the angle between the
camera lines of sight is 4°. In this condition the maximum
quantization error in theZ direction is approximately 0.065m. Each
virtual image is projected on a synthetic sinusoidal waveform
(wavelength equal to 10 m, and wave amplitude equal to 0.5 m) as
texture. The textured wave is then projected on the two camera
planes forming the stereo rig using the projection matrix of the
camera model. Then, images are corrupted with a Gaussian noise,
with the characteristics of the signal-to-noise ratio of a real CCD.At
the end, the stereo algorithm is applied. The water surface shape is
reconstructed and the original synthetic wave is compared with its
stereo reconstruction. For each point, the error in thewater elevation
measurement is computed as the difference between the measured
elevation and the elevation of the original synthetic wave.

Without loss of generality, the position of the cameras has been
chosen according to a simple rotation around the left camera Y
axis and a translation parallel to the same axis. In real experiments
the cameras will always be positioned close to this situation.

We note that an important parameter which describes the
possibility to find reliable matches between images is the
variance along the epipolar lines of images:

LViðImÞ ¼ Eð jÞ½ðImði; jÞ−Imði; jþ 1ÞÞ2� ð25Þ
where Im(i, j) is the intensity value of the pixel at position (i, j)
and E(j) is the expectation operator along the coordinate j of the
epipolar line in the image coordinate system (Fig. 1).

Fig. 6 shows the relation between the variance of the errors (that
include both the matching error and quantization error intrinsic in
the triangulation process) and the epipolar line variance LVi(Im),
relative to the virtual experiments described. The curve approxi-
mately follows an hyperbole. Assuming a normal distribution of
errors (matching+quantization), the contribution of the matching
error, for the virtual stereo rig used, in the definition of the
maximum expected error ranges between 0.005 mm and 0.800 m,
in dependence onLVi parameter.We can note that the natural wave
texture is such that the epipolar line variance is sufficiently high to
consider this error generally negligible in the water elevation
age, and the area selected for the stereo-matching (white rectangle). In the right
ted with triangles in order to relate the image color scale with the water elevation.



Fig. 8. t-plots extraction. The points in figure are the horizontal projection of the
3-D points. The sub-sampling of the 3-D scattered points on a regular grid is
done by an average procedure. The numbers of points in each cell of the grid
depends on the local availability of stereo-matched points. Δ is the (X′,Y′)
ground spacing, equal for both X′ and Y′ world coordinates.

Fig. 9. Maximum quantization errors in camera (upper panel) and world (lower
panel) coordinate systems. Themaximumquantization error (proper to theZ axis in
the camera coordinate system) increases quadratically with the distance between
the Left camera focal point and the surface being framed. In the world coordinate
system the error distribution depends on the rotationmatrix (see Section 2.3) which
transform the camera coordinate system to the world coordinate system. In
particular, using high look angles the biggest error are expected in the horizontal
plane, whereas the error in the vertical direction (Z′ axis) is noticeably cut down.
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measurementwith stereo techniques, under the condition of base to
height ratio approximately 0.1.

In Fig. 7 an example of stereo analysis result is depicted. The
distance from the focal points of the left camera (left image of
Fig. 7) to the centre of the region of interest is approximately 1.5m.
The distance (baseline) between the cameras of the stereo rig is
about 0.22m,with a resulting base to distance ratio of about 0.15.A
0.95×0.75 m2 region of interest (white rectangle in the same
image) was selected for stereo-matching. The corresponding
horizontal resolution in both the X′ and Y′ directions is 0.10 cm,
and for a distance from the camera plane of 1.50 m the estimate
vertical maximum error is 0.69 cm. About 90% of the points are
stereo-matched. The right image of Fig. 7 shows the result of a
meshing procedure on the 3-D scattered points result of the stereo-
matching. The color scale is related to the measured water
elevation. This image shows some aspects of the stereo analysis.
First of all, the water surface is stepped: this is the effect of the
quantization. The black holes represent the non-matched areas
because of the poor local variance in the original camera images.
These points are discarded as they do not ensure a reliable
correlation between the windows of the two images of the stereo
rig. Finally, the spikes are the false positives i.e. where the location
of corresponding points is incorrect. These spikes are the effect of
the matching error.

3. Data analysis

The photographic and the photogrammetric procedures provide
the water surface elevation as a function of horizontal coordinates.
The time sequence of the horizontally scattered 3-D points allows a
tool for the dynamical and statistical measurements of the waves.

The treatment of this type of data usually (Stilwell, 1969;
Shemdin and Tran, 1992; Dankert et al., 2003) follows both the
principle of the wavenumber spectrum, and the more complete
description offered by the wavenumber–frequency spectrum. A
different approach, called t-plot analysis, is, at the first stage,
herein chosen as a tool to analyze the 3-D points result of the
stereo triangulation. This artifice, described in the next section,
gives a simple and compact way to analyze the wave parameters,
in order to verify their coherency both in the space–time and in the
wavenumber–frequency domains. In this scenario, simultaneous
measurements with traditional wave probes (e.g. ultrasonic wave
gauge) allow one to verify the reliability of the stereoscopic
method as wave-meter.

3.1. Extraction of the t-plots

The complete set of 3-D scattered points in time (results of the
stereo triangulation) are spatially sub-sampled on a squared
regular grid (Fig. 8) in the Cartesian system of X′ and Y′ world
coordinates. The grid ground spacing,Δ, is chosen in accordance
with the quantization error (Section 2.4). In particular, given the
maximum value, in the camera fields of view, among erX′ and erY′,
the value of Δ is four times this maximum value, i.e. twice the
maximum error gap.

Each position of the grid (cell) is ”filled” with a significant
value of surface elevation of 3-D points belonging to each
horizontal cell, of known X′ and Y′ coordinates, and ground
spacing Δ. The presence of possible mismatches and of
quantization steps (Fig. 7) is avoided limiting the procedure to
those points whose distance from the cell mean Z′ value is less
than twice the variance of the local elevations. In this sense, the t-
plot extraction is a recursive procedure. The extraction is extended



Fig. 10. The pixel coordinates in the Right image define the corresponding epipolar line in Left image. The search of the corresponding point is restricted to the epipolar
line. This pair of matching image coordinates is used with the cameras' parameters to determine the 3-D coordinates (X,Y,Z ) of the water surface at the selected point.
To map the entire framed region, this process is repeated for each pixel.
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to all the time-sequence of 3-D points. This method gives 1-D time
series the length of which equals the number of images acquired,
and the values of which are the local elevation on the sub-sampled
grid. In such a way, every t-plot is considered as a single point
probe, where the usual statistical and spectral analysis (Sections
3.2 and 3.3) available for 1-D data can be applied. Furthermore, the
knowledge of the time series at different spatial locations is itself a
way to extract directional (i.e. 2-D) information.

The following two section describe two techniques applied
here to estimate phase speed, angle of propagation, and
wavenumber of incident waves, by using a couple of adjacent
t-plots. The two methods presented differ in their basic
principles, and they aim to give two different ways to estimate
the dynamics of the observed water surface waves.

3.2. Phase speed and angle

Measurements of the phase velocity of the waves with a pair of
spatially separated sensors (the t-plots) depends on the estimate of
the time the wave takes to pass between separated sensors
(Lippmann and Holman, 1991). The time lag is here computed in
the frequency domain.

In the frequency domain, mean time lag is manifested as a
linear trend in the phase spectrum of the cross-spectral density
function. In this work, the method described by Bendat and
Piersol (2000) is used. Supposing that s1(t) and s2(t) are two
zero mean value stationary random signals (time series), so that
the attenuation factor between the two signals is 1. The two
signals are representative of two adjacent positions. The cross-
correlation function between s1(t) and s2(t) is given by

R12ðsÞ ¼
Z l

0
G12ð f Þei2kf sdf ð26Þ

where G12( f ) is the one-sided cross-spectral density function.
The peak value of the estimated R12(τ) is given by

̂R12ðsÞpeak ¼ ̂R12ðs0Þ ¼
Z l

0
Ĝ12ð f Þei2kf s0df ð27Þ
At the peak location the cross-correlation function must be
maximum

B ̂R12ðsÞ
Bs

ðs ¼ s0Þ ¼ 0 ¼ −
Z l

0
2kf jĜ12ð f Þjsin½2p fs0− ̂hð f Þ�df

ð28Þ

Since

̂hð f Þg2kf s0 ð29Þ
resolving for τ0 the result is yielded by

s0g

R Ny

0 ð2kf Þj Ĝ12ð f Þj ̂h12ð f ÞdfR Ny

0 ð2kf Þ2jĜ12ð f Þjdf
ð30Þ

The range of integration of the frequency, f, is limited by the
frequency defined by the Nyquist limit (Bendat and Piersol,
2000). It is important to note that in this procedure the individual
frequencies are weighted in order to give higher importance to
those frequencies with higher spectral coherence.

Introducing a Cartesian coordinate system (x,y) which axes
lie on the horizontal plane, wave phase speed, c, and wave
angle, α, are computed defining the vectorial quantity slowness
(i.e. the inverse of the phase velocity), s=[sx, sy]

T, given by the
ratio between the time lags (τx, τy) and the distances (Δx,Δy)
between the orthogonal sensors:

sx ¼ sx
Dx

sy ¼ sy
Dy

ð31Þ

The magnitude of the phase speed and the wave angle are
then defined by the orthogonal components of s:

jcj2 ¼ 1
s2x þ s2y

ð32Þ

a ¼ arctan
sx
sy

ð33Þ



Fig. 11. Corresponding points. The green rectangle in the Left image signifies the selected area for stereo matching. All the pixels in this area are stereo-analyzed. The
first examination is made on the variance of the area centered in each pixel. The area dimension is fixed in 11×11 pixels. Only if the variance is higher than 0.35 times
the whole image variance, the epipolar line on the Right image plane is defined. The blue points in the Left image are the pixels not stereo-matched because of the poor
cross correlation coefficient between areas centered in the corresponding pixel in Left and Right images. The threshold in the cross-correlation coefficient is set to 0.85.
Finally, only the yellow marked pixels in the Left image are stereo-matched. To these pixels the search algorithm found the red marked pixels in Right image.
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The resolution of c is done by

Dc
c

¼ DL
L

−
DT
T

ð34Þ

where L is distance separating the sensors, ΔL is the error in L
(equal to the pixel resolution of the sub-sampled grid), T is the
time lag, and ΔT is the error in the time lag estimate (equal to
the reciprocal of the frequency of sampling).

3.3. Cross-spectral methods for the estimation of the
wavenumbers

The wavenumbers are determined from cross-spectral
analysis. A generic Cartesian coordinate system (x,y) lies on
the horizontal plane is used. The determination of the
wavenumber vector k=[kx, ky]

T from separated time series is
Fig. 12. Fields Of View of the search area of the stereo photographic setup at
Venice experiment. For Left and Right cameras the trapezium bounds the
respective water surface area of coverage. Given these 640×480 pixel images as
viewed from cameras with a 41° angle lens with an oblique camera view the
horizontal width of the field of view ranges between 1.5 m and 7.1 m, with an
horizontal length of approximately 12 m.
based on the fact that the phase shift Δϕ between two
contemporary signals is given by

D/ ¼ kdΔ ð35Þ
where Δ is the distance vector separating the two time series.
The phase shift can be estimated by computing the cross-
spectrum of the two time series. If s1(t) and s2(t) are two time
series of adjacent positions in x direction, the estimation of the
one-sided cross-spectrum, Ĝ12(ω), between the two signals
separated by the distance Δx, is given by

ĜDxðxÞ ¼ Ĝ11ðxÞ Ĝ⁎22ðxÞ ð36Þ

where Ĝ11(ω) and Ĝ22(ω) are the two one-sided auto-spectra of
the original signals, ω is the angular frequency, and the index
Δx refers to the distance between the two time series.
Fig. 13. Zones of analysis in the world reference frame. The black points are the
horizontal projection of the matched points, in the Right camera coordinate
system. The two zones analyzed differ for the distance from the baseline, and for
the dimension of the ground spacing of the grid (see Table 2).



Fig. 14. Example of t-plot extracted from the time-stack of 3-D scattered points
in position (X′,Y′)=(0,0) of Fig. 13, before (upper panel), and after the operation
of filtering and detrending (lower panel).

1023A. Benetazzo / Coastal Engineering 53 (2006) 1013–1032
Considering two time series in the y direction, an analogous
result is obtained:

ĜDyðxÞ ¼ Ĝ11ðxÞ Ĝ⁎22 ðxÞ ð37Þ

Supposing that the s1(t) time series is a phase shifted copy of
the s2(t) time series, the cross spectrum along the x direction can
be rewritten as

ĜDxðxÞ ¼ jĜ11ðxÞj2eiD/ ð38Þ

where the phase shift isΔϕ=kxΔx. Considering two orthogonal
directions (x, y), the two components of the phase shift are then
given as the arc tangent of the ratio of the imaginary (quad-
spectrum) and real (co-spectrum) parts of the complex cross
spectra. The wavenumbers, function of the frequency, are
directly calculated as the ratio between the directional phase
shift and the distance separating the t-plots:

kxðxÞ ¼ D/xðxÞ
Dx

kyðxÞ ¼ D/yðxÞ
Dy

ð39Þ

The wave angle, α, and the phase speed, c, can be calculated
using the two orthogonal components of k

aðxÞ ¼ arctan
kxðxÞ
kyðxÞ ð40Þ

jcðxÞj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2xðxÞ þ c2yðxÞ

q
¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2

D/2
xðxÞ

þ Dy2

D/2
yðxÞ

s
ð41Þ

Then, the wavenumbers relative to the peak of the frequency
response are selected, and the relative values α and c are calculated.

The resolution of c for the cross-spectral method coincides
with the resolution of c given in the previous section.

4. Experiments

4.1. Venice experiment

The data were acquired on September 9 2004 at the delle
Sacche channel, parallel and contiguous to the northern bank of
the city of Venice (Italy), in the Venice lagoon. This channel is
approximately 6 m wide and 2 m deep. The channel was
furrowed by surface waves caused by little private boats (length
less than 6 m, and velocity approximately 1.5 m/s). In these
conditions the image data were acquired. No wind was present.
Table 2
Characteristics of the two zones analyzed

Z0 Grid points (X′,Y′) Covered area

Zone 1 3.3–7.2 m 67×134 2.0×4.0 m2

Zone 2 7.1–11.2 m 49×58 3.4×4.0 m2
In this test no in-situ sensors were present in the site to compare
the stereo measurements.

Video data were collected using two synchronized progressive-
scanCCDcameras (JAICV-A11)with 6.3-mm lenses. EachCCD-
sensor had a radiometric resolution of 8 bit greyscale (mono-
chrome) and a geometric resolution of 7.4×7.4 μm2 per pixel. The
signal-to-noise ratio was greater than 56 dB. The sensor size was
640×480 pixels, and the frame rate, in continuous mode, was
30 frames per second. Each camera was connected to a separate
image acquisition device (National Instruments PCI-1409 frame
Fig. 15. 3-D elevation map of water surface elevation determined from gridded
stereo 3-D data in zone 1, September 9, 2004, Venice. Intensity in the frame
represents the water surface elevation in m.



Fig. 16. Sequence of water surface 3-D elevation maps (right column) from sub-sampled stereo-pair frames 345, 365, and 385. The left column shows the corresponding sequence of 2-D images acquired from the left
camera. The sequence in the middle column is the equivalent for the right camera. On the left camera image the stereo-matched area (white outer region) and zone 1 (white inner region) are superimposed.
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Fig. 17. Power Spectral Density (PSD) and Coherence spectra obtained by
ensemble averaging. The coherence spectrum is calculated for t-plots separated
by 30 mm (zone 1, left panel) and 70 mm (zone 2, right panel) in Y′ direction.
All spectra are computed for 16 degrees of freedom.

Fig. 18. Mean phase speed (upper panel), and mean wave angle (middle panel)
in zone 1 (left column) and zone 2 (right column). In the lower panel the errors in
the phase speed calculation due to the resolution of c are plotted. All the
measurements are calculated for different distances separating the t-plots.
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grabber) to convert the analogical signal coming from the cameras
to a digital form. The acquisitions boards also controlled the
synchronicity of each stereo-pair. The dime delay between the
stereo-images was approximately 2 ms, less than the maximum
permissible time interval (Holthuijsen, 1983). In this first version
of the acquisition system, during the acquisition, all the images
were stored into the RAM memory and, when it was full, the
acquisition was ended, and the images were saved on the Hard
Disk. The system allowed for a maximum observation period of
approximately 45 s, the bottle-necks were the camera number of
frames per second (30) and the current RAM memory. The whole
acquisition system was managed in LabView language.

In the stereo system used here, the shutter speed was gen-
erally determined in accordance with two principles. The first
goal was to avoid blurred images, due to the motion into the
framed scene. This was obtained by increasing the shutter
speed. Nevertheless, to have a high epipolar line variance, the
image histogram (i.e. the distribution of the grey values in the
image) had to be centred at half dynamic range of the camera
(e.g. with an 8 bit camera, the goal is to set the image mean grey
value at 128). In order to obtain these conditions the shutter
speed in the experiment herein described was 1/400 s. The depth
of field was kept within the range of 1.8 m (hyperfocal distance)
to infinity to insure continuous focus along the wave profile.
The lens geometrical aberration was reduced via software after
the calibration (Bouguet, 2004).

The geometry of the point of view is described by the rigid
motion (Eq. (20)), which transforms the camera coordinate
system to the world coordinate system. In order to set correct
water wave elevations, the Z axis of the world coordinate system
must coincide with the gravity direction. The rigid motion of this
experiment was calculated using the method described in Section
2.3. The derived three rotation angles about the camera axes were
ϕ=−5°, σ=−3°, τ=67°. The angle between the camera lines of
sight (2α, see Fig. 5) was set in order to avoid the correspondence
problem at specular surfaces (Jähne, 1993), i.e. a feature seen in
the first image may not appear on the other image, resulting in an
angle of approximately 4°.

The distance, Z0 (Fig. 2), between the left camera (used as
reference coordinate system) focal points and the framed region
ranged between 3.3 m and 11.2 m. The baseline, |T| (Fig. 2),
between the camera principal points was 0.58 m. This photo-
graphic set-up results in a base to height ratio, |T|/Z0, ranging
between 0.18 and 0.05, in accordance with the value suggested in
Section 2.4.

Fig. 9 shows themaximumquantization error; clearly, the error
increases with the distance from the camera. On the upper panel
the error is relative to the camera coordinate system; the largest
error is along Z axis, that is the line of sight of the camera. On the
lower panel the errors are given in the world coordinate system, as
defined by Eq. (24). Since the angle between the Z axis of the
camera coordinate system and the Z′ axis of the world coordinate
systemwas large (∼ 67°), the largest errors in the world reference
followed the Y′ axis while the error on the Z′ axis (that is the
direction of the wave elevations) was smaller.

Fig. 10 shows the epipolar constraint: points on the left camera
image correspond to lines on the right camera image. The quality
of the calibration can be appreciated: each epipolar line in the right
image passes exactly through the expected corresponding point
(selected in the left image), the exact position of which is the first
goal of the stereo-matching algorithm.

In Fig. 11 the area covered by the stereo matching is super-
imposed to a stereo-pair: the green rectangle in the right image
bounds the search area, corresponding to the red bounded area in the
left image, where the conjugated matched points are highlighted.

In the right image, the green points mark those points not
investigated, since their local variance (11×11 pixel window)was
too small (smaller than 0.35 times the whole image variance).



Fig. 19. Wavenumber magnitude, wave angle, and phase speed in zone 1, computed by using the cross-spectral analysis. All the measurements are calculated for
different distances separating the t-plots.
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Instead, the blue points are the not-matched points because the
second threshold (set to 0.75) on the cross-correlation coefficient
was not passed. From this, it follows that the matched points
percentage was about 75% of the total pixels analyzed. The
computational time for a time sequence of 24 s (corresponding to
720 stereo-pair) of a 500×400 pixel image area was approxi-
mately 220 s, exploiting both the pyramidal search and the time
evolution implemented in the stereo-matching algorithm.

The Field Of View (FOV) of the search area of the
photographic setup is shown in Fig. 12.

In terms of t-plots, two different zones (Fig. 13) were
considered. In these zones, t-plots on a regular grid were extracted.
These two zones differed by themean distance from the left camera
plane, therefore they were characterized by different statistics of
quantization errors. Moreover, for these two zones a different
nominal ground spacing between t-plots was chosen, in order to
Fig. 20. Images from Left (left panel) and Right (right panel) cameras, December 14
ultrasonic gauge used to validate the stereo measurements.
follow the increase of the quantization errors as the distance from
the cameras increases. Because of that, the ground spacing Δ
equalled 30 mm in the zone 1, and 70 mm in the zone 2. The
geometric characteristics of the two zones are summarized in
Table 2, where Z0 is the distance from the left camera plane, and
Gridpoints is the dimension of the t-plot grid. Each t-plot was
frequency domain filtered (Parks and Burrus, 1987) by using a
lowpass filter with cutoff at 4 Hz, and linear detrendedwith a least-
squares fit, in order to reduce the high-frequency noise and the long
period effects (Fig. 14). Clearly, the filtered t-plot is less sensitive
to the quantization error.

Considering at the same time the water elevation for the entire
the t-plot set, a 3-D water elevation map was created. Such a map
is shown in Fig. 15, where the horizontal water surface area is
4.0 m by 2.0 m. The complete time distribution of t-plot water
elevations provided a time sequence of 3-D elevation maps, sub-
, 2005, San Diego, CA. On the Left camera can be seen the beam carrying the



Fig. 21. Comparison in the time domain of image matching results (continuous line) and gauge data (dashed line). The time subset (of duration equals to 195 s) of the
complete 1200 s record shows the agreement between the stereo and ultrasonic gauge sea elevations.
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sampled on a regular grid. Fig. 16 shows the left and right camera
images in three different instants, and their 3-D elevation maps,
characteristic of zone 1 in Fig. 13.

In order to compute the phase relationship of the progressive
incident waves, cross-spectra between spatially separated t-plots
was computed. The cross-spectra and the auto-spectra were
estimated by ensemble averaging (Welch, 1967): each time-series
was treated with 16 degrees of freedom and 50% of overlapping.
The side-lobe leakage, due to the discontinuities at the boundaries
of the data, was suppressed with a full cosine tapering window
(Bendat and Piersol, 2000). Fig. 17 shows the power spectrum
(upper panel), and the coherence spectrum (lower panel) relative
to two equally spaced t-plots in Y′ direction. The t-plots were
separated by a distance of 30 mm (left column, zone 1), and
70 mm (right column, zone 2).

Estimates of the wave propagation mean travel times were
made using the spectral method (Section 3.2). Phase speed
magnitudes and wave angles were computed from orthogonal
slowness components derived from pairs of adjacent t-plots in X
′ and Y′ perpendicular direction, choosingΔx=Δy in Eq. (31). A
sensitivity analysis was performed in order to verify the depen-
Fig. 22. Comparison in the frequency domain of image matching results (continuou
waves the spectral coherence is approximately 1.
dence of the calculated phase speeds and propagation angles on
the distance separating the t-plots used for the calculation.

Therefore, the phase speeds and the propagation angles were
calculated for different space lag. The results for different space
lags in zones 1 (left column) and 2 (right column) are shown in
Fig. 18. In the same figure, the lower panel shows the errors in
the phase speed calculation, for different space lags. The
measurements shown in Fig. 18 are made for distances between
t-plots when the spectral coherence is greater than 0.95. In the
figure the dependence of the measurements on the space lag is
highlighted. In particular, a convergence value is visible for
distances such that the resolution in c measurements is less than
10%. For c this convergence value is 2.9 m/s. The differences
between zones 1 and 2 are ascribed to the different water depth,
since zone 1 is landward and zone 2 is lagoonward.

The wavenumbers were calculated here following the cross-
spectral analysis (Section 3.3): the orthogonal components of the
local wavenumber were calculated from the phase shift between
adjacent t-plots along X′ and Y′ directions. This method requires
the selection of the incident wave frequency peak in the power
spectrum (Fig. 17). This allows one to calculate the wavenumbers
s line) and gauge data (dash-dotted line). In the frequency range of the incident



Fig. 23. Images from Left (left column) and Right (right column) cameras, in the camera reference system (CRF) and in the world reference system (WRF), December
14, 2005, San Diego, CA. The rotation of the baseline allows to increase the field of view of the cameras. Since the original image was sampled at discrete pixel
locations, some interpolation of image intensities is required to produce a smooth rectified image in the world reference frame.

Fig. 24. Expected maximum quantization errors, function of the distance of the
water surface from the Left camera focal point. The upper panel refers to the
camera coordinate system, where the maximum error lies on the Z axis,
coincident with the Left camera line of sight. In the world coordinate system,
where the Z′ axis is parallel to the vertical direction, the maximum theoretical
error in the water elevation measurement is less than 7 cm.
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(Fig. 19) following Eq. (39), with Δx=Δy. Consequently, an
estimation of wave propagation angle and the phase speed is
made. All these measurements were calculated for different
distances between t-plots relative to zone 1 (Fig. 13). The
resolution in c calculation is not shown since it coincides with the
resolution given in the previous paragraph.

Different phase speeds were obtained by using the two
methods described. These discrepancies are intrinsic to two
methods described in Sections 3.3 and 3.2. In fact, while the
first method is based on the estimation of a mean time lag
between signals, the second method identifies the behaviour of
the most energetic wave. Moreover, the differences belong to
the errors expected in the phase speed calculation.

4.2. San Diego experiment

The system used in the second experiment consisted of a
couple of synchronized Pulnix 1040 video cameras (1008×1008
pixels) with 13-mm lenses mounted on a boom atop an 11-m
height permanent pier at the Scripps Institution of Oceanography
in San Diego, California. All the images were collected on
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December 14, 2005. The images' frequency of acquisition was
20 Hz. The maximum duration of the video image was 20 min,
resulting in a sequence of 24,000 images for each camera. Video
signals from the camera were digitized into 10-bit gray-scale
images using a couple of frame grabbers housed in a personal
computer. The 3-D points result of the stereo procedure were
compared with data available from traditional wave gauges
(ultrasonic gauge). The ultrasonic gauge was mounted on the
same boom. Two series of tests were performed. In the site, a
gentle sea breeze blown on swell waves propagating perpendi-
cularly to the shore line, i.e. eastward.

This experiment aims at describing the resolution of the stereo
rig, comparing the wave elevation stereo data and the measure-
ments from the ultrasonic wave gauge.Moreover, this experiment
focuses on the stereo system as 2-D wave meter.

In the first test, the distance between the cameras was fixed at
1.88 m. The cameras were positioned in order to have the lines of
sight nearly vertical (Fig. 20), resulting in a field of view
approximately square (≈ 7.5×8.0 m2). It resulted in a maximum
quantization error in the Z′direction of 0.023 m, nearly uniform
in the whole image. The horizontal resolutions were about
0.004 m (Y′ direction) and 0.004 m (Y′ direction). The shutter
speed was 1/250 s, and the lens aperture size was f-4.
Fig. 25. 3-D water elevation maps. The image size is about 5–9 m×13 m, with a pix
waves of different wavelengths with a dominant wave of approximately 4.5 s. The
To compare the water elevation calculated via stereo-
matching with the gauge data, a t-plot grid (ground spacing
equals to 0.10 m) was considered. Fig. 21 compares the image
matching result and the gauge data over a period of 195 s (time
subset of the entire sample of 1200 s). The horizontal axis of the
same figure represents the time in seconds. The vertical axis
shows the water surface elevation in meters. As can be seen, the
elevation values determined by image matching correspond to
the gauge data. However, the image matching results show
some high-frequency noise because of the quantization error.
The root-mean-square error of the differences between the two
measurements was 6.7 cm over the 1200-second period, with a
mean absolute difference error of 4.7 cm, and a mean difference
error of 0.9 cm. A comparison in the frequency domain shows
an excellent agreement in terms of Power Spectral Density, and
pectral Coherence, as depicted in Fig. 22. As shown, the stereo
results compared favourably with the expectation (the time
series from the ultrasonic gauge), as suggested by the small
quantization error.

A phase speed of 5.5 m/s was measured by using adjacent t-
plots (Section 3.2) with an error of 0.4 m/s. This phase speed
was a weighted value over all the frequencies. Limiting the
range of frequencies where the cross-spectrum was maximum
el size of 9 cm×14 cm. The imagettes show eastward travelling nearshore ocean
grey scale in the images is related to the water surface elevation in meters.



Fig. 25 (continued ).
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(spectral width equals to 0.04 Hz), an estimation of the phase
speed of the dominant wave is given. In such a case, the wave
celerity was 7.4 m/s (±0.6 m/s), with a direction of propagation
of 94° (measured clockwise), with respect to the X′ direction in
the world coordinate system. This phase speed is consistent with
the celerity calculated using a cross-spectral technique (Section
3.3). In fact, this formulation gives a dominant phase speed of
7.8 m/s, and a dominant wavenumber of 0.07 rad/m,
corresponding to a wavelength of about 90 m. Considering a
depth of about 8–9 m, a theoretical linear phase speed
(Svendsen and Jonsson, 1980) of about 8.5 m/s results. The
discrepancy could be imputable to the limits of the linear theory,
not strictly valid since the wave height is the same order of
magnitude of the depth. A statistical analysis in the time domain
gave a significant wave height, from a zero-crossing point of
view (IAHR, 1986), Hs, of 0.65 m both for the ultrasonic gauge,
and the stereo-matching results. The maximum wave height,
Hmax, measured 1.15 m, for either sensor.

The second test of San Diego experiment used the same
stereo rig used in the first test. Nevertheless, the geometry of the
system was changed in order to increase the field of view of the
cameras (Fig. 23).

For this reason, the cameras were rotated in order to raise the
angle between the camera lines of sight and the vertical direction.
As the mean distance between the cameras and the framed water
surface increased, to preserve the resolution of themeasurements,
the distance (baseline) between the cameras was increased till
3.04m. Estimation of the rotationmatrixR (Section 2.3) by using
the 3-D calculated points gave a maximum quantization error in
the vertical direction of 6.2 cm, and a maximum horizontal
resolution of 1.8 cm and 9.5 cm, on the X′ and Y′ direction
respectively (Fig. 24). The shutter speed, with respect to the
previous test, was reduced to 1/1000 s in order to avoid saturation
of those pixels far away from the pierwhere the sunwas reflected.

A t-plot gave a peak frequency of about 0.085 Hz, and an
energetic zone around 0.20 Hz. The significant wave height was
approximately 0.60 m, and the maximum wave height was 1.10 m.

In Fig. 25 a sequence (time gap of 1 s between subsequent
elevation maps) of height 3-D elevation maps is shown. Each
map was obtained from the 3-D scattered points. All the 3-D
scattered points were filtered in order to reduce the quantization
error, thresholding the points with a spatial filter. In particular,
the filter worked so that were discarded those points whose 3-D
surface slope (computed as the mean slope around each point) is
greater than 0.2. The remaining 3-D points were gridded
through a triangle-based cubic interpolation (Barber et al.,
1996). To interpolate the water surface elevations a horizontal
regular grid of ground spacing of 10 cm was used. The 3-D



Fig. 26. Results of the stereo analysis. Upper panel: 1-D t-plot over an area of 10 cm×10 cm. Lower panel: 2-D water surface elevation map.
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water elevation map sequence in figure shows a wave train of
period approximately 4.5 s. This period is consistent with the
frequency peak shown in the frequency domain.

5. Remarks and conclusions

The synchronized optical vision from two calibrated vantage-
points provides the opportunity to develop a technique for the
remote measuring of water surface elevations from a sequence of
overlapping images. The resulting method consists of a partially
supervised algorithm for the 3-D location of corresponding image
points. The stereo-processing is based on a pyramidal pixel-based
correlation method, and it was derived from methods used in the
field of Computer Vision, but adapted here to allow for greater
precision, greater flexibility, and small computational time
(precious when a large amount of data must be analyzed) in the
oceanographic field of application. In this scenario, stereo-
technique can be favourably exploited to measure the 3-D water
elevation field wherever a fix location allow the cameras being
fixed (i.e. a lighthouse, an oil platform).
Accuracy of the technique depends on the geometry of the
stereo rig, and the cameras' resolution. The distance between
the cameras and the inclination angle of the cameras' lines
of sight strongly effect the errors in the 3-D measurements.
Performance of stereo video imaging of waves is expected to
degrade with increased distance between the cameras and the
water surface. An optimal condition was found in a base to
height ratio of 0.1. Certain wave conditions are more
advantageous for use with stereo analysis. A rogue sea
condition with sky diffuse lightning increases the image texture,
making the task of identifying the corresponding pixels straight
forward.

Global error variance has been related to the characteristics
of the examined scenes through the epipolar line variance: high
local variances in water movements, associated with high
image-line-variance values, led to optimal performances of the
proposed algorithm.

From field and synthetic tests it was determined that by using
inclined cameras (with respect to the vertical direction) the
errors in the vertical direction decrease. This configuration must
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be carefully used because it stretches the image fields, i.e. the
pixel footprint, increasing the matching error in the stereo
recognition.

In terms of physical parameters of the waves, the resulting 3-
D points offer a wide range of study methods. The simplest is
based on the extraction of the t-plots (Fig. 26). Simultaneous t-
plots on a regular grid allow one to calculate phase speeds and
wavenumbers. In this case, the resolution and uncertainty will
be dependent on the t-plot spatial separation and the time
sampling interval. This procedure has shown a high potentiality
in examining the wave dynamics, giving, besides this, all the
results in a compact support.

A comparison of the stereo-measured water elevations with
in-situ point sensors showed agreed. The bias for data collected
in San Diego experiment was characterized by a mean absolute
difference error of 4.7 cm, belonging to the expected
quantization error in the vertical direction. The spectral
coherence between the two signals, in the frequency range of
the incident waves, was greater than 0.95.

2-Dwater elevationmaps (Fig. 26) were obtained interpolating
the 3-D scattered points result of the stereo procedure. This
application typically involves the transformation of 3-D camera
coordinates to 3-D world coordinates. The latter transformation
requires only the hypothesis that over a long period the measured
water elevation over a point is zero, setting the world coordinate
system only by using the stereometric measurements.

In conclusion, the techniques described herein showed
certainty for remotely measuring the dynamics of waves with
high resolution in space and time. The errors, in the range of
1–100 m from the cameras, are limited in the practical range of
sea wave measurements.
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