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ABSTRACT

A lidar scanning system is described that is primarily designed to measure sea wave shape. The device is
capable of measuring real-time spatial profiles over distances of hundreds of meters, and as the lidar must
inevitably operate from modest elevations (e.g., from a vessel’s masthead), it is inherently a very shallow
angle metrology device. This results in a highly nonuniform distribution of the wave elevation values. The
vertical and horizontal resolution is primarily set by the characteristics of the optical system employed and
range/data capacity is set by signal-to-noise ratio considerations. Illustrative data are presented as consecu-
tive profiles taken 0.2 s apart for highly trochoidal waves under conditions where the height was recorded
to �0.03 m and horizontal sample separation to �0.025 m. A comparison is presented with traditional wave
staff measurements.

1. Background

This research note briefly introduces a new approach
to wave measurements based upon shallow angle lidars
and highlights new metrology issues specific to the
method. The technique is capable of measuring the
time evolution of spatial profiles of sea waves over an
extended region of several hundred meters for effec-
tively unlimited periods of time.

The measurement of time-resolved spatial profiles of
propagating sea waves has obvious applications in fun-
damental wave research and in addition has very prac-
tical uses in areas as diverse as improved understanding
of beach erosion mechanisms (Gallagher et al. 1998;
Lee et al. 1998; Jackson 1999), short-term prediction of
swell waves aimed at predicting wave-induced motion
of large vessels (Morris et al. 1992, 1998), and identifi-
cation of the initial conditions associated with extreme
waves (Clauss 2001). Experimentally, such data are dif-
ficult to acquire. The classical Stereo Wave Observa-
tion Project (SWOP) experiment (Cote et al. 1960) is
unrealistic as a routine method and the large arrays of
traditional wave sensors required for such a task are
expensive and immobile. To be of practical value, a

wave profile measurement system requires some form
of a portable remote sensing device.

Long wavelength radars provide statistical sea sur-
face roughness measures and wave direction (Tucker
1991), but not spatial profiles. Shortwave radars can
fulfill the same role and their reduced wavelength
would suggest that spatial profiling might also be pos-
sible. The performance of any active electromagnetic
remote probe beam–based sensing system is controlled
by the fundamental resolution restriction defined by
the ratio (wavelength/aperture). A consequence of this
is that for airborne “look down” radars, the achievable
radar beamwidths provide adequate resolution for sea
surface profiling. However, airborne measurement sys-
tems suffer from the following problems: (i) they are
expensive to operate, (ii) they provide limited data
availability, and (iii) typical deployment from fixed
wing aircraft means they are unable to observe wave
evolution over a fixed spatial region. At present, satel-
lite data also cannot achieve the desired resolution. For
continuous low-cost observation, either shore- or ves-
sel-based instruments are required.

Unless such surface-based systems are restricted to
very local measurements they will inevitably be oper-
ating at shallow angles as suggested in Fig. 1, and for
shipborne work observing deep-water sea waves, a
combination of factors mean that the angles are often
as small as 5°. The reasons for this are (i) the long
wavelengths involved, (ii) the need to measure away
from the disturbing effects of the vessel, and (iii) the
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practical limits to the height of the equipment. The
shallow operating angles mean that the basic lobe width
of the illuminating beam, and hence the spatial resolu-
tion, at an angle � is geometrically magnified by a factor
1/ tan� at the sea surface and, consequently, even for
millimetric radar systems with large synthetic aperture
arrays, the resolution achievable is unacceptably poor.
Equally, when measuring surf or swash zone waves,
very high resolution is required that is far beyond ca-
pabilities of such radars at even a modest range and
normal incidence. The only systems capable of making
desired shallow angle measurements at high resolution
are lidars based upon coherent visible light sources.

Lidars (optical radars) were first developed as air-
borne surveying systems for coastal bathymetry and
later for underwater obstacle detection (Casey et al.
1985; Steinvall et al. 1993, 1996; Nairn 1994; Armstrong
et al. 1996; Guenther et al. 1996a,b; Lillycrop et al. 1996;
Pope et al. 1997; West et al. 1999). They were based
around the green 532-nm wavelength that was chosen
for bottom echo generation because this spectral region
corresponds to minimum absorption in particle-free
seawater. To accurately determine the sea surface lo-
cation bathymetry, lidars typically also employ a red
beam, which is why such instruments are capable of
providing sea surface profile data.

Despite being minimally absorbed by bulk seawater,
green wavelengths are significantly scattered by com-
ponents of calcareous plankton in the surface layers of
the sea (Ivanov et al. 1986). The probe beams employed
in airborne lidar systems typically operate at or near
normal incidence where plankton scattering constitutes
an unwanted return signal. However, for a vessel-
mounted or portable shore-based system operating
close to grazing incidence, this light scattering process
will constitute an important data source. Other sources

of backscatter are capillary waves, small local tro-
choidal wavelets, suspensions, and foam. As foam is a
strong scattering agent, it means that the amplitude
data can be used to identify those regions of the wave
profile where the wave is breaking.

The signal returns from airborne lidars, at approxi-
mately normal incidence, are strong compared to the
very weak returns available from the shallow angle li-
dars needed for coastal or shipborne operations. This
problem is aggravated by the legal requirements for
lidars to be eye safe, which obviates the use of the giant
pulse lasers that have been employed in a wide field-
of-view work wave roughness studies (Ivanov et al.
1986) and more recently using Raman scattering
(Maslov et al. 2000). The consequential signal-to-noise
ratio problem is one of the main reasons why such in-
struments have not been developed up until now. An
overview of the innovative features of the system fol-
lows.

2. System overview

The basic principles of the shallow angle lidar are
essentially the same as more traditional near-normal-
incidence time of flight systems. The key new metrol-
ogy features are the nonuniformly sampled character of
the data and the very low signal-to-noise ratios. The
latter requires the smallest practical field of view to
minimize background illumination and this coupled
with the need to scan over significant distances enforces
the use of a monostatic approach. A standard prism-
based polarization beam splitter was used to separate,
transmit, and receive paths with the outgoing light be-
ing vertically polarized. The field of view employed was
0.1 mrad.

The present relatively low power system has a maxi-

FIG. 1. Schematic of a vessel-mounted remote sensing beam scanning over the surface of a
wave profile.
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mum range of approximately 200 m dependent upon
conditions and employs a 532-nm wavelength light
source with a pulse rate of 20 kHz and a half-width of
0.8 ns. The laser energy output per pulse was 10 �J with
a peak power of 8.33 kW. The collecting/transmitting
optical element was a refracting lens of 0.15-m aperture
with 1.2-m focal length. Thus, the basis of the resulting
monostatic optical system is very similar to that em-
ployed by Duck et al. (2000) in the Haystack lidar.

The signal was acquired via a standard avalanche
photodiode (APD) and wideband transconductance
stage followed by an analog to digital capable of cap-
turing data continuously at 4G samples per second. The
present scanning is a single-axis line scan system using
a low-inertia front surface mirror and a high-
acceleration servo achieving a 50-sample scan over 200
m in 0.2 s. This allows line scans. This will be extended
to a dual-axis system allowing multidirectional sets of
line scans.

The key innovation that makes the shallow angle
wave lidar feasible is the combination of the short pulse
width/high repetition rate and the sophisticated signal
processing system. The captured digitized signal return
sequences were typically processed in real time but
were also stored for additional postprocessing if re-
quired. The data presented here are all based upon
real-time processing (as evident by occasional glitches).
The wave height estimator is a multialgorithm real-time
intelligent system with signal-to-noise ratio–based de-
cision making. There is clearly a data acquisition rate
versus processing cost trade-off, so fast simple thresh-
olding is used for the larger amplitude near signals
while more expensive adaptive cross-correlation meth-
ods are employed for remote return sequences of poor
signal-to-noise ratio.

All detection techniques use a variable length N-
point discrete time series of up to 400 samples of the
return signals time history recorded at each laser pulse
within a tracking time window. The windows center and
length were initially set by the scan angle/distance with
additional adaption based upon data history at poor
signal-to-noise ratios. Typically, several tens of esti-
mates of independent measurements of wave height
were made at each scan point for averaging purposes.
The exact number of samples N varies with the number
of averages, the number of samples used per scan, and
the range. In cross-correlation mode, two methods are
possible. In what was termed the direct correlation
method, the signal time series, fsig(k), k � 1, . . . , N, was
typically cross correlated with a “cleaned up” time sig-
nature fref(k), obtained from larger amplitude near re-
turns (suitably transformed for the local incidence and
wave slope). For offline work a more expensive param-

eterized refraction/scattering model of the signal return
could be used for fref(k). In addition to zeroth-order
wave profile estimates, this method also used param-
eters derived from intensity and time profile data ac-
quired from clean near signals to model the prevailing
scattering mechanisms.

An alternative to the direct correlation option was to
cross correlate fsig(k) with sequences from successive
pulse measurements and sample locations. The direct
method provides absolute times while the second ap-
proach gives incremental values between scan points
that must be integrated up to determine out/back time.

In addition, the location of the peak of the cross-
correlation function Rsig,ref(n) (and hence the signal out
and back time) was estimated by least squares fitting a
local M parameter analytic model of the maximum of
Rsig,ref(n). This improves the sample variance/
resolution by a further factor�M over and above the
standard sample variance/resolution gain provided by
N-point cross correlation (Lee 1960). In real time, work
processing costs restricted M to 4.

Given the use of a tracking window and previous
data it is possible to make a good initial guess at the
location of the correlation maximum, which avoids hav-
ing to compute the redundant correlation tails at large
shift values. This makes direct computation of the
cross-correlation function, Rsig,ref(n), via Rsig,ref(n) �
(1/N)�N

k�1 fsig(k)fref(k � n), the preferred computa-
tional cost choice over the more standard FFT → com-
plex conjugate multiplication → IFFT-based approach
with its need for N � 2p points and the necessity to
check for fold over errors, etc. (Brigham 1988).

3. Lidar operating modes

The lidar was designed to operate in a variety of
modes. The fixed time mode entails essentially repeti-
tively taking a one-dimensional snapshot of the sea sur-
face spatial profile. This comprises a set of measure-
ments of the surface elevation, h(x, y, t), recorded at R
sample locations in a total time, �t, which is short com-
pared to that during which significant change, 	h, in the
surface profile occurs [i.e., (
h(x, y, t)/
t)|max�t � 	h].
The instrument developed has a sufficiently high mea-
surement rate so as to allow continuous spatial movies
(i.e., a set of profiles recorded over the same region of
space at a fixed time interval apart), thus providing
information about the spatial dispersion behavior. The
largest allowable distance between samples is set by the
spatial generalized Nyquist requirement and the exist-
ing equipment has a range of up to 200 m depending
upon the prevailing conditions and elevation.

Illustrative data are presented in Fig. 2, which shows
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four successive frames from a spatial movie of a small-
amplitude (� � 0.5 m), highly asymmetric wave in shal-
low water. The values in Fig. 2 are raw real-time wave
height estimates (with no postprocessing) as evidenced

by the presence of a small number of aberrant points.
Under the prevailing conditions as indicated in the sub-
sequent section dealing with validation, the vertical
resolution was approximately �0.05 m.

FIG. 2. Four successive frames taken from a “spatial wave movie” of a low-amplitude asymmetric wave propagating in
shallow water.
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The simplest fixed point mode operates with the
beam at a fixed angle and partially mimics one or more
traditional wave height sensors. It records the time evo-
lution of surface elevation at a modest number of nomi-
nally fixed locations.

In this and the more general mixed space–time
modes, the observation interval per individual wave
height measurement is R times longer than in fixed
time, with each measurement being allowed up to �t s.
Furthermore, at shallow angles the nonuniformity ef-
fects mean that the sample locations change somewhat
from sample to sample. If this change is unacceptably
large, then the fixed point mode can only be employed
when it is legitimate to use a sea model to extract the
profile parameters. In such cases, the measurements are
in fact in a mixed space–time mode.

The more general case of the mixed space–time
mode is when the beam is scanned while allowing sig-
nificant time between measurements. As in the fixed
point mode, each individual wave height observation is
allowed up to �t s rather than the allotment for a full
scan. The data provided by the mixed space–time mode
are less convenient than the snapshots, for as stated
previously, it requires the use of a sea model to ex-
tract profiles. However, the signal-to-noise ratio and
thus the maximum range is typically better. This is
because the R-fold increase in observation time per
sample allows up to R times more measurements to
be averaged at each location than in the fixed time
mode. Hence the sample standard deviation is reduced
by a factor of �R. This consequently allows increased
range in fixed time.

4. Geometric issues associated with shallow angle
lidar

There are special issues associated with shallow angle
lidars that can be seen in reference to Fig. 1. The major
new metrology aspect is that the wave height values are
inevitably nonuniformly distributed in space. The effect
is clearly visible in Fig. 2, which shows a closer spacing
of sample points on the front wave faces than on the
rear. The most extreme case is when the rear wave
slope locally exceeds the beam angle at which point
wave shadowing occurs, as can be seen just beyond the
wave top in Fig. 2.

Nonuniform sampling is inconvenient, as many data
analysis algorithms, such as used in discrete spectral
techniques, require uniform sample steps. However, if
providing high spatial data rates is possible, well above
the Nyquist limit, then the nonuniform sampling can be
readily remapped to uniform using simple local inter-
polation methods. However, to achieve maximum

range in any given mode, the total amount of collected
light (and hence time spent) at each sample location
should be as long as possible. Thus, there is a sound
reason for operating at the minimum number of
samples (hence maximum sample spacing) allowed by
the generalized Nyquist condition. Under such circum-
stances, nonuniform to uniform remapping requires the
use of Lagrangian interpolation methods (Marvasti
2001), which can be computationally expensive. This
has thus led to the development of specialist signal pro-
cessing techniques (Belmont 1993, 1995) for use with
shallow angle lidars.

The wave shadow limit of nonuniformity would ap-
pear to be a significant difficulty. However, this missing
data problem has been the subject of much work in the
area of telecommunications, and provided the overall
dataset is on average within the Nyquist limit, then sub-
ject to certain technical restrictions it is possible to re-
construct missing sections of such band-limited data
(Feichtinger and Groechenig 1992; Marvasti 2001).
While these regenerated points clearly do not contrib-
ute new information, and are linearly dependent on the
original data, they can help considerably with the nu-
merical sensitivity of certain processing algorithms as
well as with rendering the data more directly accessible
to users.

5. Validation

The lidar was extensively tested over solid surfaces
and found to achieve the expected resolution range
from �0.025 to �0.05 m depending upon the detection
mode employed. For sea wave measurement, the lidar
was validated against a conventional capacitance wave
probe at a fixed location off a coastal jetty that was 6.5
m above sea level at the time of the measurements.
Each wave height estimate was made from time series
comprising 120 samples 0.5 ns apart. Wave height val-
ues were recorded at times 0.2 s apart. The final wave
height at each time sample was taken as the average of
50 individual measurements. The raw data comparison
is presented in Fig. 3 together with a difference histo-
gram in Fig. 4.

The chosen conditions for validation tests involved
low-amplitude, symmetrical waves of relatively long pe-
riod waves, and a steeper angle (11° to the horizontal)
was used than would normally be the case (the fixed
time mode data in Fig. 2 were recorded at 5° to the
horizontal). The first reason for these choices was that
the small-amplitude waves very directly provide an in-
dication of the vertical resolution of the lidar. Second, a
combination of the small wave slope and the steeper
incidence conditions minimized the wave profile–
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FIG. 4. A histogram showing the difference between the lidar with a capacitance wave probe
made for small-amplitude waves, of rms value 0.36 m, and the lidar beam at a fixed angle of
11° to the horizontal. The bin units are in meters and the resulting standard deviation of the
difference is 0.037 m.

FIG. 3. Validation of lidar on small-amplitude waves at a fixed location using a standard
capacitance wave probe. The cross symbols are the lidar and the stars are the capacitance
probe.
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induced displacement (the mixed space–time mode
nonuniform sampling effect) of the lidar beam from the
capacitance probe location. The worst-case shift be-
tween sample locations was estimated to be on the or-
der of �0.1 m.

In laboratory tests the capacitance probe was capable
of resolving approximately 0.02 m under steady-state
conditions but did show some evidence of the residual
wetting lag effects to the same level of uncertainty dur-
ing step response tests. The results presented in Fig. 4
show an rms difference of 0.037 m between the instru-
ments for waves of rms amplitude 0.36 m, which given
the additional measurements from land-based results
and the sea data from Fig. 2 suggest that � 0.05 m is a
reasonable estimate of the vertical resolution.
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