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[11 The increased use of ambient seismic noise for seismic imaging requires better
understanding of the ambient seismic noise wavefield and its source locations and
mechanisms. Although the source regions and mechanisms of Rayleigh waves have been
studied extensively, characterization of Love wave source processes are sparse or absent.
We present here the first systematic comparison of ambient seismic noise source directions
within the primary (~10-20 s period) and secondary (~5—10 s period) microseism bands for
both Rayleigh and Love waves in the Southern Hemisphere using vertical- and horizontal-
component ambient seismic noise recordings from a dense temporary network of 68
broadband seismometers in New Zealand. Our analysis indicates that Rayleigh and Love
waves within the primary microseism band appear to be mostly generated in different
areas, whereas in the secondary microseism band they arrive from similar backazimuths.
Furthermore, the source areas of surface waves within the secondary microseism band
correlate well with modeled deep-water and near-coastal source regions.
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1. Introduction

[2] Recent studies employing ambient seismic noise as an
energy source have extended our knowledge of crustal and
upper mantle structures [Shapiro and Campillo, 2004;
Shapiro et al., 2005; Yang et al., 2007; Yao et al., 2006;
Lin et al., 2008; Nishida et al., 2008b; Liang and Langston,
2009; Behr et al., 2010, 2011] and time-varying processes
[Sens-Schéonfelder and Wegler, 2006; Brenguier et al.,
2008; Wegler et al., 2009; Mordret et al., 2010]. It has also
been demonstrated that the combination of earthquake and
ambient seismic noise signals has the potential to overcome
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restrictions inherent to traditional event-based seismology
[Stachnik et al., 2008; Lin and Ritzwoller, 2010; Curtis
et al., 2012]. Early ambient noise studies focused mainly
on the Rayleigh waves contained in vertical noise recordings
[Shapiro and Campillo, 2004; Lin et al., 2007]. Recently,
however, Love waves contained in transverse noise record-
ings [Lin et al., 2008] and, in particular, the difference be-
tween Love and Rayleigh wave speeds as a measure of
radial anisotropy [Moschetti et al., 2010; Huang et al.,
2010], have gained increasing attention. Furthermore, the
sensitivities to changes in shear velocity at a particular
depth of Rayleigh and Love waves of identical periods are
significantly different. Love waves therefore contribute
complementary information when inverting surface wave
speeds for the distribution of shear velocity with depth [4ki
and Richards, 2002].

[3] Uncertainty in the source locations and source mechan-
isms of ambient seismic noise constitutes an obstacle in inter-
preting results from seismic noise investigations [7sai, 2009;
Harmon et al., 2010; Tsai, 2010]. Most studies addressing
the problem of noise source distribution have restricted their
analysis of ambient noise source characterization to vertical-
component seismic recordings [Stehly et al., 2006; Yang and
Ritzwoller, 2008; Kedar et al., 2008; Harmon et al., 2010]
or have focused on the dominant noise source direction [Roux,
2009; Roux et al., 2011] and a comprehensive theoretical
treatment of the excitation of transversely polarized seismic
waves remains to be developed [Kedar, 2011].

[4] Gorman et al. [2003] described New Zealand’s ocean
wave climate as one of the most energetic on Earth, a conse-
quence of its generation by strong westerly winds originating
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in the Southern Ocean and occasional ex-tropical cyclones
from the north. These result in a highly energetic ambient
seismic noise wavefield [Petersen et al., 2011; Rastin et al.,
2012] and make New Zealand an ideal location in which to
study its generation.

[s] Several localized studies have previously addressed the
relationship between ocean wave state and microseismic
recordings in New Zealand. Kibblewhite and Ewans [1985]
observed a strong correlation between temporal variations in
ocean wave and seismic spectra for signals recorded onshore
and offshore in the western North Island. 7indle and Murphy
[1999] compared ocean wave significant wave heights with
the seismic significant wave heights computed from seismic
waves recorded in Auckland and ocean waves recorded off
the west coast of the North Island. They found that peaks in
the seismic significant wave height coincided with peaks in
the ocean significant wave height for the prevailing westerly
winds but not for winds from north to east directions.

[6] In this study, we apply plane-wave beamforming to
vertical- and horizontal-component seismic noise record-
ings within the period bands of the primary and secondary
microseisms to investigate the source regions and source
mechanisms of both Rayleigh and Love waves contained
in the ambient seismic noise wavefield. To our knowledge,
this is the first study to systematically compare source back-
azimuths of transverse- and vertical-component ambient
seismic noise beamformer results within the primary and
secondary microseism bands.

2. Methods

[7] We have applied plane-wave beamforming to three-
component ambient seismic noise data recorded at 68 broad-
band seismographs in the Taranaki region of the western
North Island, New Zealand, between March and September
2002 [Sherburn and White, 2005, and Figure 1]. Of the 68
stations a maximum of 58 were operating at any one time.
Guralp CMG-6TD and CMG-40 T seismographs were used,
which have a flat velocity response between 0.03 and 50 Hz
(see Figures S1 and S2 in the auxiliary material for operation
times of each station and the number of stations per day and
S3 for examples of noise power spectral densities.)

[s] We use a plane-wave beamforming algorithm in the
frequency domain formulated by Johnson and Dudgeon
[1993] and implemented by Brooks et al. [2009]:

P(E) :#eTWYYTWTe (1)

For an array of M stations, e is an M x 1 vector of phase shifts
corresponding to a presumed wave vector k ; WY is an M x N
vector of windowed Fourier transforms of the ambient seismic
noise recordings, where N is the number of samples within
the window J¥; + denotes complex conjugation; and P (k') is
the beamformer’s steered response power [Johnson and
Dudgeon, 1993]. Equation (1) can be rewritten as

P (E) - % efCe, 2)

in which C=WYY W denotes the M x M cross-covariance
matrix of the windowed Fourier transforms.
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Figure 1. Black triangles mark the locations of the 68 three-

component broadband stations of the Taranaki deployment
operational between March and September 2002. The inset
shows the location of the larger map together with the bathym-
etry around New Zealand taken from the ETOPO2 global
relief model (17/9/2012: http://www.ngdc.noaa.gov/mgg/
global/etopo2.html). The black contour marks the shelf area
that is shallower than one fourth of the deep-water wave length
for waves with periods up to 20 s period (140 m).

[9] The cross-covariance matrix (C) is calculated in the fre-
quency domain for each hour-long segment of ambient seismic
noise. When processing the horizontal components, the north
and east components are rotated into radial and transverse
directions corresponding to a presumed wave vector £ and
the cross-covariance matrix is recalculated for every k [Poggi
and Fdh, 2010]. Radial and transverse components are there-
fore always relative to the hypothetical source direction.

[10] To mitigate the effects of earthquakes and stationary
monochromatic sources, and to balance the spectrum, we
apply spectral whitening to the Fourier-transformed traces
by setting the spectral amplitudes to unity and only retaining
the phase spectrum [Bensen et al., 2007; Stehly et al., 2009].
Because most ambient noise studies using cross-correlations
either modify or disregard amplitude information [Shapiro
et al.,2005; Stehly et al., 2009; Li et al., 2010], our approach
seems reasonable for describing the ambient seismic noise
wavefield in this context.

3. Results

3.1.

[11] Figure 2 shows the array response for monochromatic
plane waves arriving from the north, east, south, and west, at

Beamformer Resolution
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Figure 2. The theoretical array response of the Taranaki deployment for monochromatic plane waves
arriving from north, east, south, and west; (A) waves have 6 s period, slowness values of 0.2, 0.3, and
0.4 s/km and 58 stations are operational; (B) the same as Figure 2A but only 20 stations are operational;
(C) waves have 12 s period, slowness values of 0.2 and 0.4 s/km and 58 stations are operational; (D) the
same as Figure 2¢ but for only 20 operational stations.

periods of 6 s (Figures 2A and 2B) and 12 s (Figures 2C and
2D) and slownesses of 0.2, 0.3, and 0.4s/km for the 6s
period and 0.2 and 0.4 s/km for the 12's period. The left-
hand panels in Figure 2 show the array response for a day
when 58 stations were operational and the right-hand panels
for another day when only 20 stations of the Taranaki
deployment were operational. In the 20-station results,
which pertain to the minimum number of stations used to
produce acceptable beamformer results, side lobes generated
by aliasing are noticeable (light blue spots in Figures 2B
and 2D) but are considerably lower in amplitude than the
main peaks. The requirement of having more than 20
stations operating on any one day was met on more than
85% of the days analyzed (see Figure S2 in the auxiliary
material). The resolution decreases with increasing wave
speed (decreasing slowness) and period and also exhibits a
slight azimuthal dependence, reflecting the array’s geome-
try. Maxima for 20 stations are better resolved in the
north-south direction than for 58 stations, an effect that
most likely can also be attributed to differences in the
array’s geometry. These examples show that the response
of an array with irregular station geometry is far from being
intuitive (for a detailed discussion on array responses see
Wathelet et al. [2008]). Overall, the Taranaki deployment
appears suitable for analyzing surface waves within the
primary and secondary microseism bands.

3.2. Beamformer Results

[12] We compute the beamformer for each of the vertical,
radial, and transverse components separately for the whole
data set in hourly segments. Because Rayleigh waves are
polarized in the vertical-radial plane, the results for the
vertical and radial components are largely identical. We
therefore restrict the analysis below to the vertical and trans-
verse beamformer results, which correspond to Rayleigh and
Love waves respectively. Although some of the Love wave
energy is likely to be recorded on the vertical component
and some of the Rayleigh wave energy on the transverse
component, this approximation seems appropriate within
the scope of this study (for a detailed discussion see Roueff’
et al. [2009]).

[13] Figure 3 shows the beamformer results for the vertical
and transverse components at 6s (secondary microseism)
and 12 s (primary microseism) periods after taking the loga-
rithm and averaging over the whole data set. As demonstrated
by Brooks et al. [2009], higher Rayleigh-wave modes can be
detected in the vertical-component Taranaki beamformer
results within the period band of the secondary microseism.
However, higher Love-wave modes are not apparent in our
beamformer results. The decrease in resolution for longer
periods shown in Figure 2 can be readily observed. The
slowness of Love waves at 6 s period also appears to be less
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Figure 3. Beamformer results using noise recordings from the Taranaki deployment averaged over days
between March and September 2002 when 20 or more stations were operational. (A) The vertical-component
and (B) the transverse-component beamformer output at 6 s period; (C) and (D) The same as Figures 3A and
3B but for the 12 s period. The black dashed line marks the minimum of the slowness range over which the
results are averaged (0.32 s’/km at 6 s period and 0.26 s/km at 12 s period).

constrained than that of Rayleigh waves of the same period
and at 12s period the differences between maxima and
minima are much smaller for Rayleigh waves than for
Love waves.

[14] To better compare the directions from which Ray-
leigh and Love waves of a certain period arrive at the
seismic network, we integrate the beamformer results over
the velocity range of the fundamental mode surface wave,
normalize the amplitude values to the range 0—1 and project
them in the back-azimuthal direction of the incoming
waves (Figure 4). The slowness value in s/km that sepa-
rates the fundamental from higher modes is computed as
6/(27 — 50f) where f is the frequency in Hz of the signal
(Brooks et al. [2009], and black dashed line in Figure 3).
To facilitate discussion we assign the labels P1-P11 to
the dominant source backazimuths.

[15] The dominant source of the vertical-component arrivals
within the frequency band of the secondary microseism
(Figure 4A) appears to lie to the SW of the array (P8). Another
strong source region can be observed NE of the array (P1).
Secondary source regions appear to lie SSW (P7), SE (P5),
and NNW (P11) of the array. For directions between NE and
SE the beamformer results reveal a paucity of strong sources.
For directions between NE and east this may be attributed to

the Taupo Volcanic Zone (TVZ), a volcanic area in the central
North Island, which is known for its strong seismic attenuation
[Satake and Hashida, 1989; Behr et al., 2011].

[16] The inferred source directions for waves recorded on
the transverse component within the secondary microseism
band (Figure 4B) are similar to those on the vertical compo-
nent. However, the strongest source in this case appears to
lie in the NE direction (P1). The inferred source directions
are generally more azimuthally restricted than for the verti-
cal component and stronger sources can be discerned
between NE and SE azimuths (P1-P5). This may indicate
that the TVZ attenuates Love waves less than Rayleigh
waves. However, Syuhada [2010] found for the southern
TVZ that transverse-component shear waves experience
stronger attenuation than radial-component shear waves.
Therefore, the absence of sources between P1 and P5 in
the vertical-component beamformer may also be attributed
to fewer sources of vertical secondary microseisms in
these directions.

[17] Within the frequency band of the primary micro-
seism, the vertical-component beamformer (Figure 4C)
shows a strong source area in the NW (P10) and WNW
(P9) directions, in addition to the strong source region to
the SW (P8). Source amplitudes decrease markedly at
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Figure 4. Projection of the beamformer results shown in Figure 3 for (A) the vertical-component and (B)
the transverse-component beamformer output at 6 s period averaged over slownesses corresponding to the
fundamental mode. (C) and (D) The same as Figures 4A and 4B but for the 12 s period. Amplitudes are
normalized to range between 0 and 1 and the color palettes are histogram-equalized [Wessel and Smith,
1995]. The black dashed lines mark the dominant source directions discussed in the text and the solid
white lines mark the backazimuth range corresponding to the Taupo Volcanic Zone.

NNE-ESE azimuths. The transverse-component beamformer
reveals dominant primary microseism source directions
to the ENE and SE (P2-P5) and only weak sources
between SW and NE directions (Figure 4D). This is in
pronounced contrast to the vertical-component beamformer,
which yields an almost antithetic source distribution.
Secondary source directions on the transverse component
can also be observed in the SSW (P7) and SW (PS), the
latter being similar to sources seen in the other beamformer
results.

[18] Figure 5 shows the beamformer results plotted as a
single line for every day of the deployment. At the 6s
period, dominant source directions show up as discrete
bands and the locations of these bands are very similar
for Rayleigh and Love waves. This is emphasized by the
similarity of the marginal distributions illustrated to the right
of each panel. At the 12 s period, source directions appear to
be more azimuthally homogeneous than at the 6s period,
and differences in the predominant source directions and
source strength over time can be seen between the Rayleigh
and Love waves. The marginal distributions for Rayleigh
and Love waves are almost complementary, with the latter
showing high values (e.g., at azimuths of 40-80°) where
the former shows low values.

4. Discussion
4.1.

[19] The results shown in Figures 4A and 4B and Figures SA
and 5B provide strong indications that Rayleigh and Love
waves within the secondary microseism band are generated
in similar areas. This has also been proposed by Hadziioannou
et al. [2012] from colocated observations of horizontal and
rotational seismic noise signals in southeastern Germany.
The differences in source strengths are possibly caused by
local effects in the source region, perhaps related to ocean
floor bathymetry [Kedar, 2011]. Because we only have a
single array with which to infer source directionality, it is not
possible to determine the exact location of the noise-generating
regions using triangulation [cf. Rhie and Romanowicz, 2004].
However, using the global model for noise sources in the
ocean of Rascle and Ardhuin [2012], which applies the theo-
retical framework of Longuet-Higgins [1950] to an ocean
wave hindcast model [Ardhuin et al., 2010], we can obtain a
first-order estimate of possible source regions for the second-
ary microseism. Longuet-Higgins [1950] showed that the
secondary microseism can be attributed to nonlinear interac-
tion between ocean waves of opposing wave vectors. The
strength of the resulting pressure fluctuations at the ocean floor

Secondary Microseism Source Regions
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Figure 5. Projection of the beamformer results shown in Figure 4 for every day of the deployment on
which 20 or more stations were operational. The small panels display the marginal distribution of the
beamformer projections integrated over time and normalized to range between 0 and 1. (A) and (B)
The results for the vertical- and transverse-component beamformer at 6 s period. (C) and (D) The same
as Figures SA and 5B for 12s period. Arrows mark the back-azimuths of the dominant source regions
corresponding to the black dashed lines in Figure 4. White dashed lines mark the back-azimuth range
of the Taupo Volcanic Zone. The color palettes are histogram-equalized [Wessel and Smith, 1995].

depends not only on the energy of the interfering ocean waves
but also on their period and the bathymetry beneath the region
of interference.

[20] Figure 6A shows the bathymetric model used
(ETOPOO01) [Amante and Eakins, 2009] and Figure 6B
highlights the potential of the bathymetry to generate seis-
mic noise if it coincided spatially with ocean waves of
opposing wave vectors and periods of between 10 and
14s. Areas of high potential, shown in red, are mostly
located along New Zealand’s continental margin and along
prominent bathymetric features such as Norfolk Ridge and
Lord Howe Rise northwest of New Zealand and the Puyse-
gur Margin south of the South Island but also around the
coast of Australia and in a wider area in the Southern Ocean
south of Australia and New Zealand. Hillers et al. [2012]
also identified continental slopes as regions of high excita-
tion potential.

[21] Figures 6C and 6D show theoretical noise sources
from the model of Rascle and Ardhuin [2012] averaged for
March to August 2002 ignoring and including the effects of
interaction between incoming waves and waves reflected from
the coastline. It has been proposed by several authors [e.g.,
Yang and Ritzwoller, 2008; Friedrich et al., 1998; Rhie and
Romanowicz, 2004] that much of the secondary microseism
energy is generated in coastal areas. Recently, Stutzmann
et al. [2012] showed that to model vertical component seismic
noise spectra within the frequency band of the secondary
microseism both deep-water sources and near-coastal sources
are required. The effects of coastal reflections, which corre-
spond to differences between Figures 6C and 6D, are mainly
apparent to the SSW in particular in an area close to the coast
of the South Island that is crossed by P8, to the NW in an area
crossed by P10, and on the south coast of the North Island,
which is intersected by P6.
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(A) Bathymetric model surrounding New Zealand; (B) potential source regions of the second-

ary microseism based on the elastic excitation modes of Longuet-Higgins [1950] and the bathymetry
shown in Figure 6A for periods of 5—7s. Red areas mark regions with high potential to generate the
secondary microseismic signal; (C) theoretical noise source regions from the model of Rascle and
Ardhuin [2012] for the secondary microseism for periods of 5-7 s without taking into account coastal
reflections of wave energy; the dominant source directions from Figure 4 are also shown; (D) same
as Figure 6C including coastal reflections. P9 is not shown because it is only a peak in the primary

microseism beamformer result.

[22] The peaks P4—P8 and P10 all point toward strong deep-
water sources. P8 and P6 also align with strong near-coastal
sources. While the peaks P11-P3 point in the direction of
near-coastal and deep-water sources the source strength
appears to be less than what is indicated by the beamformer
results. An inspection of the wider model area in these direc-
tions (not shown here) did not reveal any other obvious
potential source areas. However, the coincidence of excita-
tion along the ridge and plateau systems off southern New
Zealand raises the possibility of a contribution to seismic noise
from fluctuating currents in the deep-reaching Antarctic
Circumpolar Current. Many of the beam former peaks
coincide with regions of high eddy kinetic energy around
the plateau and ridges [Rickard et al., 2005, Figure 2A]
suggesting a more careful examination of how these fluctua-
tions in flow may influence seismic noise is warranted.
Another possible explanation for the apparent discrepancy is
that the source areas generate coherent but not very strong
signals. Because we only consider the phase of the noise signal
we are unable to distinguish between the two. To more
accurately determine the location of a noise source that

corresponds to a peak in the beamformer may require different
data analysis methods such as spherical beamforming [Zhang
et al.,2010] or ray-tracing [Hillers et al., 2012]. This may still,
however, lead to ambiguous results when more than one noise
source in the same back-azimuthal direction contribute to the
recorded noise.

4.2. Primary Microseism Source Regions

[23] In contrast to the secondary microseism, the results
shown in Figures 4C and 4D and Figures 5C and 5D imply
that Rayleigh and Love waves within the primary micro-
seism band are generated in different areas and at different
times. Bromirski and Duennebier [2002] suggested that
shoaling of deep-water ocean waves on the continental shelf,
where it is shallower than one quarter of the deep-water
wavelength, makes the biggest contribution to seismic noise
energy in the primary microseism band. Wide continental
shelves would therefore likely contribute most of the energy
within the primary microseism band, since they provide
large areas within which deep-water ocean waves can inter-
act with the ocean floor. This appears to be a plausible
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explanation for the energetic waves seen on the vertical
component between SW and NE azimuths (P9 and P10) with
periods of ~12 s (Figure 4C), since these directions correlate
with a wide shelf area around the Taranaki region that is
shallower than one fourth of the deep-water wave length
for ocean waves with periods up to 20s (140 m contour on
Figure 1). However, the strong source regions to the SW
(P8), NE (P1 and P2), and ESE (P4) coincide with narrow
continental shelves. It therefore seems unlikely that shoaling
is the only mechanism transferring ocean wave energy into
seismic energy in this period range. The source direction to
the SW (P8) points toward a coastal area where ocean swells
from the SW with high significant wave heights hit a coast-
line with a very steep continental shelf that drops from sea
level to over 4000 m depth within a horizontal distance of
only a few tens of kilometers [Pickrill and Mitchell, 1979].
A narrow and steep shelf area to the east and southeast of
the North Island corresponding to peaks P2—P6 also allows
moderate- to long-period swells to expend their energy
against a narrow 10-20km wide continental shelf. This
suggests that in addition to shoaling ocean wave energy
can also be directly transferred into seismic energy. The
differences in source directions for vertical and horizontal
noise records further indicate different coupling mechanisms
for Rayleigh and Love waves in the primary microseism band.

[24] The difference between the primary and secondary
microseism source directions inferred in this study contrasts
markedly with the results of Nishida et al. [2008a] who
obtained identical source backazimuths for Rayleigh and Love
waves from plane-wave beamforming results of horizontal
component noise recordings between 10 and 100s period
in Japan. Further studies employing ambient seismic noise
beamforming in different parts of the world may resolve or
explain this discrepancy.

[25] Source regions of the primary microseism appear to
be distributed more evenly in azimuth than those of the
secondary microseism. Friedrich et al. [1998] also observed
this phenomenon for noise sources in northern Europe. As
indicated by Figure 2, this may be accounted for in our case
by the decreased azimuthal resolution of the beamformer
results at longer periods. It may also indicate that generation
of the secondary microseism requires the coincidence
of more specific conditions than required for the primary
microseism, or point toward differences in wave propagation
between the longer-period primary microseism waves and
the shorter-period secondary microseism waves.

5. Conclusion

[26] To date, no comprehensive theoretical treatment of
the excitation of Love waves for the secondary microseism
and no comprehensive theoretical treatment of the excitation
of the primary microseism have been derived. We have
shown in this study that Rayleigh and Love waves around
New Zealand within the secondary microseism period band
are mostly generated in the same areas and that these source
areas can be attributed to both deep-water and near-coastal
source regions. In contrast, there are strong indications that
Rayleigh and Love waves within the primary microseism
period band have distinctly different source regions. This
has important implications for the use of ambient seismic
noise for tomographic imaging, especially when inferring

Sy and Sy velocities from Rayleigh and Love wave disper-
sion curves within the primary microseism band. To identify
global patterns of surface wave excitation within the micro-
seism bands, similar studies in other parts of the world will
be necessary.
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