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The impact of ocean surface gravity waves on the near-surface currents and on the upper ocean mixed

layer is investigated using the one-dimensional general ocean turbulence model (GOTM). The goal of

the investigation is to determine coupling methodology which required theories, modifications and

parameterizations to incorporate the influence of surface wave forcing into an ocean dynamic model.

To this end, some well-known theories of air–sea interaction are applied to modify momentum and

energy equations to include the surface wave stress, wind energy input, wave dissipation, and Stokes

drift. A two dimensional wave energy spectrum is used as a representative sea state for a sufficiently

large fetch. The performance of the wave-modified model is tested by a series of model experiments

which cover a number of features of the upper ocean boundary layer on diurnal and seasonal time

scales. These sets of model experiments include both some idealized test cases to show the importance

and sensitivity of the upper ocean to wave parameterizations, and some additional observation-

oriented experiments which highlight the role of the modifications in improving the prediction of the

upper ocean dynamical variability. The results confirm again the dominant role of Stokes drift in

influencing both the magnitude and the angular turning of the surface Ekman current and the evolution

of the upper ocean boundary layer (mixed layer depth and temperature evolution), in comparison with

other wave induced parameters. Meanwhile, it is shown that the modified model is sensitive to wave

parameterizations and the wave energy spectrum. However, there remain a number of uncertainties

due to choice of wave energy spectrum, wave forcing parameterization, the surface eddy viscosity,

momentum and energy surface boundary conditions, and the role of some important processes

excluded from this study, such as the effect of Langmuir circulations.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

The air–sea interface sets the boundary conditions for physical
and biogeochemical processes in the marine atmospheric planetary
boundary layer and the upper ocean mixed layer (OML). The
processes in this complex interface and the coupling between surface
gravity waves, winds and currents in the adjacent turbulent bound-
ary layers play a key role in the global climate system (Sullivan and
McWilliams, 2010). Fluxes of momentum, heat and gases across this
interface influence the weather and climate (McWilliams, 1996), and
spatial distribution and evolution of greenhouse gases (Wanninkhof
et al., 2009). In OML, the present state-of-the-art lacks a satisfactory
description of the energetics of turbulence. This is largely due to
challenges associated with acquiring accurate observations and
ll rights reserved.
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conducting numerical simulations in a turbulent environment with
a dynamic interface supporting surface gravity waves spanning
wavelengths from millimeter to hundreds of meters. Non-linear
processes over aerodynamically rough and wavy surface, inter-
mittent wave breaking, generation of spray and bubbles further
complicate the description and quantification of processes at play
(Melville, 1996; Gemmrich, 2010; Terray et al., 1996; Gemmrich and
Farmer, 2004; Sullivan and McWilliams, 2010).

The salient features of the air–sea interaction and its important
role have been reported in theoretical (Jeffreys, 1925; Miles, 1957),
observational (Snyder et al., 1981; Komen et al., 1984), and numer-
ical (Wam, 1988; Tolman, 2002; Tolman and Chalikov, 1996) studies
in the past several decades. McWilliams and Restrepo (1999)
reported the substantial impact of Stokes transport on carrying the
mechanical energy through the surface waves, as well as on the
Ekman turning of surface current. Hasselmann (1970) demonstrated
that in a rotating ocean, the wave induced Stokes drift, so-called
Coriolis–Stokes forcing (Polton et al., 2005), influences the mean flow
with a zero Lagrangian mean by a factor proportional to f cor�Us,
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where fcor is Coriolis parameter and Us is the Stokes drift (Jenkins,
1987; Andrews and McIntyre, 1978).

Waves not only extract energy from the wind, but also modify
the effective momentum flux into current, and also influence the
wind field. Longuet-Higgins (1953) investigated the effect of
viscosity on damping of the wave in the absence of rotation. He
showed that the presence of even small viscosity modifies
strongly the momentum transfer in a thin boundary layer (vor-
ticity layer). Weber (1983a,b) investigated the combination of
Stokes drift with inertial oscillations and energy conversion from
waves to currents in the presence of small eddy viscosity (see
Jenkins, 1989 for general time-dependent forcing). Jenkins (1989)
modified the classical Ekman problem by adding Coriolis–Stokes
forcing and a term for redistributing the momentum lost from the
waves by dissipation. He pointed out that the eddy viscosity
which acts on the mean flow cannot be the same as that acting to
damp out waves. Polton et al. (2005) followed the idea of Jenkins
(1989) and solved the same problem analytically using a constant
and a linearly varying eddy viscosity.

In addition to transfer of energy and momentum by the surface
wave field, waves breaking or non-breaking enhance the near-
surface turbulence (Kantha and Clayson, 2004; Kitaigorodskii
et al., 1983). Observations by shipborne (Drennan et al., 1996),
wave following (Soloviev and Lukas, 2003), and profiling instru-
ments (Anis and Moum, 1995; Stips et al., 2005) in the past few
years have confirmed that the breaking waves generate a source
of turbulent kinetic energy (TKE) and enhance the dissipation
rate of TKE, E, to levels much greater than those of predicted by
the classical law of the wall (LOW). Terray et al. (1996) obtained
an almost universal relationship between dimensionless E (scaled
as a function of wind speed, wave phase speed, significant wave
height and depth), and dimensionless depth (scaled by significant
wave height). They divided the mixed layer into a wave breaking
sublayer, a transition sublayer, and a LOW layer. The wave
breaking sublayer is the layer with direct injection of TKE by
breaking waves in which E is nearly constant and the rate of shear
production contribution in the TKE balance is assumed negligible.
In the transition sublayer, the vertical transport of TKE enhances
the shear production. E scales with wind-wave parameters and
decays with depth, E� za, with a log–log slope of a¼�2:370:4
(Stips et al., 2005). In the deepest layer, E obeys the LOW.

In recent years, a number of one-dimensional models have
been applied to highlight the role of surface wave breaking and
its effects on near-surface currents and turbulence. Craig and
Banner (1994) employed an improved 2.5 level closure model
by following the work of Mellor and Yamada (1982). They applied
a new parameterization for the surface TKE flux as Zu3

n
, where

Z is referred to as wave energy parameter and is argued to be
dependent on the wave age (Terray et al., 1996) and un is the
friction velocity on the water-side. Based on best fit to observa-
tions, Craig and Banner (1994) obtained Z¼ 100, and many other
numerical models adapted this choice (Burchard and Bolding,
2001). Stips et al. (2005) measured small scale shear and tempera-
ture fluctuations using a rising microstructure profiler under very
weak stratification and fetch-limited conditions. Based on observa-
tions and model simulations in the wave affected sublayer,
they found that E decays with depth with a slope between �2.1
and �1.7 in a log–log representation. Jones and Monismith (2007)
measured the vertical distribution of TKE dissipation rate using
an array of four acoustic Doppler velocimeters under a white-
capping wave. They pointed out that without the incorporation of
wave forcing (whitecapping effects), the numerical models will not
predict the correct distribution of TKE and for 50% of the one-
month length of their experiment the wave affected surface layer
extended over 90% or more of the water column in the absence of
stratification.
Due to importance of coupling the impact of wave field on the
near-surface current and turbulence, several coupling experiments
have been done in recent years. Perrie et al. (2003) used the theory
of Jenkins (1989) and employed a simple diagnostic ocean model
with an Ekman layer and depth independent eddy viscosity. Lewis
and Belcher (2004) studied the surface Ekman current analytically
and found a deflection of the surface current of between 101 and
451, and a deflection of the sub-surface current by approximately
751 from the wind stress at a depth between 5 and 20 m, and rapid
current attenuation with depth. Tang et al. (2007) applied the
same methodology as Perrie et al. (2003) and computed the wave
effect on the surface current using Jenkins (1989) by modifying
the Princeton Ocean Model. Song and Huang (2011) and Song
(2009) presented steady state analytic and approximate solutions
for modified Ekman equations modified to take account of wave
effects with different choices for eddy viscosity dependency.
Sullivan et al. (2007) used stochastic breakers with a normalized
probability distribution function for the random breaker impulses
to study the interplay between breaking and vortex forces in the
presence of breaking waves. By large eddy simulation, they verified
the impact of stochastic breakers in the enhancement of the near-
surface mixing. Pursuing Sullivan et al. (2007), stochastic breakers
concept, He and Chen (2011) modified the momentum equations
of GOTM in the presence of wave breaking using vertical distribu-
tion of wave breaking stress.

Besides the effect of wave breaking, the role of non-breaking
waves for transferring of energy to the upper ocean mixing (so-
called wave–turbulence interaction) has been investigated in several
theoretical, experimental, and observational studies (Kitaigorodskii
et al., 1983; Babanin and Haus, 2009; Ardhuin and Jenkins, 2006;
Anis and Moum, 1995; Gemmrich and Farmer, 2004). Qiao et al.
(2004) proposed a parameterization of non-breaking wave-induced
mixing in circulation model formulated by the wavenumber spec-
trum. Dai et al. (2010) based on measuring the thermal destratifica-
tion in a wave tank demonstrated that the mixing induced by non-
breaking surface wave may have an important impact on the
vertical mixing process. Furthermore, they suggested a way to
parameterize wave-induced mixing in the numerical ocean models.
Recently, Huang et al. (2011) applied wave–turbulence interaction
to a one-dimensional model with Mellor–Yamada scheme. They
pointed out that non-breaking wave influences on the upper ocean
mixing extend to much greater depths than wave breaking, and that
wave–turbulence interaction parameterization can improve effi-
ciently the problem of insufficient mixing in the classical Mellor–
Yamada model.

In this study, following Perrie et al. (2003) and Tang et al.
(2007), theoretical and numerical procedures are described to
achieve a coupled air–sea modelling system for evaluating the
impact of the wave field on the near-surface currents and on the
dynamics of the upper ocean mixed layer. The modelling in our
study consists of calculating the atmospheric source terms intro-
duced in the ocean surface gravity wave model (Komen et al.,
1984; Janssen, 1991, 1989; Jenkins, 1992), and applying direct
coupling of GOTM with wave forcing at each time step based on
the theory of Jenkins (1986, 1987, 1989) in which upper ocean
momentum and energy partial differential equations are modified
by wave energy fluxes. The Donelan and Pierson directional wave
spectrum (Donelan and Pierson, 1987) is used to calculate the
Stokes drift, the wave induced momentum flux, and the energy
flux for coupling purposes for a fully developed wind sea. This
simple estimate of the wave energy spectrum cannot support
many complex features of ocean wave variability, however, it
provides a good framework for this study. A series of test cases to
investigate the wave effects on the upper ocean boundary layer
on the diurnal and seasonal time scale has been conducted to
cover different features of wind–wave and wave–current
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Fig. 1. Four energy flux regions in the wave energy spectrum E(f).
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interactions. The wave effects on the model simulations are
introduced by switching on the wave forcing. Furthermore, a
steady state wave modified Ekman current is included in the test
cases for a depth dependent eddy viscosity. It is not the scope of
this study to confirm the existence of wave effects because the
details of ocean mixing response to wind and wave forcing are
quite well established. The purpose is to document an compre-
hensive review of modifications of GOTM to incorporate wave
induced fluxes and further to test the skill of the modified model
by comparing the results to observations reported in the
literature.

This paper is organized as follows. A brief description of
modification components in the coupled modelling system is
presented in Section 2. The source terms of wave energy balance
equation that are used to estimate momentum and energy fluxes
are described, and modifications of the GOTM governing equa-
tions in the presence of wave field fluxes are summarized. The
effect of modifications are presented in Section 3 using numerical
experiments and comparisons with observations. The final section
presents a discussion and summary.
2. Coupled atmosphere and ocean

The interaction of wind, surface gravity waves and oceanic
currents is an important factor for better estimation of the
momentum and energy fluxes at the air–sea interface. Ocean
surface gravity waves are an important manifestation of this air–
sea interaction that can modify Stokes drift and turbulent mixing
near the upper ocean boundary layer due to wave breaking. The
impact of surface waves on the atmosphere also is linked into
the wave stress (Section 2.1) which is dependent on wind–wave
spectrum. The evolution of the wave spectrum is based on a
spectral energy or action balance equation (Tolman and Chalikov,
1996). In deep ocean with no refraction and no significant current,
the variance density spectrum Eðf ,yÞ of the sea surface elevations
takes the following radiative transfer equation form:

@E

@t
þrðcgEÞ ¼ SnlþSinþSds, ð1Þ

where the left hand side represents the evolution of the direc-
tional energy spectrum E as a function of frequency f ¼o=2p, and
wave direction y. Here Snl is the non-linear wave-wave interaction
term, Sin is the wind energy input into the wave field, Sds is the
wave dissipation due to whitecapping, breaking and bottom
friction, cg is the velocity of wave energy propagation (group
velocity), and o is the angular frequency.

Fig. 1 illustrates a typical wave energy spectrum with four
energy flux regions based on three characteristic frequencies
f o, f eq and fds (Resio and Long, 2004). At frequency fo, the net
energy flux due to nearly equal positive and negative front lobe of
Snl is zero and in this region only the wind energy input Sin gives
gain in total energy. The second region is the transition region
between the peak region and the equilibrium region (III) where
energy is transported from low to higher frequencies. The final
region is where all the energy received from regions II and III is
lost by either wave breaking or viscosity.

The conservation properties of the non-linear energy transfer
between wave components imply that Snl integrates to zero over the
whole frequency domain, so only Sin and Sds contribute to the energy
and momentum balance of the mean flow and turbulence. The
approximate forms of Sin based on linear and exponential growth
rate, and the Sds function are discussed in Appendix A. In this section,
a brief description is given of source terms in Eq. (1) and how they
relate to the major coupling process of air–sea interaction such as
wave-induced flux and wave–current interaction. The effects of these
coupling processes in the GOTM governing equations are presented.

2.1. Wave-induced flux

The total wind stress near the surface can be represented as

ttot ¼ twaveþtturbþtvisc , ð2Þ

where twave, tturb and tvisc are wave-induced stress, turbulent
stress and viscous stress. The atmospheric turbulence flux
decreases to zero at the surface where the turbulence vanishes.
The total wind stress is therefore a result of the air–sea interac-
tion as friction of airflow against water surface depends strongly
on sea surface roughness length. In weak wind conditions, this
roughness is small, and in strong cases especially in the presence
of active wave breaking, the surface is aerodynamically rough
(Tsagareli et al., 2010). The relation between this roughness
and the magnitude of stress is determined by applying a drag
coefficient that depends on relative motion between the air and
the waves of different phase velocities. Waves which propagate
with a phase velocity equal to or greater than those of the mean
wind speed should make only a small contribution to the
momentum flux into the ocean. The high-frequency gravity waves
which move slower than the wind will make a larger contribution
to the surface drag (Janssen, 1989).

The momentum flux, or stress, is related to the input source
term in the wave energy balance equation (Jenkins, 1989)

t!wave ¼ 2prw

Z
f

Z
y

f bkSinðf ,yÞ dy df , ð3Þ

here rw is the water density, o¼ 2pf , and k¼ bkk is the horizontal
wavenumber vector with modulus k and direction bk ¼ ðcos y, sin yÞ.
The wind energy input term, Sin, is determined by applying both a
linear growth rate (Eq. (A.2)) (Snyder et al., 1981; Komen et al.,
1984; Hasselmann et al., 1988) and an exponential growth rate
(Eq. (A.3)) (Janssen, 1989). Resio and Long (2004) and Kudryavtsev
and Makin (2002), based on observations and numerical studies,
reported that more energy/momentum transfer occurs at frequen-
cies above feq (up to 70%). Thus, the high frequency part of the wave
energy spectrum and correspondingly the wind energy input source
term, Sin, play a key role in calculation of stress/momentum transfer.
As a constraint on the magnitude of the wave-induced stress
obtained from Eq. (3), the following bulk relation

tb
wave ¼ raU2

10ðCd�CvÞ ð4Þ

is employed. Here Cv ¼�5� 10�5U10þ1:1� 10�3 is the viscous
drag coefficient, U10 is the wind speed in m s�1 at the height of
10 m, ra is the air density, and Cd ¼ ½0:78þ0:475f ðdÞU10� � 10�3 is
the wave age dependent drag coefficient, f ðdÞ ¼ 0:85BA1=2

G d�B,
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d¼ hso2
p=g is the wave steepness, hs is the significant wave height,

op is the wave angular frequency at the spectral peak frequency,
and AG¼1.7 and B¼�1:7 are the empirical parameters (Guan and
Xie, 2004). Using the inequality

9 t!wave9rtb
wave, ð5Þ

in which 9 � 9 denotes modulus of a vector, Sin can be calibrated.
The wave stress (Eq. (3)) can be separated into two frequency
components

t!wave ¼ 2prw

Z
f r f c

Z
y

f bkSin dy df|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
L1

inðf c Þ

þ2prw

Z
f 4 f c

Z
y

f bkSin dy df|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
L2

inðf c Þ

, ð6Þ

where fc is a critical frequency. Following Tsagareli et al. (2010),
fc must be determined such that the first term on the right hand
side of Eq. (6) is less than tb

wave. This frequency is a good criteria for
separating the frequency range of the dominant growth rate of
wave energy. Thus, it is possible to use fc to reduce or increase the
wind-input energy source term, depending on the magnitude of a
correction factor X which satisfies Scorr

in ðf Þ ¼ XSinðf Þ and the constraint
9L1

in9ðf cÞrtb
wave. After this correction, it is assumed that there is a

sharp contrast at frequency fc. The physical effects of a discontinuous
jump can be reproduced by applying a smooth and continuous
function L(X) such that Scorr

in ðf Þ ¼ LðXÞSinðf Þ. For more details, the
reader is referred to Tsagareli et al. (2010).

Note that to compute the above frequency integrals for
frequencies greater than the operational frequency, fmax, of the
measuring instrument, a power law is applied. The pioneering
work for this power law assumption originated from Phillips
(1958) who proposed, based on dimensional arguments, that the
shape of spectral density for frequencies above feq in the third
region of Fig. 1 is independent of fetch, duration, and wind
strength, and decays as f�5 with the wave frequency f. However,
later observational studies confirmed a frequency dependency
closer to f�4 for the frequencies above three times the peak
frequency. Several studies support a power law in the range of �5
to �3.3 for the high frequency dependence of spectral density
(Jones and Toba, 2008).

In this study, the two-dimensional Donelan–Pierson spectrum
is used for generating wave energy spectrum for frequency range
f r f max (Appendix D) and the spectrum for frequencies f 4 f max is
assumed to be proportional to f�5, and the wave spectrum is
approximated by Eðf ,yÞ ¼ ðf=f maxÞ

�5Eðf max,yÞ.

2.2. Wave–current interaction

The shear in the wave-induced Stokes drift velocity extracts
energy from surface waves and injects it into the near-surface
turbulence (Jenkins, 1989). The Stokes drift for deep water is

UsðzÞ ¼ 4p
Z
y

Z
f

f kEðf ,yÞe�2k9z9 df dy, ð7Þ

where k is the wavenumber vector (Huang, 1971). The contri-
bution to the Stokes drift is maximal in the peak region of the
wave spectrum. Meanwhile, near the surface, short waves give a
significant contribution to Us (Polton et al., 2005; Tang et al.,
2007). In order to include the effect of Stokes drift on current as
well as the wave-induced momentum transfer from waves to
ocean due to dissipation of wave energy, the governing momen-
tum equations in GOTM are modified by including the Stokes drift
in the Coriolis term and another momentum source term, Fds as

_U ¼DU�grhzþ
Z z

z
rhB dz0�f cor � ðUþUsÞþFds, ð8Þ

where _U denotes the total derivative of vector U, z the free surface
elevation, rh the horizontal gradient operator, and B the mean
buoyancy. DU is the sum of the turbulent and viscous transport
term modelled according to

DU ¼
@

@z
ðntþnÞ

@U

@z
� ~GU

� �
: ð9Þ

In this equation, nt and n are the turbulent and molecular
diffusivities of momentum, respectively, and ~GU denotes the
non-local flux of momentum. The momentum source term Fds

due to the surface wave energy dissipation is defined as (Jenkins,
1987, 1989)

Fds ¼�4p
Z

f

Z
y

fSdsðf ,yÞk̂ke�2k9z9 dy df , ð10Þ

where z is the vertical distance from the mean water surface and k̂
is the unit vector in the direction of wave propagation. In Eq. (10), it
is assumed that the transfer of momentum from wave to mean flow
has exponential decay away from the surface by a vertical distribu-
tion expð�2k9z9Þ. In addition to above modification of momentum
equation, Stokes drift is the driving parameter for Langmuir circula-
tions that can be included by adding a vortex term Us � ðr � UÞ on
the governing momentum equations (Moon, 2005).

To estimate the effect of waves on the upper momentum
boundary condition, the theory of Janssen (1991) is employed. By
dividing both sides of Eq. (1) by the phase velocity and integrat-
ing, the equation of conservation of momentum is obtained. By
substituting this differential equation into two-dimensional
depth-averaged mass equations (Mastenbroek et al., 1993), the
surface stress is obtained as

t!
surf
¼ ttot�2prw

Z
f

Z
y

bkf ðSinðf ,yÞþSdsðf ,yÞþSnlðf ,yÞÞ dy df :

The first term on the right-hand-side represents the momentum
input from the wind. Part of this momentum goes into the waves
instead of the current via the first term of the integrand (the wave
induced stress, twave). The second term in the integrand specifies
the wave momentum which is transferred from the waves to the
current at surface as a result of wave dissipation. Here, this term
must be removed from boundary condition, since, the releasing of
momentum due to dissipation of wave energy has been applied in
the Eulerian mean current by the term Fds. Because the non-linear
source term redistributes momentum and energy between dif-
ferent wave components, its integral over all wave components is
zero. Thus, by ignoring the non-linear interaction effects, the
reduced wind stress due to wave effects is employed as an upper
boundary condition for the momentum equation

rwnt
@U

@z
¼ t!

surf

mod, ð11Þ

where the modified surface stress is given by

t!
surf

mod ¼ ttot�2prw

Z
f

Z
y

bkfSinðf ,yÞ dy df : ð12Þ

From Eq. (11), it can be seen that in the presence of waves there is a
reduction in the current speed. However, this reduction can be
compensated partially by the term Fds in Eq. (10), i.e. the momen-
tum flux into the water column that increases the near-surface
current speed (Tang et al., 2007).

2.3. Wave effect and turbulence closure

The first attempt to model numerically the wave-enhanced
turbulence in the near-surface layer was performed by Craig and
Banner (1994). They employed the level 2.5 turbulence closure
scheme of Mellor and Yamada (1982) with a simple model of the
oceanic boundary layer to predict the enhanced near-surface
turbulence (in the presence of wave breaking) in comparison
with the standard LOW. By assuming that the production and



Table 1
Applied x-component of wave stresses, N m�2, and Stokes drift us, m s�1, for

different wind speeds, U10, m s�1. tJ,notail
tot and tJ,tail

tot are the total surface stress using

iterative technique for exponential growth rate without and with tail and

correction influences, tH,notail
wave and tH,tail

wave are wave stresses based on linear growth

rate without and with tail effect, tJ,notail
wave and tJ,tail

wave are wave stresses based on

exponential growth rate without and with tail and correction effects, and tb
wave is

the wave stress based on bulk formula (Eq. (4)).

U10 ðm s�1Þ 5 10 15 20 25 30

U10=cp 0.832 0.833 0.835 0.862 0.934 1.043

ttot 0.034 0.174 0.479 1.008 1.819 2.970

tH,notail
wave

0.006 0.038 0.117 0.267 0.506 0.854

tH,tail
wave

0.016 0.094 0.274 0.601 1.124 1.895

tJ,notail
tot

0.039 0.177 0.487 1.025 1.849 3.019

tJ,tail
tot

0.031 0.165 0.450 0.933 1.668 2.715

tJ,notail
wave

0.009 0.043 0.128 0.2916 0.585 1.071

tJ,tail
wave

0.005 0.081 0.331 0.7470 1.368 1.899

tb
wave

0.006 0.087 0.241 0.794 1.395 2.111

usðzsurf Þ 0.059 0.118 0.178 0.237 0.296 0.356
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dissipation rate of TKE are equal, the influence of wave breaking
was modelled by including TKE injection as the surface boundary
condition for the TKE differential equation. Burchard and Bolding
(2001) employed a shear dependent closure based on a k2E
model for simulating the effect of wave breaking near the surface.
The common technique for these models is the parameterization
of the surface flux of TKE as a source for applying the effect of
wave breaking to the numerical model. The surface TKE flux and
the wind energy flux are assumed equal (FkCZu3

n
, and un is the

water-side friction velocity). Various values have been proposed
for Z, such as Z¼ 80 by Wang and Huang (2004), Z¼ 250 by
Feddersen and Trowbridge (2005), Z¼ 168 by Gerbi et al. (2009)
and so on. Terray et al. (1996), Mellor and Blumberg (2004) and
Moon (2005) have used the following boundary condition for the
TKE and the mixing length:

q2ð0Þ ¼ ð15:8ZÞ2=3u2
n
, ð13Þ

lð0Þ ¼max½kz0,l0�, ð14Þ

where q2=2 is the TKE, k is the von Kármán constant, z0 is a
surface roughness length, un is the water-side friction velocity, l is
the mixing length, and Z is determined by

Z¼ Fk

u3
n

: ð15Þ

The rate of wind energy input, Fk, to the waves from the winds is
determined by integration of Sin in the whole frequency and
direction range

Fk ¼ g

Z
f

Z
y

Sinðf ,yÞ dy df , ð16Þ

where Sinðf ,yÞ is defined by Eq. (A.1) based on the growth rate of
Eq. (A.4) (Moon, 2005). However, instead of relating the surface
TKE flux to the wind stress (� u3

n
) or wind energy input (Eq. (16)),

the transfer of kinetic and potential energy to enhance the near-
surface TKE can be specified directly by the use of wave energy
dissipation in the surface zone as

Fk ¼ g

Z
f

Z
y

Sdsðf ,yÞ dy df : ð17Þ

Thus, the balance of vertical energy flux and TKE from breaking
waves in the surface boundary condition (here Neuman (flux)
boundary condition) can be written, for example, in the k2E model as

nt

sk

@k

@z
¼�Fk, ð18Þ

where sk is the turbulent Schmidt number (Burchard and Baumert,
1995). For the lower boundary condition at the sea bottom, the zero
flux of turbulent energy is assumed.
3. Results and discussion

Surface wave stress is calculated based on both linear (tH,notail
wave

without and tH,tail
wave with the tail effect) and exponential growth

rate (tJ,notail
wave without and tJ,tail

wave with tail and correction effect).
The wave stress based on the exponential growth rate introduced
in Eq. (A.3) is prescribed iteratively following the algorithm
described in Appendix B. The wave stress together with the
x-component of Stokes drift at the surface, usðzsurf Þ, is presented
in Table 1 for wind speeds ranging from 5 to 30 m s�1 for five
realizations. Hereafter, the tail effect and wave-induced momen-
tum correction mechanism are imposed into the calculation of
wave stresses. Thus, the expressions tJ

wave and tH
wave denote the

wave stresses including the tail effect and correction algorithm
for exponential growth rate, and the tail effect for the linear
growth rate, respectively. To include shortest waves in the
capillary wave range, the f1 is set to 10 Hz. Furthermore, the
frequency domain ½f min,f max� is defined by the interval [0.05,0.5].
According to Table 1, for a wind speed of 5 m s�1 the wave stress
contribution tb

wave to the total surface stress ttot is about 6% and
this contribution grows with increasing wind speed. The first row
in Table 1 shows the inverse wave age, U10=cp, where cp is the
wave phase speed at the peak frequency of the wave energy
spectrum. In the classical wave age scaling, a wave spectrum is
defined as a young developing sea if its inverse wave age exceeds
unity. The young sea will reach fully developed state for the
inverse wave age in the range of 0.8–1.0. Energy input from wind
ceases when the wave phase speed exceeds the wind speed
(U10=cpo1). In this case, the fully developed sea gradually dies
out and the wave energy spectrum is considered old. In our setup,
this parameter presents a fully developed sea.

In order to test the efficiency and performance of the wave-
modified one-dimensional mixing model, some test cases are
constructed. These cover the response of the near-surface current
profile to waves and the wave effect on upper ocean mixing
on diurnal and seasonal time scale, and are based on a set of
idealized experiments and observation-oriented simulations. In
the first part of this investigation, the effect of waves on a classical
Ekman current is studied by numerical solutions of a simple
Galerkin Finite Element Method (GFEM) (Appendix C). Solutions
including wave are compared to those without wave effects.
The mean field is specified as fully developed wind generated
sea, and the eddy viscosity profiles are assumed depth-dependent
but time invariant. In addition, to test the applicability of includ-
ing wave effects in the real ocean, some comparisons are made
using well-known published observational data. Furthermore, to
check the accuracy of GFEM simulations, an analytical solution of
the near surface wave-modified Ekman equations is given in
Appendix E for depth-independent eddy viscosity. In the second
part of this section, the modified GOTM model is applied to study
various features of wave effects on the oceanic boundary layer on
diurnal and seasonal time scales.

3.1. Wave effect on Ekman current: idealized case

To show the physical behavior of wave forcing, the stationary
solutions of Eq. (8) are studied using both constant and linearly
increasing eddy viscosity profiles. To provide external wave
forcing such as wave momentum flux, energy flux, and Stokes



−0.05 0 0.05 0.1
−80

−60

−40

−20

0

u [m/s]

D
ep

th
 [

m
]

−0.15 −0.1 −0.05 0
−80

−60

−40

−20

0

v [m/s]

−0.05 0 0.05 0.1 0.15
−0.2

−0.15

−0.1

−0.05

0

0.05

u [m/s]

v 
[m

/s
]

0 5 10 15
−100

−80

−60

−40

−20

0

|U|/u
*

D
ep

th
 [

m
]

Fig. 2. Comparison of the vertical current profile for full wave forcing impact (solid lines), wave forcing in the absence of Stokes drift effect (dashed lines), and the classical

Ekman solution (dash-dotted lines) for wind speed U10 ¼ 10 m s�1 in the upper 100 m of the water column. (a and b) u and v components of vertical current vector for

different wave forcing cases, (c) depth-dependent hodograph of the current for the different wave forcing cases, and (d) profiles of speed modulus, 9U9¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2þv2
p

,

normalized by the water-side friction velocity un.

M. Bakhoday Paskyabi et al. / Continental Shelf Research 38 (2012) 63–7868
drift, the wave spectrum is approximated by the Donelan and
Pierson (DP) spectrum (Donelan and Pierson, 1987) (Appendix D)
which corresponds to a fully developed sea state. In simple form,
assuming negligible pressure gradient and horizontal homogene-
ity, Eq. (8) can be written in complex notation as

@

@z
nt
@U

@z

� �
¼ if corðUþUsÞþFds, ð19Þ

where U¼ uþ iv is the quasi-Eulerian current, Us ¼ usþ ivs is the
Stokes drift, Fds ¼ f x

dsþ if y
ds is the wave induced momentum

transfer from waves to the ocean due to wave energy dissipation,
and i¼

ffiffiffiffiffiffiffi
�1
p

. The upper boundary condition is given by Eq. (11).
For the lower boundary condition, it is assumed U-0 as z-�1.

A simple GFEM is applied to solve Eq. (19) numerically (for
more details see Appendix C). In Fig. 2, the GFEM solutions of
wave-modified Ekman current (Eq. (19)) are shown for the case of
constant eddy viscosity nt ¼ 1:2� 10�4 m2 s�1, rw ¼ 1025 kg m�3,
ra ¼ 1:22 kg m�3, U10 ¼ 10 m s�1. The Ekman layer depth is
he¼15.5 m. The wind stress and the wave directions are along
the positive x-axis. Fig. 2a, b, d shows the vertical profiles of
velocities. Despite large current shear in the upper few metres,
below 60 m both the angular turning (Fig. 2c) and the velocity
components approach zero. In comparison with the classical
Ekman solution, the momentum reduction in the presence of
wind energy input source term and wave dissipation source term,
in the absence of Stokes drift, has a small but discernible contri-
bution in modifying the surface current velocities, and increases
the angular turning from 451 to 45.81 (Fig. 2c). However, when
the Stokes drift is included the angular turning increases from
451 to 561 and the surface current magnitude increases by more
than 35% (see also Jenkins, 1987; Weber, 1983b; Lewis and
Belcher, 2004; Polton et al., 2005; Song, 2009; Tang et al., 2007).
In fact, this example shows that the Stokes drift vertical distribu-
tion with the attenuation scale of inverse of the dominant
wavenumber can influence almost the entire Ekman layer.
Fig. 3 illustrates the behavior of surface wave-modified Ekman
current as a function of wave stress (linear growth rate tH

wave and
exponential growth rate tJ

wave). The impact of the wave dynamic
source term parameterization (and also the wave energy dissipa-
tion parameterization) should not be ignored in the wave-induced
momentum transfer.
3.2. Wave effect on Ekman current: observational case

Two sets of observations are used to compare the results of the
GFEM with observations similar to those reported by Price and
Sundermeyer (1999). These data sets were extracted directly from
the figures in Price and Sundermeyer (1999) and thus they are not
accurate. These data sets are the Long Term Upper Ocean Study
(LOTUS3) and the Eastern Boundary Current (EBC) experiment.
The LOTUS3 data were acquired during summer at 351N in the
Sargasso Sea with the average wind stress ttot ¼ 0:07 Pa, and the
average wind speed 6:8 m s�1. The reference depth HG for this
data set at which current can be assumed to be purely geostrophic
is about 50 m (Lewis and Belcher, 2004). The EBC data were
acquired at 371N in the eastern North Pacific during the summer
with average wind forcing ttot ¼ 0:09 Pa, average wind speed
7:6 m s�1, and HG � 60 m. For each of the two data sets, three
runs are performed using the DP wave spectrum: runs with full
wave forcing; wave impact without the Stokes drift effect; and no
wave forcing. The GFEM results are shown in Fig. 4 together with
the observations. In the GFEM runs, a linearly increasing eddy
viscosity profile is used as suggested by Lewis and Belcher (2004)
and Jenkins (1987)

ntðzÞ ¼�kunðz�z0Þ, ð20Þ

here z0 is prescribed from an empirical model proposed by Mellor
and Blumberg (2004). Following Terray et al. (1996) and Rascle
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et al. (2007), it can be written

z0 ¼ 665
cp

ua
n

� �1:5 u2
n

g
,

in which cp is the phase velocity at the spectral peak frequency
and ua

n
is the air-side friction velocity defined by Eq. (A.8).

However, for a realistic comparison between simulated and
observed results, in addition to surface wind stress, the effect of
several other factors must be taken into account, including
density stratification, buoyancy flux, heat flux, horizontal advec-
tion, and low frequency measurement errors in the near-surface
boundary layer induced by wave-related motion of current
meters attached to a surface buoy (Pollard, 1973).

For this experiment, the wave dissipation due to breaking does
not have a significant impact in the water column, and wind energy
input effect is also negligible compared with markedly improved
estimation by Stokes drift effect. For run without wave forcing effect,
the angular turning is about 401 for both the EBC and LOTUS3 cases.
By introducing wave forcing, angular turning increases to 671 and
691, respectively. Thus, the comparisons suggest that the veering in
the surface layer down to about half of HG is better captured when
the wave forcing is included (see also Saetra et al., 2007).

The wave-modified solution is slightly sensitive to the choice
of wind energy input parameterizations. Fig. 5 compares the
velocity profiles for the two wind energy input parameterizations
for the EBC case (solid lines use Sin defined by Eq. (A.3) and
dashed lines use Sin defined from Eq. (A.2)).

3.3. Modified GOTM results with wave forcing

Validation of the modified GOTM is carried out by using
idealized cases to check the model results for the response of the
mixed layer depth and upper ocean dissipation rate of TKE to wind
and surface gravity wave forcing. Three test cases based on
observed data sets are constructed. The first observed profiles of
temperature, salinity, and current are used as initial values for
corresponding variables in GOTM. The GOTM relaxation scheme as
−5 0 5 10
−60

−50

−40

−30

−20

−10

0

u/u
*
; v/v

*

D
ep

th
 [

m
]

u/u
*

v/u
*

Fig. 5. Effect of different wave stress parameterizations for the EBC case. (a) Normalized

growth rate and dashed lines for linear growth rate. Observations are denoted by star
a force for the prescribed profiles is switched off. The k2E model is
used to study one-dimensional mixing including a single partial
differential equation for k, and a conservation differential equation
for E. The Neumann (flux) surface boundary condition is modified
in k-equation (Eq. (18)) by including breaking wave effect. The
Schumann and Gerz (1995) model is used to calculate the stability
function of the k2E model, and the minimum values are set for
initializing the TKE and its dissipation rate. Numerical discretiza-
tion is performed with a time step of Dt¼ 60 s and a vertical non-
equidistance resolution with a slight zooming to the surface.

The DP directional wave spectrum is employed to estimate the
characteristics of wind sea, wind energy source terms, wave
stress, and the Stokes drift (Appendix D). The expression for Sin

is from Janssen (1991) based on quasi-linear theory (Eq. (A.3)).
The expression of Hasselmann (1974) is applied for the dissipa-
tion source term, Sds (Eq. (A.7)).

3.3.1. Idealized case: wave-induced mixing

A simple idealized experiment is carried out using GOTM to
predict the effect of wind and waves in the upper ocean mixed
layer depth, and in the turbulent dissipation rate. In this idealized
scenario, the latitude is 63.41, water depth is 200 m, the tem-
perature is 20 1C at surface and decreases by 0.005 1C m�1.
A constant wind stress of 0.2 N m�2 and upward heat flux of
�100 W m�2 are applied to an ocean at rest (see also He and
Chen, 2011). With this wind stress, we apply a corresponding
fully developed sea based on the DP spectrum and obtain wave
forcing factors: wind energy input source terms; Stokes drift;
dissipation source term; and vertical momentum redistribution
term calculated from the atmospheric conditions and the wave
spectrum. To visualize the ocean mixed layer response to the
forcing, we calculated the mixed layer depth (MLD) defined as the
depth at which the density averaged in the upper 5 m increased
to 20% of the difference between 100 m and the surface value.
This is a robust estimate and is not influenced by the seasonal
variation of the density jump at the base of mixed layer (Shaw
et al., 2009). The distribution of the MLD for the first 9 days into
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the simulation is shown in Fig. 6a. When the wave forcing is
included in GOTM, the deepening of MLD is more pronounced. By
day 9, MLD is about 48 m for no-wave and about 53 m with wave
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simulation. Corresponding rate of deepening of MLD, i.e. the
entrainment velocity, is 2 m day�1 for no-wave and 2.4 m day�1

with wave effect, i.e. 20% larger.
The time averaged profile of the modelled TKE dissipation rate

is presented in Fig. 6b with and without wave forcing. In the wave
forcing run, more TKE is injected in the upper few meters in
comparison with the no-wave case. Averaged in the uppermost
1 m (43 grid points) E¼ 3:0� 10�4 and 1.3�10�5 W kg�1 for
with and without wave runs, respectively. A least-squares fit to an
exponential decrease of the form E� za reveals more details about
deviation of the logarithmic slope a from the LOW criteria. The
model output in no-wave case resembles typical slope between
�1 and �0.2 in the uppermost 4 m, whereas if we include
wave forcing this slope varies between �2.0 and �1 (Fig. 7a).
The modelled results of this idealized scenario are compared
to observations in the wave-affected surface layer reported by
Stips et al. (2005). For this comparison, the depth is scaled by the
significant wave height Hs (here 1.6 m extracted from the full
spectrum) so that ~z ¼ z=Hs, and the non-dimensional dissipation
rate of TKE, ~E, is defined as ~E ¼ EHs=Fk in which Fk is defined by
Eq. (15). Fig. 7b shows that the dissipation rates follow the scaling
of Terray et al. (1996) in good agreement with observations made
by Stips et al. (2005) for run 2 (especially for ~zZ�1) and Gerbi
et al. (2009) for the significant wave height derived from full
wave energy spectrum. The choice of significant wave height
parameterization is important in scaling of depth and E. Gerbi
et al. (2009) pointed out that the Hs used in the Terray et al.
(1996) scaling must be that of the wind waves, rather than that of
the full spectrum.

3.3.2. Case study: Ekman current

A second test case is run in GOTM to study the response of near-
surface current profiles to wind and surface gravity waves ignoring
density stratification and buoyancy flux effects. In this run, the
model is run for a period of one month forced with an average wind
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speed U10 ¼ 6:8 m s�1 and an average surface stress ttot ¼ 0:07 Pa.
This forcing represents the average condition during LOTUS3
whereas it is about 10% weaker than EBC (Section 3.2). The wave
field is assumed to be fully developed and the DP wave spectrum is
applied to model the wave parameters (Appendix D). Fig. 8 presents
the comparison among the GOTM simulation results (solid lines
with wave forcing and dashed lines without wave effect), the GFEM
steady state solution obtained by linearly increasing eddy viscosity
(dash-dotted lines) (Appendix C), and LOTUS3 and EBC measured
data sets (marked by stars) by including the Stokes drift effect. The
model results exhibit good agreement with the measured current
magnitudes and turning angle. However, there is little vertical shear
and a flatness in observed vertical shear that does not describe
accurately by the GOTM results. The discrepancy between the
measurements and the numerical results may be explained by the
effects of neglected heat flux and density stratification, the idealized
sea state, uncertainties in the surface momentum and energy
boundary conditions in the presence of breaking waves, and errors
originated from current measurement due to sensor motion in the
presence of wave motions. Rascle et al. (2007) constructed more
realistic comparisons by including stratification and applying
WAVEWATCH III (WW3) (Tolman, 2002) code to produce sea state
with 11 resolution.
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3.3.3. Case study: the northern North Sea

To check the ability of the wave-modified GOTM to model
more realistic simulations, we applied the model to the data set
from PROVESS experiment in the northern North Sea. The site is
located at 59.31N and 11E and the water depth is 110 m. A 20-day
period between 7 and 27 October 1966 is chosen and analysis of
the whole water column for this period is confined only to
dynamics of the surface mixed layer. The atmospheric forcing,
wind stress and heat flux strongly increase after the first 7 days
(Fig. 9a and c). The upper ocean response to this strong atmo-
spheric forcing is severe erosion of the thermocline and also
cooling of upper boundary layer by several degrees (Fig. 10a). The
simulated temperature structure in the absence of waves shows
weak near-surface temperature gradients, and the thermocline
erosion and surface cooling are underestimated (Fig. 10b). When
wave forcing is included, due to vertical fluxes imposed by the
wave activities into the inertial motions, the agreement between
observation and modified GOTM results (Fig. 10c) is satisfactory
and gives a better estimate of mixing in comparison with the no-
wave case. Thus, the vertical distribution of wave energy into the
water column influences the mixing. The discrepancy in vertical
mixing in the model and the observations may be a result of
unresolved processes such as internal waves, or Langmuir
−5 0 5 10 15 20
−40

−30

−20

−10

0

u/u
*

LOTUS3

−10 −8 −6 −4 −2 0
−40

−30

−20

−10

0

v/u
*

−2 0 2 4 6 8

−6

−4

−2

0

u/u
*

ft) and LOTUS3 (right) denoted by stars. The dashed lines are GOTM runs without

ent the GFEM results in the presence of wave influence. All velocities are scaled by



M. Bakhoday Paskyabi et al. / Continental Shelf Research 38 (2012) 63–78 73
circulations, a non-realistic sea state, and uncertainties in the
wave parameterizations.
3.3.4. Case study: Ocean Weather Station Papa

Ocean Weather Station (OWS) Papa long term observations of
meteorological parameters and temperature profiles (at 501N,
1451W) are applied as a final validation test case for the year
1966. OWS Papa is located in a region of the Pacific Ocean where
the horizontal advection of heat and salt should be small
(Burchard and Bolding, 2001), lending confidence on the use of
a realistic one-dimensional oceanic model test case. The annual
cycles of surface momentum flux and heat flux during the period
of interest are plotted in Fig. 9b and d. The momentum flux is
employed to extract ideal sea state parameters based on the fully
developed DP wave spectrum (Appendix D). Fig. 12 shows the
results of the simulated temperature with and without wave
effects, compared to the observed temperature evolution. From
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without wave effects, and (c) the simulation result using wave forcing.
the potential density evolution (not shown), the temporal varia-
bility of MLD is calculated for the upper 10 m (Fig. 11a). The
temporal variability of the heat content of the upper 50 m is
determined by using temperature and salinity profiles

HðtÞ ¼

Z 0

H1

½Tðz,tÞ�Tref ðtÞ�rðz,tÞcpðz,tÞ dz, ð21Þ

where Tref ,cp and r are reference temperature, specific heat and
potential density, respectively, and H1 ¼�50 m. Response of the
ocean to the surface heating from early spring to early of autumn
is shown in Fig. 12a. The oceanic response has been captured by
the model simulations both with and without waves. In the
absence of wave effects, for the period starting in the early
autumn, the simulation predicts a weaker deepening of the mixed
layer and a warmer sea surface temperature, on average, about
3 1C warmer than the observations. Including the wave effects,
the modelled temperature is in better agreement with the
observations. Fig. 11 shows that the times with deeper
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(shallower) MLD (Fig. 11a) correspond to times of increased
(decreased) ocean heat content, except for a period in winter
1966 (Fig. 11b). It can be seen that including wave forcing gives a
better agreement with and smaller deviation from observations in
comparison with the no-wave case.

Fig. 13 shows the influence of wave forcing on the vertical
profiles of temperature in more detail. The profiles are 12 h
averaged in time, centered at days marked in Fig. 12 including
early spring when there is positive heat flux from the atmosphere
to the ocean (Fig. 13a), the spring–summer when ocean gains heat
and winds are relatively weak, early-autumn period (Fig. 13b and
c), and for the middle autumn (Fig. 13d).
4. Summary and concluding remarks

The impact of wind-induced gravity waves on the surface
Ekman currents and on the upper ocean mixing has been studied
using two one-dimensional numerical models: a simple steady
state numerical technique (GFEM) and a modification of the
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turbulent closure model GOTM. The theoretical basis presented
by Jenkins (1986, 1987, 1989) was applied for modification of
momentum and energy equations by including the wave-induced
stress, wind energy input, wave dissipation, and Stokes drift. To
calculate these wave induced parameters, the DP wave energy
spectrum was employed to approximate a fully developed wind
generated sea for a sufficiently large fetch.

A classical continuous Galerkin finite element method as
an accurate numerical technique was applied to solve the wave
modified Ekman current governing differential equations. This
technique can be used successfully for a wide range of eddy
viscosities in which there is no sharp variation in the vertical
shape of eddy viscosity (because it has difficulties capturing steep
gradients). Numerical results were compared with the classical
Ekman solution and previously published observations. In agree-
ment with earlier studies, the results showed that: the Stokes drift
is the most important factor of wave forcing and it affects both the
surface current magnitude (by more than 35%) and the angular
turning (by more than 30%) in comparison with the classical Ekman
solution; the upper ocean dynamics in the presence of wave forcing
is sensitive to parameterizations of the wind energy input source
term Sin and the wave dissipation term, Sds; using the steady state
model confines the wave induced momentum near the surface.

To validate the performance of the wave-modified GOTM, a
series of experiments were conducted to cover a number of
features of upper ocean boundary layer on diurnal and seasonal
time scales. Results showed that the dissipation rate of TKE is
enhanced in the wavy ocean boundary layer relative to a rigid
boundary layer with similar wind stress and heat flux. In idealized
model experiment for wave height of about 1.6 m, we applied the
scaling of Terray et al. (1996) which relates E to the energy input
from the wind to wave to compare modelled E in the presence
of wave forcing with previously published observations. The
dissipation rate followed Terray et al. (1996) scaling. Two cases
of observations (LOTUS3 and EBC) were simulated to study the
surface Ekman current with and without wave forcing. Results
from the simulations with wave forcing showed better agreement
with the observations. Sources of errors in the model results can
be attributed to the absence of advection, uncertainty in net
surface heat flux calculation, idealized sea state assumption,
uncertainties in wave source term parameterizations, choice of
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the significant wave height parameterization which can affect the
comparison with the observations through the scaling, the surface
eddy viscosity, measurement errors in hydrography and current
meters attached to surfaces floats, bottom friction, sea surface
roughness parameterization, and sensitivity of model simulations
to the energy and momentum boundary condition parameteriza-
tions when breaking waves are included. The modified model
performance was further tested by simulating two cases including
observations from the northern North Sea and observations
covering the annual cycle of the upper ocean layer temperature
at OWS Papa in northern Pacific. The modelled results showed
that the inclusion of the wave forcing better captures the
observed evolution of the upper layer temperature and MLD
compared to the no-wave case.

This investigation presented the coupling methodology in
terms of required theories, modifications, and parameterizations
in order to incorporate the influence of surface wave forcing into
an ocean dynamic model. However, wave parameterizations and
their implementation in numerical models merit further studies.
State of the art observations of turbulence and background
parameters in the surface boundary layer are needed to evaluate
and improve the skill of the coupling methodology.
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Appendix A. Calculating Sin and Sds

The formulations which we have used for Sin and Sds are as
follows: wave growth due to wind forcing is described by

Sinðf ,yÞ ¼ bEðf ,yÞ, ðA:1Þ
where the wave energy spectrum Eðf ,yÞ for the frequency range
½f min,f max� is determined by the Donelan–Pierson wave energy
spectrum (Appendix D), and the spectrum for frequencies f 4 f max

is assumed to be proportional to f�5. From Hasselmann et al. (1988)

b¼max½0,0:25eð28x�1Þ�o, ðA:2Þ

and from Janssen (1991), we may write

b¼oebwx2, ðA:3Þ

where e¼ ra=rw ¼ 1:25� 10�3, x¼max½0,ðua
n
=cÞ cosðy�fÞ�, ua

n
is

the air-side friction velocity (defined in Eq. (A.8) below), o¼ 2pf is
the angular frequency, c¼o=k is the phase velocity, y is the wave
direction, f is the wind direction, and bw is the Miles para-
meter which can be written as

bw ¼
1:2

k2
m ln4m, mr1, ðA:4Þ

where the dimensionless critical height m is given by

m¼ gze

c2
exp ðk=xÞ,

with g being the gravitational acceleration and k¼ 0:41 the von
Kármán constant. The effective roughness length ze is expressed as

ze ¼
z0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
twave

ttot

r , ðA:5Þ

where z0 ¼ a½ua
n
�2=g is the roughness length, a¼ 0:009 is Charnock’s

constant, ttot and twave are the total wind stress and the wave stress,
respectively. Furthermore, Janssen (1991) assumed that the wind
speed profile is given by

U10ðzÞ ¼
ua
n

k ln
zþze�z0

ze

� �
: ðA:6Þ

The dissipation source term Sds due to whitecapping is parameter-
ized based on Hasselmann (1974)

Sdsðf ,yÞ ¼�2:25oðEtotk
2
Þ
2 k

k
þ

k2

k
2

 !
Eðf ,yÞ, ðA:7Þ
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where o is the mean angular frequency, k is the mean wavenumber,
and Etot is the energy density. In above expressions, the friction
velocities for the air-side, ua

n
, and the water-side, uw

n
, are given by

ua
n
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ttot=ra

q
; uw

n
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ttot=rw

q
, ðA:8Þ

where ttot ¼ raCDU2
10 is the total surface stress, and CD is a drag

coefficient that we assume to be linearly dependent on the wind
speed for large wind speed and independent of wind speed below
the value of 7:5 m s�1 that is given from Wu (1982) as

CDðU10Þ ¼
1:2875� 10�3, U10o7:5 m s�1,

ð0:8þ0:065U10Þ � 10�3, U10Z7:5 m s�1:

(
ðA:9Þ

Ignoring the directional characteristic of Sdsðf ,yÞ and Sinðf ,yÞ, the
frequency dependent representations of them are given as

Sinðf Þ ¼

Z
y

Sinðf ,yÞ dy and Sdsðf Þ ¼

Z
y

Sdsðf ,yÞ dy: ðA:10Þ

Appendix B. Iterative algorithm for calculating sJ
wave and ttot

The wave stress based on the exponential growth rate intro-
duced in Eq. (A.3) is prescribed iteratively using the following
calculation scheme. Obtain U10, wind direction, wave direction,
frequency vector, wave energy spectrum, and number of realiza-
tions as input data
1.
 update ua
n
, z0, r¼ twave=ttot and ze for given wind and wave-

induced stress;

2.
 perform the wave stress calculation using Eq. (3): for conve-

nience, the wave stress defined in Eq. (3) can be separated into
two parts:

t!wave ¼ tL
waveþt

H
wave,

where the first and the second terms on the right-hand-side
refer to integration of Eq. (3) for intervals ½f min,f max� and
½f max,f1�, respectively. Because the wave spectrum is not
represented by the wave model for f 4 f max, the spectrum for
this frequency range is assumed to be proportional to f�5

(Section 2). Therefore, the wave-induced stress for the full
frequency range is calculated as follows:
� calculate Sin(f) corresponding to the frequency range
½f min,f max� using exponential growth rate equation (A.3);
� calculate Sin(f) for the frequency range ½f max,f1� in which

the wave energy spectrum is approximated by Eðf Þ ¼

ðf=f maxÞ
�5Eðf maxÞ;

� determine the critical frequency fc subject to L1
inðf cÞotb

wave

and calculate the correction function L(X) in which X ¼

1þðtb
wave�t0waveÞ=L

2
inðf cÞ, t0wave ¼L1

inðf cÞþL
2
inðf cÞ and

LðXÞ ¼ X exp
f iðf c�f Þ

f ðf c�f iÞ

� �
,

where fi is the frequency between fc and f1 (Tsagareli et al.,
2010);
� calculate tH

wave and tL
wave using Eq. (3) corresponding to the

corrected wind input term Scorr
in ðf Þ ¼ LðXÞSinðf Þ and update

the wave-induced stress twave;

3.
 calculate ttot using Eq. (A.8) and update r;

4.
 reassign variables ttot using Eq. (A.6) based on the Newton–

Raphson iterative technique as

tnþ1
tot ¼ t

n
tot�

Gðtn
totÞ

_Gðtn
totÞ

,

where ‘‘�’’ denotes the derivative with respect to t and GðtÞ is
given as

GðtÞ ¼ kU10�

ffiffiffiffiffiffit
ra

r
log

ffiffiffiffiffiffiffiffiffi
1�r
p ragzref

at
�1

� �
þ1

� �
,

in which zref is the reference height (here 10 m), a¼ 0:009 is
Charnock’s constant and n denotes the number of iteration. To
stop the iterative process, one of the following criteria must be
fulfilled: nr100 or 9tnþ1

tot �tn
tot9o10�8;
5.
 repeat from step 1 for the given number of realizations;

6.
 stop.

In calculating the wave-induced stress, the upper limit of the
integral in above algorithm, f1, is determining to contribute short
wave scales to the total wave stress. The higher f1, the more
accurate estimation of twave. To include shortest waves in the
capillary wave range, in this paper f1 is set to 10 Hz. Furthermore,
the frequency domain ½f min,f max� is defined by the interval [0.05,0.5].
Appendix C. Galerkin finite element method (GFEM)

The GFEM is a member of weighted residual techniques that the
approximate solution for U is written directly in terms of nodal
unknowns based on a set of low-order piecewise polynomials.
In this method, first, the approximate domain O¼ ½zbot ,zsurf � is
divided into Nz elements at nodes zbot ¼ z0oz1o � � �ozNz

¼ zsurf .
The corresponding weak form of the governing partial differential
equation (Eq. (19)) is constructed on each local element. The weak
form is the point of departure for the finite element discretization.
We define the linear space of all weight (test) functions, wn,
by H1

0ðOÞ which is the Sobolev space of functions which consists
all square-integrable functions having the weak derivatives (Ziemer,
1999). The weak form is determined by integrating Eq. (19) against
weight function wn over each local element Om ¼ ½zm�1,zm� which
givesZ
Om

@

@z
ne

t

@Ue

@z

� �
wn dz¼

Z
Om

½if corðU
e
þUe

s ÞþFds�wn dz: ðC:1Þ

The first integral in Eq. (C.1) is rewritten, by applying integration by
parts

�

Z
Om

ne
t

@Ue

@z

@wn

@z
dzþ ne

t

@Ue

@z
wn

� �
Om

, ðC:2Þ

where second term determines boundary condition at end nodes of
element Om. The third stage in the finite element method (FEM) is
the construction of an approximate solution which U is expanded as
a set of shape functions. These shape functions in the Galerkin
method are chosen from the same family as the weight functions.
In this study the shape functions are assumed to be linear one-
dimensional functions fmðzÞ, m¼ 1;2 that are non-zero only within
Om�1

S
Om

fmðzÞ ¼

z�zm�1

zm�zm�1
, zAOm�1,

zmþ1�z

zmþ1�zm
, zAOm,

0 otherwise:

8>>>><>>>>: ðC:3Þ

Thus the approximate solution on each element is defined as

Ue
ðzÞ ¼

X2

n ¼ 1

~ue
nfnðzÞ: ðC:4Þ

It must be noted that these shape functions can be expressed
conventionally in an element-based local coordinate system by
mapping the interval Om into ½0;1� as follows:

f1ðxÞ ¼ 0:5ð1þxÞ, f2ðxÞ ¼ 0:5ð1�xÞ, xA ½0;1�:



Table 2
Error estimations of GFEM for different depths.

Depth (m) 5 10 15 20 25 30 35 40

9Unw�UE9=10�5 3.574 3.353 3.003 2.596 2.186 1.804 1.465 1.175

9Uww�UME9=10�4 6.336 6.145 4.983 3.779 2.778 2.009 1.436 1.023

M. Bakhoday Paskyabi et al. / Continental Shelf Research 38 (2012) 63–78 77
Thus, the integrations in Eq. (C.4) are performed over the
domain [0,1].

By substituting Eq. (C.4) into Eq. (C.1) and taking wn ¼fnðzÞ,
the following discrete form is obtained on each element Om:

X2

m ¼ 1

�

Z
Om

ne
t

@fm

@z

@fn

@z
dz�if cor

Z
Om

fmfn dz

� �
~ue

m

¼

Z
Om

½if corUsþFds�fn dz�Ge,

where Ge is the second term in Eq. (C.2) and n¼1,2. Assembling
and applying upper and lower boundary conditions lead to the
following system of

A ~UE ¼ B, ðC:5Þ

where due to Eq. (C.3), A is a tridiagonal matrix and B is a vector.
To check the accuracy of this numerical technique, the differ-
ences between the classical Ekman solution and GFEM are
shown in Table 2. These comparisons are made by f cor ¼ 1:2�
10�4 and U10¼10 m s�1. Unw and Uww show the numerical
solutions without and with wave forcing, respectively. Mean-
while, UE and UME are the classical and wave modified Ekman
current solutions (Appendix E). The error values obtained show
that the GFEM is sufficiently accurate for many modelling
purposes in which the eddy viscosity is assumed to be a smooth
function of depth.
Appendix D. The Donelan–Pierson wave spectrum

In this study, the two dimensional wavenumber Donelan and
Pierson spectrum (Donelan and Pierson, 1987) is applied for the
modelling of a fully developed wind generated sea

Eðk,yÞ ¼ exp �
g2

k2
ð1:2U10Þ

4

 !
1:7GO, ðD:1Þ

where

O¼
0:00162U10

k2:5g0:5
m k

kp

� �
cosh�2 m k

kp

� �
y

� �
ð0oko1, �poyopÞ,

and G¼ expf�1:22½1:2U10k0:5=g0:5�1�2g, y is the wave direction
relative to the wind, k and kp are the wavenumber and wave-
number at the spectral peak, respectively, kp ¼ g=ð1:2U10Þ

2, U10 is
the wind speed at the reference height 10 m, g is the acceleration
due to gravity and m is given by

mðxÞ ¼
1:24, xA ½0,0:31Þ,

2:61x0:65, xA ½0:31,0:9Þ,

2:28x�0:65, xA ½0:9,10Þ:

8><>:
Non-directional wave energy spectrum is defined as

EðkÞ ¼

Z
y

Eðk,yÞ dy: ðD:2Þ
Appendix E. Exact solution of Ekman current for constant
eddy viscosity in the presence of wave forcing

Assume the eddy viscosity n is independent of depth. Sub-
stituting n into Eq. (19) leads to an inhomogeneous second order
linear differential equation. Eq. (19) can be rewritten in the
following general form:

@2U

@z2
þpðzÞU¼Q ðzÞ, ðE:1Þ

where P(z) and Q(z) are the depth dependent functions. The solution
of this nonhomogeneous equation can be written in the form

UðzÞ ¼UgðzÞþUpðzÞ, ðE:2Þ

where UgðzÞ ¼ AU1ðzÞþBU2ðzÞ is a homogeneous solution where
U1 and U2 are linearly independent, and UpðzÞ is a particular
solution of the nonhomogeneous second order Eq. (E.1) which can
be calculated as (Boyce and DiPrima, 2001)

UpðzÞ ¼ �U1ðzÞ

Z z

�1

U2ðz
0ÞQ ðz0Þ

W ½U1,U2�ðz0Þ
dz0 þU2ðzÞ

Z z

�1

U1ðz
0ÞQ ðz0Þ

W ½U1,U2�ðz0Þ
dz0,

ðE:3Þ

where W ½x,y�ðzÞ ¼ x dy=dz�y dx=dz is the Wronskian of x and y.

In this case U1ðzÞ ¼ exp ðjzÞ, and U2ðzÞ ¼ exp ð�jzÞ, where j¼

ð1þ
ffiffiffiffiffiffiffi
�1
p

signðf corÞÞ=he, he ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n=9f cor9

q
is the depth of the Ekman

layer, signð�Þ is the sign function, and W ½U1,U2�ðzÞ ¼ �2j. The
particular solution is given by

UpðzÞ ¼
1

jn

Z z

�1

½if corUsþFds�ðz
0Þ sinh ðz�z0Þ dz0: ðE:4Þ

By satisfying the bottom boundary condition (U-0 as z-�1)
and surface (Eq. (11)), the unknown parameters A and B in the
expression of UgðzÞ are determined such that B¼0 and

A¼
t!

surf

mod

jrwn
�

1

jn

Z 0

�1

½if corUsþFds�ðz
0Þ coshðz0Þ dz0:
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