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[1] The field of seismoacoustics is emerging as an impor-
tant discipline in its own right, owing to the value of colo-
cated seismic and infrasound arrays that sample elastic
energy propagating in both the solid Earth and the atmo-
sphere. The fusion of seismic and infrasonic data provides
unique constraints for studying a broad range of topics
including the source physics of natural and man‐made
events, interaction of mechanical waves in Earth’s crust
and atmosphere, source location and characterization, and
inversion of atmospheric and shallow subsurface properties.
This review article traces the seismoacoustic wavefield from
source to receiver. Beginning at the source, we review the
latest insights into the physics of natural and anthropogenic
sources that have arisen from the analysis of seismoacous-
tic data. Next, a comparative review of 3‐D models of the

atmosphere and solid Earth and the latest algorithms for
modeling the propagation of mechanical waves through
these media provides the framework for a discussion of the
seismoacoustic path. The optimal measurement of seismic
and acoustic waves, including a discussion of instrumenta-
tion, as well as of array configurations and regional net-
works, is then outlined. Finally, we focus on broad research
applications where the analysis of seismoacoustic data is
starting to yield important new results, such as in the field
of nuclear explosion monitoring. This review is intended
to provide a primer on the field of seismoacoustics for seis-
mologists or acousticians, while also providing a more general
review of what constraints seismoacoustics can uniquely pro-
vide for understanding geophysical phenomena.
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1. INTRODUCTION

[2] Seismologists study seismic waves through geologi-
cal materials, while the equivalent study of acoustic waves
through air is conventionally undertaken by atmospheric phy-
sicists. The solid‐gas boundary between the lithosphere and
atmosphere has thus acted as an intellectual boundary between
two disciplines. However, this intellectual boundary is a
human construct: both seismic and acoustic/infrasonic waves
are mechanical waves that are often generated by the same
physical phenomena. The Earth’s surface is not opaque to
mechanical waves, either those propagating upward from
within the Earth’s solid interior or those propagating down
from the atmosphere. This article is motivated by the need to

reconcile these two disciplines for studying physical phe-
nomena that occur on or near the solid Earth–atmosphere
boundary.
[3] To illustrate this intellectual boundary, it is worth-

while to consider the practical problem of monitoring nuclear
tests. The Comprehensive Nuclear‐Test‐Ban Treaty (CTBT)
bans all nuclear explosions in the atmosphere, in the oceans,
and underground. In the current international monitoring
regime, the International Monitoring System (IMS) seismic
network provides the primary tool for monitoring under-
ground tests, the associated infrasound network is designed
for monitoring atmospheric tests, and the hydroacoustic net-
work allows for monitoring of tests in the oceans. Each system
was originally conceived to operate largely autonomously.
[4] The difficulty begins when an “event” happens. The

event may be an earthquake, for example, a routine mining
explosion, or an underground nuclear test. Seismic observa-
tions of underground events often do not provide conclusive
evidence for discriminating between these different types of
events because the geological structure between source and
receiver acts as a filter that distorts the waveform. However,
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whereas earthquakes can occur down to depths of up to
several hundred kilometers, anthropogenic events are limited
to the upper 5 km. At these shallow depths, seismoacoustic
wavefields (comprising seismic waves in the solid Earth and
acoustic waves in the atmosphere) can be readily generated.
For example, infrasonic signals from underground nuclear
tests at the Nevada test site were routinely recorded [Whitaker
et al., 1992]. Coupled acoustic‐to‐seismic signals originating
from atmospheric events commonly register above noise on
seismometers [de Groot‐Hedlin et al., 2008; Kanamori
et al., 1991]. With two independent measures of the source,
the problem of source identification becomes more tractable.
For example, as noted above, the very presence of an infra-
sound signal is indicative of a shallow depth (at least for
small‐ to moderate‐sized seismic events), favoring an anthro-
pogenic cause. More generally, the utilization of signals
through different media can provide much more rigorous
assessment (and removal) of path effects and thus more
substantive evidence for political/legal purposes.
[5] The study of seismoacoustics extends far beyond the

problem of monitoring nuclear explosions. Seismoacoustics
can be utilized to improve our understanding of the source
physics of near‐surface and surface processes including vol-
canoes, earthquakes, ocean processes, and many other natural
and man‐made events. The first part of this article summa-
rizes some seismoacoustic sources, by considering a selection
of some of the most important. Next, with a goal of unifying
our study of seismic and acoustic wavefields, we compare
and contrast 3‐D models of the solid Earth and atmosphere,
as well as the propagation of mechanical waves through these
media. Finally, we outline the seismoacoustic receiver, along
with some new findings that have been made on the basis
of recent deployments.

2. SEISMOACOUSTIC SOURCES

[6] A common feature of seismoacoustic sources is the
excitation of mechanical waves in the solid Earth and atmo-
sphere. Thus, such sources tend to be located at or near the
solid Earth–atmosphere boundary. This section summarizes
five major seismoacoustic sources.

2.1. Volcanoes
[7] Restless volcanoes radiate seismic energy due to brittle

failure of rocks, fluid advection, and opening and resonance
of cracks and conduits [McNutt, 2005]. When these sources
occur at or near the volcanic vent, the atmosphere can be
significantly perturbed, and infrasonic waves are generated.
Sound waves from varied volcanic activities span a wide
range of amplitudes, from tens of mPa to kPa (when reduced
to 1 km) [Johnson et al., 2004]; however, much of this
energy is peaked in the near‐infrasound band (several sec-
onds to ∼10 Hz). The prevalence of near‐infrasound is due
to the accelerations of the atmosphere, which are relatively
slow (occurring on time scales of a few tenths to few sec-
onds), and the source dimensions, or vent sizes, which are
relatively large (ranging from a few meters to a few hundred
meters). For this reason, the corresponding audible sound

power spectral density produced during eruption is generally
1–2 orders of magnitude less intense.
[8] Many types of surface eruptive phenomena, ranging

from the passive degassing of a lava lake to explosive erup-
tions from a silicic dome, produce conjoint seismic and infra-
sonic wave generation [Marchetti et al., 2009]. The seismic
waves are propagated into a heterogeneous volcanic medium
and are subject to complex Green’s functions, while the vol-
cano infrasound radiated to local distances (defined here as
on the flanks of the volcano, less than ∼10 km) is less
affected by atmospheric structure. Compared to the seismic
site response, infrasound site responses are also generally
minor, as evidenced by volcano infrasound deployments
which tend to show self‐similar waveforms across a network
[Gresta et al., 2004; Ruiz et al., 2006]. For subsonic erup-
tions, this allows local infrasound records to be scaled back
to the vent to infer the acceleration of the atmosphere at the
infrasound source. In many studies, the acoustic and seismic
sources are considered compact or small with respect to the
peak radiated elastic wavelengths. Under these assumptions
infrasound waveform inversions can then be used to quan-
tify the acceleration of the atmosphere due to several types
of “primary” volcano physical sources including explosive
gas release [Johnson et al., 2004; Oshima and Maekawa,
2001], the oscillations of large bubbles rising and/or expand-
ing at the surface of a lava lake [Vergniolle et al., 2004], or
movements of a solid lava dome [Yokoo et al., 2009].
[9] In a few documented instances, such as at the 200 m

diameter dome of Santiaguito, the size of the volcano acoustic
source may be larger than the generated sound wavelengths
and must be considered as a finite combination of sources
[Johnson and Lees, 2010]. More commonly, volcanoes, such
as Etna or Stromboli, radiate sound simultaneously from a
number of vents, which are spatially distributed and consid-
ered as independent point sources. In this scenario, both local
infrasonic networks [Cannata et al., 2009] and arrays [Ripepe
and Marchetti, 2002] are effective at distinguishing activity
at the various vents. Corresponding seismic arrivals are much
harder to use for precise source localization because volcano
seismicity, except in the very long period band, is often poorly
correlated across a network. In particular, it is difficult to
identify correlated phases for emergent or sustained seismic
signals. Moreover, the speed of seismic waves in a hetero-
geneous volcano is often poorly constrained and generally
about an order of magnitude faster than sound speeds in the
atmosphere. Relative to infrasound locations the seismic spa-
tial source uncertainty is exaggerated for imprecise phase
picks.
[10] Secondary sources of volcano infrasound and seismic-

ity have also been widely observed. Spindle‐shaped broad-
band seismic tremor is characteristic of gravity currents, such
as pyroclastic flows, rockfalls, or lahars, but is difficult to
locate with great accuracy [Battaglia and Aki, 2003]. In the
infrasonic wavefield, rockfall and pyroclastic flows radiate
relatively low intensity infrasonic tremor, but the tremor can
often be well tracked with local infrasound arrays or net-
works [Ripepe et al., 2009; Yamasato, 1997]. Other second-
ary sources of volcano infrasound, such as sound produced
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by volcanic lightning or volcanic earthquakes occurring at
depth, presumably exist but have not been a focus of pre-
vious studies.
[11] The source of most high‐amplitude volcano infra-

sound is confined to volcanic vents, and seismoacoustic
observations have been used to infer the depth of sources
within a volcanic conduit. Many studies infer that seismic
and infrasound radiation can originate from a conjoint frag-
mentation event, whose depth can be tracked using the rela-
tive infrasound and seismic phase arrivals at local stations
[Ripepe et al., 2002; Ruiz et al., 2006]. For instance, during
the course of an eruption sequence, increasing delay times
between seismic and acoustic phases may suggest deepening
of the fragmentation source.
[12] The partitioning of elastic energy into the ground and

atmosphere is another metric that has been used to under-
stand the nature of coupled seismoacoustic sources. Varia-
tions in the ratio of seismic‐to‐acoustic energy occur rapidly
[Johnson and Aster, 2005], over the course of seconds to
minutes, and have been attributed to variable depth sources
and changing acoustic properties of the fluid‐filled conduit
(lower impedance of the conduit impedes seismic energy
radiation) [Hagerty et al., 2000], as well as to variations in
eruption style (infrasound radiation may be “muffled” by
dense pyroclastic or ash‐rich emissions or by a conduit
choked with talus) [Mori et al., 1989]. Some events that
produce significant seismicity but no corresponding infra-
sound can intuitively be attributed to earthquake sources that
are deeper, or more “muffled,” within the interior of a vol-
cano. Generally, recorded eruption infrasound is far more
intense than the infrasound predicted by incident seismic
waves impinging upon the free surface from an earthquake
source occurring at depth.
[13] Linear volcano infrasound sources have typically been

modeled as monopole (volumetric) or dipole (momentum
imparted to the atmosphere). An example of monopole radi-
ation would be a discrete explosion at the free surface, whereas
jetting may be idealized as dipole or even quadrupole radia-
tion [Woulff and McGetchin, 1976]. With the exception of
some very short lived Strombolian‐style eruptions, most
eruptions are extended in time (seconds to hours) and likely
represent a superposition of explosion and jetting activity.
Of the competing sound production mechanisms, monopole
radiation, which is isotropic, is far more efficient at pro-
ducing sound for a given eruption size.
[14] In the case of a monopole source it is useful and

straightforward to characterize the acoustic power produced
by the volcano, which is proportional to the square of the
recorded pressure p at distance r divided by the impedance
rc of the atmosphere:

P tð Þ ¼ W
p2 t þ r=cð Þ

�c
: ð1Þ

For isotropic radiation into a whole space the surface normal
to radiation W at radius r is 4pr2, but for sound confined to
the atmosphere above a volcano the solid angle is more

limited, e.g., 2pr2 (half‐space) to 3pr2 (stratovolcano with
30° slope). Dipole radiation is anisotropic with maximum
pressure field located along the axis of the dipole. Jet noise
has been suggested as a component of the sound field at
Mount St. Helens in 2005 [Matoza et al., 2009] and has been
used to infer gas jet velocities at Augustine in 2006 [Caplan‐
Auerbach et al., 2010].
[15] For isotropic or simple volumetric sources recorded

locally, infrasound amplitude is conveniently quantified by
its reduced pressure, which follows from the assumption that
excess pressure falls off as 1/r. In this case pressure records
can be reduced to

pred ¼ p
r

rred
; ð2Þ

where the reduced distance is often standardized at 1 km.
This reduced amplitude is analogous to body wave reduced
displacement [Aki and Koyanagi, 1981], often used in vol-
cano seismology to compare eruption amplitudes for a suite
of eruptions at a single volcano or between many volcanoes.
[16] While the infrasound source is typically characterized

by monopole or dipole representations, the corresponding
seismic source occurring in a solid or fluid medium is often
more complex and may represent a superposition of source
types. Thrust response of a volcano edifice, during eruption,
may result in a single force directed downward, but moment
tensor inversion also indicates that the earthquake associ-
ated with eruptions can contain double couple, compensated
linear vector dipole, or isotropic contributions [Chouet, 2003].
Some of these sources clearly precede the surface manifesta-
tion of an eruption by seconds or minutes [Kobayashi et al.,
2005] and may indicate fracturing rock, upward advection
of gas or magma, or seismoacoustic sources located within
the conduit at great depth.
[17] Coupled seismoacoustic observations are important

because they provide a comprehensive record of subsurface
and eruptive activity. Although some studies have suggested
that infrasound is produced by sources immersed in a fluid‐
filled conduit [Garcés, 2000; Vergniolle et al., 1996], recent
observations using combined thermal, radar, or visual data
streams suggest that high‐amplitude infrasound is caused by
direct perturbation of the atmosphere [Johnson, 2007]. As
such, infrasound provides an important record of the varied
styles of eruptive activity at diverse volcanoes.
[18] Volcano seismoacoustic records (provided in

Figure 1) recorded locally correspond to diverse activity
from volcanoes with continuously degassing, low‐viscosity
lava lakes to activity at dome volcanoes with sticky magmas
and episodic ash‐rich eruptions. All of these records come
from relatively low vigor eruptions at chronically active vol-
canoes. Although we learn much from these “laboratory” vol-
canoes, our understanding of volcano infrasound will be
stretched when we finally observe large Plinian‐style events
(i.e., injecting significant ash into the stratosphere) with
modern sensors deployed locally and recorded digitally. To
date, large eruptions, like Mount St. Helens in 1980 and
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Krakatau in 1883, the “loudest natural sound ever produced,”
have only been documented regionally or globally with analog
microbarometers [Pekeris, 1939; Ritsema, 1980], which are
insensitive to the near‐infrasound band.

2.2. Earthquakes
[19] Large earthquakes are known to generate seismic and

acoustic waves. While the seismic wavefield from earth-
quakes is comparatively well understood, the corresponding

Figure 1
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infrasonic wavefield is less well known. However, the fusion
of infrasound with seismic data has potential to help improve
our understanding of the remote effects of earthquakes on
surface motions and to provide new insights into earthquake
source physics. The first observations of infrasound from
earthquakes were reported by Benioff and Gutenberg [1939].
Later, Bolt [1964], Donn and Posmentier [1964], and Cook
[1971] reported on the generation of infrasound from verti-
cal ground motion associated with local Rayleigh waves,
while Bolt [1964], Mikumo [1968], and Young and Greene
[1982] presented observations of infrasound with group
velocities consistent with an acoustic source near the epi-
center. Young and Greene [1982] reported on a third type
of signal observed following the great Alaskan earthquake
of 1964, which was associated with the passage of seismic
waves through the Rocky Mountains. A series of more recent
papers [Arrowsmith et al., 2009a; Le Pichon et al., 2002b,
2003, 2005] have confirmed that this third type is caused
by vibration of topography and the secondary radiation of
acoustic waves into the atmosphere. In this paper, we refer
to the first type of infrasound as “local infrasound” (infra-
sound generated by Rayleigh waves near the receiver), the
second type as “epicentral infrasound” (infrasound gener-
ated by surface pumping above the epicenter), and the third
type as “secondary infrasound” (infrasound generated by the

interaction of surface waves with topography or other crustal
features such as sedimentary basins) (see Figure 2).
[20] Mutschlecner and Whitaker [2005] and Le Pichon et al.

[2006] have developed preliminary infrasonic earthquake‐
scaling relationships, which relate the log of the epicentral
infrasound amplitude (corrected for stratospheric winds) and
the log of epicentral signal duration to earthquake magnitude
(Figure 3). The good correspondence between the observa-
tions in these two independent studies, which largely focus
on different sizes of events, suggests that to first order a
linear scaling law governs these relationships for earthquakes
from magnitude 4 to magnitude 9. The wind correction, which
is based on empirical observations of infrasound from under-
ground nuclear tests [Mutschlecner et al., 1999], appears to
be a good approximation for stratospheric phases. Future
research is needed to study the relationships between infra-
sound observables and earthquake depth and mechanism
(which are not accounted for by Mutschlecner and Whitaker
[2005] or Le Pichon et al. [2006]), assess the relationship
below magnitude 4 (from which there has yet to be a con-
clusive infrasonic detection), and utilize different infrasonic
phases. This work should be performed in parallel with a
modeling study in order to better understand the physical
basis for these relationships.
[21] Seismoacoustic observations of earthquakes and subse-

quent research studies have historically been limited because

Figure 1. A sampling of volcano seismoacoustic signals recorded at persistently active, low‐vigor eruptions at Reventador
(Ecuador), Fuego (Guatemala), Kilauea (Hawaii), Santiaguito (Guatemala), Tungurahua (Ecuador), and Villarrica (Chile).
Harmonic tremor at Reventador corresponds to vigorous and rhythmic degassing. Fuego and Tungurahua activities are man-
ifested by Strombolian and Vulcanian blasts. Vigorous degassing from open conduits and lava lakes is shown for Kilauea
and Villarrica. Santiaguito signals were recorded during episodic pyroclastic‐laden eruptions from the dome. Infrasound
pressures have been reduced to 1 km (equation (2)), while seismic velocity amplitudes are given for stations with speci-
fied distance to the vent. Hour‐long infrasound energy and power spectral density for zoomed in data traces are indicated
using equation (3). Seismic power is normalized across the six data sets. All data have been filtered above 0.25 s with a two‐
pole Butterworth filter to deemphasize microbarom noise.

Figure 2. Cartoon illustrating the generation of seismoacoustic signals from earthquakes, which occurs
via a variety of interactions between mechanical waves in the crust and atmosphere.
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of the lack (or sparseness) of infrasound arrays. However,
with the recent deployments of the IMS global infrasound
network, which complements the associated seismic net-
work, and increased deployments of regional seismoacoustic
arrays, these observations are becoming more common-
place. Following the 2004 Sumatra earthquake and tsunami,
IMS arrays detected a wealth of infrasonic signals from the
earthquake and tsunami [Garcés et al., 2005; Le Pichon
et al., 2005].

2.3. Meteors
[22] Large meteoroids can generate seismoacoustic sig-

nals as they interact with Earth’s atmosphere. Two broad
physical processes of airwave generation can occur. First,
when meteoroids enter Earth’s atmosphere at hypersonic
velocity, they generate a shock wave with approximately
cylindrical wavefronts [ReVelle, 1976]. Second, some me-
teoroids can suddenly and violently fragment at the point
where the structural strength of the meteoroid is less than
the air ram pressure [Bronsthen, 1983]. When the resultant
airwave impinges on the ground, it can couple into the solid
Earth, generating seismic waves. The first known seismic
observations of a meteoroid were from the Great Siberian
Meteor that exploded over Tunguska on 30 June 1908 [Ben‐
Menahem, 1975; Whipple, 1930]. An excellent review of seis-
mic observations of meteors is provided by Edwards et al.
[2008]. In addition to providing constraints on air‐ground
coupling, seismic observations of meteoroids may provide
an invaluable source of data for investigating the seismic
properties of the near surface of the Earth [Langston, 2004].
[23] Infrasound observations of bolides have been utilized

to reconstruct meteoroid trajectories [Evers and Haak, 2003;
Le Pichon et al., 2002a] and to provide estimates of energy
release [Brown et al., 2008]. Infrasound observations of
bolides also provide important constraints on the flux of
meteoroids that penetrate Earth’s atmosphere [P. Brown
et al., 2002a]. Because bolides are large explosive events in
the atmosphere, they are good natural analogs of nuclear tests

in the atmosphere and have been used to validate the IMS
infrasound network [Arrowsmith et al., 2008b; P. Brown
et al., 2002b].
[24] The combined seismic and infrasonic analysis of

bolides has several uses. For example, Le Pichon et al.
[2008] were able to observe infrasound from the fall of the
15 September 2007 Carancas meteorite and seismic waves
caused by the impact with the Earth. Arrowsmith et al.
[2007] exploited dense seismic observations to accurately
constrain the location of the terminal burst of a bolide over
Washington State, allowing an assessment of the accuracy
with which infrasonic observations at longer‐range distances
could be modeled. Hedlin et al. [2010] used vertical compo-
nent recordings of acoustic‐to‐seismic coupled energy made
by stations in the USArray transportable array and dense
regional seismic networks to study branches of infrasound
from a large bolide that burst above Oregon in 2008.

2.4. Explosions
[25] Explosions are efficient sources of seismoacoustic

waves. As outlined in detail below, underground nuclear
and chemical explosions, nuclear and chemical explosions
in the atmosphere, and surface explosions (including mining
explosions) can all generate seismic and infrasonic waves.
[26] The explosion of the first Soviet atomic bomb in

1949 spurred research on the use of infrasound for moni-
toring tests in the atmosphere. Infrasound, because of its
ability to propagate long distances, is ideally suited to detect-
ing and locating tests in the atmosphere [Donn and Ewing,
1962; Donn et al., 1963; Wexler and Hass, 1962]. Atmo-
spheric nuclear tests were also observed seismically [Toksöz
and Ben‐Menahem, 1964]. Following the ratification of the
Limited Test Ban Treaty in 1963, which prohibited the testing
of nuclear weapons in the atmosphere, space, and the oceans,
more emphasis was placed on seismic monitoring of under-
ground tests. However, with the opening for signature of the
CTBT in 1996, infrasound technology experienced a renais-
sance as part of the verification regime. The installation of

Figure 3. Preliminary scaling laws for earthquake infrasound, comprising observations by Mutschlecner
and Whitaker [2005] (black points) and additional independent observations of large earthquakes (red
points) [from Le Pichon et al., 2006].
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the International Monitoring System infrasound network,
which comprises 60 infrasound arrays around the globe, is
designed primarily to detect nuclear explosions in the atmo-
sphere. A recent study of the capability of the IMS array
highlighted that explosions equivalent to ∼500 t of TNT in
the atmosphere would likely be detected by at least two
stations at any time of year [Le Pichon et al., 2009].
[27] The IMS seismic network is designed to detect under-

ground tests. Infrasound is not normally associated with
underground nuclear tests, but because of their location
near the crust‐atmosphere boundary, underground tests can
and do generate infrasound. Whitaker et al. [1992] report on
observations of infrasound from underground nuclear tests
conducted at the Nevada Test Site. More recently, Che et al.
[2009b] presented infrasonic observations from the North
Korean nuclear test on 25 May 2009. The first North Korean
test on 9 October 2006, which was smaller, was not detected
infrasonically. As shown in Figure 4, compared with earth-
quake observations, infrasound observations of underground
nuclear tests are systematically larger in amplitude and shorter
in duration [Whitaker, 2007].
[28] Mining explosions are commonly detected and reported

in regional seismic catalogs belowM = 4.0. A wide variety of
mining explosions can occur [Stump et al., 2002]; among the
largest types of mining explosions are the cast blasts, which
typically comprise a series of shots detonated in sequence in
order to minimize ground motion while maximizing rock
fragmentation. The complex source time functions of such
explosions can make them appear earthquake‐like on seismic
waveforms. However, cast blasts generate larger‐amplitude
infrasound than would be expected for earthquakes of com-
parable magnitudes [Arrowsmith et al., 2008a;McKenna et al.,
2007]. Unfortunately, the studies of infrasound from mining
explosions by McKenna et al. [2007] and Arrowsmith et al.
[2008a] were hampered by high noise. Future studies based
on observations at low‐noise arrays of ground truth events
are needed, allowing detailed waveform modeling studies.

Observations of infrasound from cast blasts have been used
to investigate seasonal variations in detectability, related
primarily to seasonal variations in the stratospheric wind jet
[Arrowsmith et al., 2008a; Hagerty et al., 2002].
[29] Recent studies have begun to investigate the added

value of combining both seismic and infrasonic observa-
tions from explosions. Stump et al. [2008] deployed a series
of seismic and acoustic instruments to record surface explo-
sions in Utah, finding that whereas seismic observations were
consistent for each shot, infrasound observations at close
range varied considerably. Gitterman and Hofstetter [2008]
studied seismic and acoustic signatures from a series of
explosions in Israel, their findings highlighting clear infra-
sonic detections at local to regional distances. Gibbons et al.
[2007] observe seismic and infrasonic signals from more
than 100 surface explosions in Finland. A major motivation
for combining seismic and infrasonic observations of explo-
sions is to obtain some information on the depth, or altitude,
of the explosion. There is often a trade‐off between depth
and origin time from seismic constraints alone, and infra-
sound can provide important additional constraints.

2.5. Ocean Noise
[30] Perhaps the most consistent features observed on

seismometers and microbarographs around the world are
clear spectral peaks between ∼0.1 and 0.5 Hz. These peaks
are associated with standing waves on the surface of the
ocean caused by interfering swells (the source theory is
developed by Longuet‐Higgins [1950] for seismic signals
and Posmentier [1967] for acoustic signals). On the basis of
empirical observations, the seismic waves (termed micro-
seisms) and their corresponding acoustic waves (micro-
baroms) appear to be generated by the same ocean sources
[Rind, 1980]. Microseisms and microbaroms are most com-
monly generated in the North Atlantic and Pacific during the
boreal winter and in the southern oceans during the austral
winter [Willis et al., 2004], following the seasonal pattern of

Figure 4. Comparison between infrasonic observations ((left) wind‐corrected amplitude and (right)
duration) and magnitude for earthquakes (magenta points) and underground nuclear tests (blue points).
Courtesy of Rod Whitaker.
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oceanic storms. Unlike the other sources discussed in this
article, microseisms and microbaroms are continuous sig-
nals. Although conventionally regarded as a source of noise,
these seismoacoustic signals contain a wealth of information
about the nature of these sources, in addition to the atmo-
sphere between source and receiver. Donn and Rind [1972]
and later Garcés et al. [2004] explore the use of microbarom
signals to determine continuous measurements of winds and
temperatures in the atmosphere. Barruol et al. [2006] found
that seismic and infrasonic noise amplitudes at stations in
French Polynesia correlated with swell amplitudes predicted
by NOAA WaveWatch models. The fusion of seismic and
acoustic data may be particularly important in inverting for
atmospheric winds and temperatures since microseisms may
allow for the separation of source and path effects on recorded
microbaroms.
[31] A second source of seismoacoustic waves from the

ocean is surf. By correlating wave height data from buoys with
infrasoundmeasurements,Garcés et al. [2003] andArrowsmith
and Hedlin [2005] identified surf‐related infrasound in Hawaii
and Southern California, respectively. Surf infrasound is man-
ifested by clear transient signals at short distances and by
continuous hum at regional distances (i.e., >1 stratospheric
bounce) but can be distinguished from microbaroms by
its frequency content (surf infrasound is dominantly in the
1–5 Hz frequency band). The precise physical mechanism
by which breaking waves generate infrasound remains
unknown, but a recent study by Garcés et al. [2006] confirmed
that infrasound may be produced by plunging (or barreling)
waves as well as by surf impacting cliffs and exposed reefs.
In addition to generating infrasound, surf can be recorded seis-
mically [Byerly, 1942; Hasselmann, 1963]. The potential for
combining seismic and infrasonic constraints to improve our
understanding of these signals has not yet been explored.

3. THREE‐DIMENSIONAL MODELS

[32] Models of the solid Earth and atmosphere are nec-
essary to correct for path effects on seismoacoustic signals.
In addition to differences in spatial resolution, there are two
fundamental differences between our models of the solid
Earth and atmosphere:
[33] 1. Unlike 3‐D models of the Earth, which are pri-

marily constrained by seismic traveltimes, models of the
atmosphere used for infrasonic propagation modeling are
derived from independent measurements (e.g., satellites and
radiosondes).
[34] 2. The atmosphere is temporally variable at the time

scale of observation. Consequently, atmospheric models can-
not be readily validated empirically in the same manner as
seismic models.
[35] These two fundamental differences trade off against

each other. Whereas it is a clear advantage to have multiple
means of independently measuring atmospheric properties,
the difficulty of adequately resolving the temporal variabil-
ity of the atmosphere has hampered the location and char-
acterization of infrasound events. In some sense, a combined
seismoacoustic approach allows us to exploit the unique

advantages inherent in our knowledge of the solid Earth and
atmosphere. This section summarizes and compares the
resolution and fidelity of 3‐D models of the Earth and
atmosphere.

3.1. Solid Earth
[36] In a broad sense, the 1‐D longitudinal and shear wave

velocity profiles of the solid Earth are characterized by
abrupt discontinuities at the base of the crust, at 410 km and
660 km in the upper mantle, at the base of the lower mantle,
and at the base of the outer core. Seismic waves can be
refracted or reflected at these boundaries and refracted by
gradational variations between these boundaries. In contrast,
the atmosphere (described in section 3.2) does not contain
comparable sharp discontinuities but is characterized by
more gradual fluctuations.
[37] A large body of recent work has looked at lateral

heterogeneity in the solid Earth. In a benchmark paper, Aki
et al. [1977] developed the first 3‐D model of mantle hetero-
geneity using seismic data from the Norwegian Seismic Array
in southern Norway, providing the framework for what was
to be called “seismic tomography.” Since this first study,
advances have been made in almost every aspect of the
tomography problem, including improved instrumentation,
improved earthquake location, more efficient matrix techni-
ques (allowing many more model parameters), improved
parameterization schemes, proper treatment of nonlinear-
ity, and the development of corrections for the effect of the
crust. The resolution and fidelity of solid Earth models vary
around the world, depending on the spatial distribution of
seismic sensors. However, global 3‐D models now span the
entire depth range of the mantle and achieve lateral resolu-
tions corresponding to wavelengths of less than 1000 km
[Romanowicz, 2003]. Deployments such as the USArray
enable enhanced resolutions of <100 km over continental
scales [Burdick et al., 2008].
[38] Despite the lack of independent constraints, there is

considerable agreement between large‐scale features in global
tomographic models, with some second‐order differences
due largely to differences in tomographic approaches [Becker
and Boschi, 2002]. Furthermore, after applying appropriate
damping and/or smoothing constraints, global and regional
tomographic inversions typically result in ∼80%–90% resid-
ual reductions (relative to standard 1‐D Earth models). These
facts point to the high fidelity of 3‐D Earth models today.
[39] Lateral heterogeneity in the solid Earth is typically

±2%–4% in the upper mantle reaching up to ±5% at the
base of the mantle. Compared with lateral heterogeneity in
the atmosphere, these differences are quite large.

3.2. Atmosphere
[40] Three important variables affect the propagation of

infrasound through the atmosphere: temperature, wind speed,
and wind direction. The temperature as a function of elevation
(Figure 5) is determined primarily by variations in the
absorption of solar radiation with height (refer to Beer [1974]
and Andrews et al. [1987] for a more complete review). The
atmosphere is conventionally divided into layers based upon
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elevations at which the temperature profile changes sign. The
lowest layer, the troposphere, usually terminates at heights
of ∼7–17 km, depending upon latitude and season. The tem-
perature then rises through the stratosphere until the strato-
pause is reached at ∼45–55 km, then declines through the
mesosphere until the mesopause at ∼80–100 km. Above this
height is the thermosphere, which is associated with such a
strong increase in temperature that infrasound (unless propa-
gating vertically) does not propagate beyond this region but
is refracted back toward the Earth.
[41] The speed of sound, c, for a perfect gas is given by

c ¼ �RTð Þ1=2; ð3Þ

where g is the ratio of specific heats, R is the gas constant,
and T is the absolute temperature. Thus, the sound speed is
proportional to the square root of the absolute temperature.
However, sound propagation in the Earth’s atmosphere is
also affected by winds as follows:

ceff ¼ cþ v � n; ð4Þ

where v is the wind vector and n is the ray normal, their dot
product being the wind projection along the propagation
path. At first order, the temperature profile can be thought of
as dominating the propagation of infrasound, with winds
either enhancing or destroying ducts in the troposphere,
stratosphere, and thermosphere.
[42] For practical infrasound calculations accurate knowl-

edge of the spatiotemporal variability of the atmosphere is
needed to model propagation. When considering near‐field
acoustic propagation (distances < 50 km), only lower atmo-
spheric specifications up to about 15 km need to be consid-

ered. For regional propagation (50–250 km) the stratosphere
then becomes important. For long‐range propagation (250–
2000+ km) the thermosphere is also considered to be impor-
tant. While the vertical profiles of wind and static sound
velocity determine whether ducting will occur locally, hor-
izontal gradients (i.e., changes in the vertical profiles) also
become important with increasing range. Another important
factor to accurately model infrasound propagation is the
accurate specification of the topography [Arrowsmith et al.,
2007]. Furthermore, for propagation paths over 750 km the
time evolution of the background field may also be impor-
tant; that is, a four‐dimensional model may be required.
Time dependence is often overlooked in infrasound propa-
gation calculations. Another factor currently ignored in most
infrasound propagation calculations is vertical winds, which
may only be a few cm/s, on average, but locally may be 5–
10 m/s because of internal gravity wave perturbations and
are thus an important effect.
[43] In general, the dynamics of the atmosphere can be

described by considering the largest spatiotemporal scales,
the seasonal variations, to the smallest, the atmosphere’s
internal gravity wave spectrum [Andrews et al., 1987; Holton,
2004]. In between are the weather systems or Rossby waves
described by synoptic‐scale meteorology. These waves can
easily be resolved with today’s operational global medium‐
range assimilation/forecast models. Just below these scales
mesoscale phenomenologies such as maritime temperature
inversion layers, land‐sea breeze, nocturnal temperature
inversions, drainage winds, and squall lines also become
important. These can be resolved in today’s high‐resolution
global models or regional mesoscale models. In the middle
and upper atmosphere, vertically propagating migrating and

Figure 5. A temperature profile of the atmosphere from the ground to the thermosphere. This
temperature profile is extracted for a location at Wells, Nevada, from the Ground‐to‐Space model for
21 February 2008.
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nonmigrating tides, driven by the diurnal solar heating of
water vapor and ozone in the lower atmosphere, are a domi-
nant part of the spatiotemporal variability of the atmosphere.
These are resolved to some degree in the lower atmosphere
by global models, but in the upper mesosphere and lower
thermosphere, where their amplitudes are significant, other
than published research measurements and empirical
models, no daily operational middle and upper atmospheric
tidal specifications exist. Last at the smallest scales over all
altitudes are internal gravity waves. These waves become
increasingly important for infrasound propagation with alti-
tude as gravity wave amplitudes grow exponentially to first
order as atmospheric density decreases exponentially. These
internal gravity waves include both stationary mountain
(Lee) waves generated by wind flow over orography and an
ambient nonstationary component generated by a variety
of geophysical interactions. The spatiotemporal resolution
limits of these waves are generally below the global weather
prediction analysis products, but the large‐scale gravity
waves can be deterministically resolved to some extent in the
lower atmosphere by mesoscale models or very high reso-
lution global models. For some applications, these waves
can also be represented statistically by subgrid‐scale spectral
parameterizations.
[44] When one considers various types of atmospheric

models that can be used to provide the background fields for
modeling infrasound propagation from research to applica-
tions, the gamut ranges from direct measurements by radio-
sondes to first principles “whole atmosphere”models. Often,
for planned or known events it may be possible to obtain a
nearby one‐dimensional radiosonde profile (with altitude
coverage up to approximately 35 km) which can then be
supplemented with other atmospheric models above 35 km
to perform infrasound calculations. Starting with the most
primitive of models, this might be the U.S. standard atmo-
sphere, which is global and time independent; a tabular
climatology such as the 1986 Committee on Space Research
International Reference Atmosphere, which represents the
monthly average conditions averaged over longitude but as a
function of latitude; or the Horizontal Wind Model (HWM)/
Mass Spectrometer Incoherent Scatter (MSIS) empirical cli-
matologies, which include observationally based representa-
tions of the seasonal, latitudinal, longitudinal, and local time
(tidal) variations of the entire atmosphere at very low resolu-
tions. Below 80 km such climatologies have been superseded
by the operational 4× daily global analysis fields from a
variety of numerical weather prediction centers.
[45] Today, global analysis fields represent a statistical

combination of a large number of direct and indirect satellite,
ground‐based, and in situ measurements [Simmons et al.,
2005; Wu et al., 2002], with additional geophysical con-
straints provided by the governing equations for global fluid
dynamics [Andrews et al., 1987; Holton, 2004]. For weather
prediction it is important that these observational analysis
fields be as accurate as possible as they are used to initialize
numerical forecast models. The various numerical weather
prediction specifications are widely accepted as providing

an accurate representation of the day‐to‐day and hourly
variability of the region at horizontal resolutions better than
1° × 1°. The early mathematical foundation of the various
procedures employed by the data assimilation systems to
produce these analysis fields is described by Daley [1991],
with recent developments and techniques given by Joiner
and Da Silva [1998], Migliorini et al. [2008], and Rabier
[2005]. Discussions of the state of the art in both the avail-
able satellite measurements and resulting global data fields
are also described by Manney et al. [2008], Schwartz et al.
[2008], Hoppel et al. [2008], and the references therein. For
example, the European Centre for Medium‐Range Weather
Forecasts has recently begun to produce specifications based
on global satellite temperature soundings up to approxi-
mately 80 km altitude (0.01 hPa) at 0.25° × 0.25° resolution.
The analysis fields available from the National Weather
Service (NOAA) have 0.5° × 0.5° resolution and are pub-
licly available up to 45 km (1 mbar). An example of global
surface analysis fields from the Navy Operational Numerical
Atmospheric Predication System is shown in Figure 6.
[46] The new NASA Goddard Earth Observing System

(GEOS‐5) also provides experimental near–real time speci-
fications on 72 layers up to 0.01 hPa, resolving both the
troposphere and stratosphere at a resolution of 1/2° × 2/3°. A
monumental reanalysis effort by the NASA Global Modeling
and Assimilation Office called Modern Era Retrospective‐
Analysis for Research and Applications was recently com-
pleted to provide high‐resolution GEOS‐5 time series at 6 h
intervals from 1978 to the present. Additional research to
extend global numerical weather prediction models into the
lower thermosphere is described by Eckermann et al. [2009],
Akmaev et al. [2008], and Richter et al. [2008].
[47] One important issue regarding these specifications is

that above ∼35 km the wind fields are derived exclusively
from the geophysical fluid dynamic balance of the global
pressure fields, which are, in turn, determined from infrared
temperature soundings. Diagnostic information does, how-
ever, enter indirectly through the observation and inner com-
parison of the global advection of passive observable tracers
such as ozone. Furthermore, these derived wind fields are
continuously evaluated against nonoperational research
observations when and where they exist. Without directly
measured atmospheric wind profiles, the resulting specifi-
cations thus may be subject to regional or temporal biases;
however, as compared to existing empirical climatologies,
the operational specifications are vastly superior. The typ-
ical stated geophysical uncertainty of these global numerical
weather prediction analysis fields is 1.5 K for temperature
and 2 m/s for winds near the surface, increasing to 2.5 K
for temperature and greater than 5 m/s near the stratopause.
With respect to these uncertainties, although the numerical
prediction fields are not climatologies, they do represent
regional and temporal averages and as such do not consider
mesoscale contrasts and localized wind gusts.
[48] Where reliable operational numerical weather pre-

diction systems are limited to regions below the stratopause,
the predominant morphology in the 75–150 km region of the
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ground‐to‐space atmosphere is provided by the HWM93
and MSISE‐00 empirical models [Hedin et al., 1996; Picone
et al., 2002]. These empirical models include statistical
parameterizations of the latitudinal, longitudinal, and sea-
sonal variations of the general circulation and temperature
structure of the atmosphere, including the diurnal patterns
resulting from vertically propagating and in situ driven solar
migrating tides. To a large extent the seasonal variations and
diurnal patterns dominate the overall morphology of the
mesosphere and lower thermosphere. Parameterizations of the
effects of solar EUV variability and geomagnetic storms above
about 110 km, based on operational spaceweather indices from
NOAA, are also included in the models. These two empirical
models are based on 4 decades of satellite, ground‐based, and
in situ atmospheric measurements, providing a robust statis-
tical synopsis with estimated uncertainties on the order of
20–25 m/s for winds and approximately 10–15 K for tem-
perature in the region between 65 and 120 km. The exact
nature of the uncertainties is a function of altitude, local
time, latitude, and season. Typically, these uncertainties result
from the random geophysical fluctuations occurring on
spatiotemporal scales that cannot be resolved by observations
assimilated into the empirical model.
[49] The HWM93 model was recently upgraded to HWM07

by Drob et al. [2008] via the assimilation of recent upper

atmospheric research satellite‐based measurements [Hays
et al., 1993; Shepherd et al., 1993] and ground‐based mea-
surements [Larsen, 2002; Murayama et al., 2000; She, 2004;
Vincent and Lesicar, 1991]. The new model provides improved
representations of the solar‐heating‐driven migrating tidal
amplitudes and phases, including the seasonal variations
thereof. The existing empirical models, however, do not fully
include deterministic representations of the day‐to‐day tidal
and planetary wave variability [Fritts and Isler, 1994; Isler
and Fritts, 1995] or, at present, nonmigrating tidal compo-
nents [Forbes et al., 2003; Oberheide et al., 2006]. When
using these empirical models as a proxy for an instantaneous
atmospheric profile this geophysical variability accounts for
a large portion of the random statistical error.
[50] As mentioned, atmospheric gravity waves in the upper

atmosphere provide the second source of geophysical uncer-
tainty for present‐day global atmospheric specifications. A
large fraction of the gravity wave spectrum in the opera-
tional numerical weather prediction models is filtered out
during the data assimilation process or simply just not resolved.
A recent review of atmospheric gravity waves is provided
by Fritts and Alexander [2003]. Given the observed and
predicted influence of gravity waves on the characteristics of
infrasound propagation as described by Chunchuzov et al.
[2005] and Kulichkov et al. [2008], the resolution of these

Figure 6. Example analysis fields from the U.S. Navy Operational Numerical Atmospheric Prediction
System.
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waves through direct measurements or via an adequate semi-
empirical spectral parameterization is an important chal-
lenge for the infrasound and atmospheric science research
community.

4. PROPAGATION OF MECHANICAL WAVES

[51] The physical model for the propagation of seismic
and acoustic waves in the far field is the linear wave
equation

c2r2u� utt ¼ 0; ð5Þ

where u is a physical property associated with the distur-
bance or signal and c is a constant representing the speed at
which the wave travels. The main differences in the prop-
agation of mechanical waves are in differences in the media.
For example, for fluids the rigidity (m) is zero, and therefore,
atmospheric acoustic waves are only associated with lon-
gitudinal particle motions. Most notably, acoustic waves are
affected by winds, which advect acoustic waves. This sec-
tion will focus initially on the differences in the propagation

of seismic and acoustic waves in terms of ray theory, which
provides a relatively simple and intuitive summary of the
effect of winds on infrasonic propagation, before summa-
rizing some other important differences.

4.1. Solid Earth
[52] As shown by Lay and Wallace [1995], the following

two equations can be derived from the wave equation under
the assumptions inherent in geometric ray theory for a
simple 1‐D velocity model, with the raypath confined to the
x‐z plane. These two equations provide the range traversed
by the ray X and the corresponding traveltime T in terms of
the slowness, s = 1/c(z), and the ray parameter, p = sin(�)/c(z):

X ¼ 2p

Z z

0

dzffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � p2

p ð6Þ

T ¼ 2

Z z

0

s2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � p2

p dz: ð7Þ

Figure 7. Tau‐P simulations showing the effect of wind in the direction of propagation. Refractions
occur in the thermosphere in both cases, but the addition of wind enhances the stratospheric duct.
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4.2. Atmosphere
[53] Similar equations can be derived for the propagation

of infrasonic waves in the atmosphere, under the same
assumptions, with the additional requirement that the wind
must be accounted for. Following Garcés et al. [1998], in
the presence of wind, the propagation of infrasound through
a 1‐D atmospheric model can be written as

X ¼ 2

Z z

0
Y

p

1� pu
þ s2u

� �
dz ð8Þ

Y ¼
Z z

0
Y s2v
� �

dz ð9Þ

T ¼ 2

Z z

0
Ys2dz; ð10Þ

where

Y ¼ s2 � p2

1� puð Þ2
" #�1

2

ð11Þ

and u(z) and v(z) represent the wind speeds parallel to and
perpendicular to the direction of propagation, respectively. It
is straightforward to see that in a windless atmosphere, u =
v = 0, and these three equations reduce to equations (6)
and (7) shown above for the solid Earth.
[54] The effect of wind perpendicular to the direction of

propagation is to horizontally translate the raypath. Thus,
while the propagation of seismic waves in a 1‐D (vertically
varying) medium remains in the same plane (which we can
set to be the x‐z plane without loss of generality), out‐of‐
plane translation must be considered in the case of infra-
sound (resulting in the addition of a new variable, Y).
[55] A suite of example simulations based on the Tau‐P

method [Garcés et al., 1998] further illustrates the effect of
wind as well as the morphology of infrasound propagation.
Utilizing an example 1‐D temperature profile, Figure 7 illus-
trates how the effect of adding wind in the direction of prop-
agation enhances the stratospheric duct. To illustrate the
effect of wind perpendicular to the plane of propagation,
Figure 8 can be contrasted with Figure 7b (which does not
involve any transverse offset).

Figure 8. Tau‐P simulations showing the effect of wind perpendicular to the direction of propagation.
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[56] Three‐dimensional simulations of infrasound propa-
gation are performed using essentially the same techniques
used in seismology: 3‐D ray tracing [Jones et al., 1986],
normal modes [Pierce and Kinney, 1976], parabolic equa-
tions [Gilbert and White, 1989] (more commonly used in
atmospheric acoustics because of comparatively low gra-
dients of lateral deviations in the atmosphere), and finite
difference/element methods [de Groot‐Hedlin, 2008]. An
excellent review of the different techniques utilized in mod-
eling infrasound propagation is provided by Whitaker and
Norris [2008]. State‐of‐the‐art modeling codes incorporate
corrections for terrain, turbulence, and gravity waves. The
incorporation of these effects has been shown to be particu-
larly important for predicting observations (for example,
Kulichkov [2004] discusses the importance of turbulence,
Arrowsmith et al. [2007] highlight the importance of spec-
ular reflections off topography, and Gibson et al. [2009]
highlight the importance of incorporating gravity wave spec-
tral models). Upwind observations cannot typically be mod-
eled using ray theory, in part because available atmospheric
models are heavily smoothed [Negraru et al., 2008].
[57] A difficulty in developing and validating infrasonic

propagation models relates once again to the temporal var-
iability of the atmosphere. For example, empirical Green’s
functions can provide a reliable correction for path effects
through the solid Earth. However, the temporal variability of
the atmosphere makes such an approach impossible for
infrasonic waves. Thus, the atmospheric physics community
has relied upon a purely physical (not empirical) approach
toward accounting for path effects, with simulation codes
only validated using specific ground truth events.

4.3. Morphology of Infrasound Propagation
[58] Seismologists are taught to label arrivals on the basis

of the propagation path. While the phase identification
problem is much trickier for infrasound than it is in seis-
mology, and therefore, the concept of labeling arrivals may
make little sense in practice, infrasonic phases are also
typically named according to their propagation path. Purely
on the basis of variations in atmospheric temperature with
height (Figure 5), which are largely dependent on variations
in the absorption of solar radiation, infrasound can be
refracted back to the Earth in the troposphere, stratosphere,
or thermosphere (Figures 7 and 8 illustrate both strato-
spheric and thermospheric returns). Following the conven-
tion of D. J. Brown et al. [2002], these signals are denoted
as Iw, Is, and It, respectively. Using representative conditions
for different times of year, Drob et al. [2003] estimate
that up to 30% of infrasound energy is ducted in the tropo-
sphere, between 0% and 40% is ducted in the stratosphere,
and between 40% and 75% is ducted in the thermosphere.
Figure 9 shows the spatiotemporal distribution of these
ducting fractions for an arbitrary time of 14 March 2010,
0000 UT. Multiple bounces are common for tropospheric and
stratospheric returns but are less likely to be detected for
thermospheric returns owing to relatively high absorption in
the thermosphere [Sutherland and Bass, 2004].

5. SEISMOACOUSTIC RECEIVER

[59] We typically use the term “seismoacoustic receiver”
to refer to at least one colocated seismometer and micro-
barometer. Although seismoacoustic signals can be detected
on pure seismic networks [de Groot‐Hedlin et al., 2008] or
pure infrasonic arrays [Olson et al., 2003], the air/ground
coupling response can be difficult to account for, and
detection thresholds are much higher. Stump et al. [2004]
outline a practical framework for the deployment of seis-
moacoustic sites.
[60] Microbarometers are acoustic transducers that typi-

cally produce an electrical signal due to the motion of a
diaphragm. A reference backing volume provides the means
to determine differential pressure, with the low‐frequency
cutoff determined by a capillary leak introduced into the
backing volume. Thus, the microbarometer is not sensitive
to meteorological pressure fluctuations. State‐of‐the‐art
microbarometers used in infrasound monitoring are config-
ured to have an essentially flat response in the infrasound
band and can sense pressure variations of ∼1 mPa.

5.1. Noise Reduction
[61] A significant difference between seismic and infra-

sonic signal processing is that the latter typically requires
arrays of sensors in order to separate signals from noise (and
for phase identification). Wind and turbulence can generate
noise with amplitudes and periods that are comparable to
infrasonic signals from regional events. Without exploiting
the correlation of signals at separate array elements, it can be
difficult to separate signal from noise. Most infrasonic
detection algorithms are thus based on signal coherence,
rather than incoherent power (e.g., short‐term average/long‐
term average), although spectrogram‐based detectors may
allow for incoherent detection of explosions [Taylor et al.,
2010]. Clearly, the presence of a seismic signal also plays
an important role in distinguishing acoustic signals and
noise.
[62] A second design feature that is typically deployed is

some sort of additional wind‐reducing mechanism. Such
mechanisms typically take one of two forms, compared by
Hedlin and Raspet [2003]: (1) a physical shelter placed over
the sensor to block wind and (2) a spatial averaging filter
that averages pressure fluctuations over some area. As
shown in Figure 10, the use of such wind‐reducing
mechanisms becomes especially critical as the wind speed
increases. The latter technique is based on the fact that
signals associated with wind are incoherent at offsets of
several meters, while remote sources (i.e., infrasound) can
be coherent at hundreds of meters. The two most conven-
tional filter types are pipes fitted with inlet ports [Hedlin
et al., 2003] and porous hoses [Stump et al., 2004]. Of the
two types, porous hoses are not favored for long‐term
deployments because of concerns about changes in the
microporosity with long exposure to UV, although the ease
of deployment (and low material cost) makes them a pre-
ferred choice for shorter‐term deployments. Acoustic
impedance contrasts inside pipe filters are known to give
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rise to spectral peaks in the band of interest [Hedlin et al.,
2003], although resonance can be removed with appropri-
ate impedance‐matching capillaries [Hedlin and Alcoverro,
2005]. Other promising methods for reducing atmospheric
noise involve integrating atmospheric pressure variations,
and thus reducing incoherent noise, along curved or straight
lines at light speed using fiber optics [Zumberge et al.,
2003] or applying adaptive beam‐forming methods to data
from very dense arrays of microphones [Shields, 2005].
Another promising method for reducing wind noise solution
is the pure state filter [Olson, 2004]. Perhaps the simplest

solution to wind noise reduction is to place the array in
dense vegetation, although this is not always practical for
every deployment.

5.2. Example Deployments
[63] A series of seismoacoustic deployments have moti-

vated recent interest in the subject. Stump et al. [2004]
outlined the design and implementation of a seismoacous-
tic array in Korea and highlighted the utility of such arrays
for detecting seismoacoustic signals from anthropogenic
causes. In the Korean peninsula, a region not noted for its

Figure 9. Estimates of the tropospheric, stratospheric, and thermospheric ducting fractions for 14 March
2010, 0000 UT [after Drob et al., 2003].

Arrowsmith et al.: SEISMOACOUSTIC WAVEFIELD RG4003RG4003

15 of 23



natural seismicity, approximately one fourth of all seismic
signals had an associated acoustic signal. Che et al. [2002]
utilized data from this seismoacoustic array to demonstrate
that the combined use of seismic and infrasonic data could
be used to discriminate between man‐made explosions and
earthquakes. Later, using additional seismoacoustic arrays in
the Korean peninsula, Che et al. [2009a] combined infra-
sonic constraints with a seismic location scheme and showed
that the seismoacoustic locations of ground truth events were
more accurate than seismic locations. On the basis of data
from these arrays, Kim et al. [2004] studied local infra-
sound signals from the Tokachi‐Oki earthquake as a means
to quantify the cross coupling from seismic ground motion
to infrasound.
[64] Motivated by these deployments in Korea, Stump et al.

[2007] put out a series of seismoacoustic stations in Utah to
study rocket motor explosions from the Utah Test and Train-
ing Range. On the basis of these data, considerable varia-
tions in infrasonic amplitudes and signal complexity were
observed for four identical explosions, which were associ-
ated with very similar seismic waveforms [Stump et al., 2008].
These observations, in the local to near‐regional distance
range, highlighted the importance of capturing the diurnal
variability of the atmosphere at these ranges. These findings
contrast with earlier studies of stratospheric arrivals from
underground nuclear tests [Mutschlecner et al., 1999], which
were notable for their temporal consistency.
[65] An exciting prospect for advancing the state of the

science is the upcoming colocation of single‐channel acoustic
sensors with the USArray transportable array, which will
effectively provide a dense, semicontinental‐scale seismoa-

coustic network. Clearly, since these sensors will not be
installed as arrays, the problem of separating signal from
wind noise (discussed in section 5.1) may limit their usage
to larger events. The Southern Methodist University group
conducted a key pilot experiment in which infrasound sen-
sors were colocated with several stations in the USArray
transportable network [Hayward and Pankow, 2008; Rogers
et al., 2008]. Following the successful conclusion of this
experiment, the USArray will be gradually upgraded with
infrasound microphones by the University of California, San
Diego–Incorporated Research Institutions for Seismology to
become entirely seismoacoustic by late 2011/early 2012.
The seismoacoustic network will gradually move to the east
coast of the continental United States and then to Alaska,
allowing the sampling of the seismoacoustic wavefield in
different regions at different times of the year.

6. APPLICATIONS

6.1. Nuclear Explosion Monitoring
[66] Recent work has highlighted the potential value of

seismoacoustics for nuclear explosion monitoring. There is
added value for utilizing both seismic and infrasonic mea-
surements in enhancing the detection, location, and discrim-
ination of events, especially as we move from teleseismic/
“telesonic” to local and near‐regional distances. While pre-
vious methods have been developed primarily for seismic
monitoring and then exported to infrasound monitoring,
recent work has highlighted the need to develop unique
algorithms that exploit the advantages of infrasound while
mitigating some of the disadvantages.

Figure 10. Comparison between the wind noise at various wind speeds recorded on an unprotected
microbarometer (reference port) and on microbarometers protected by wind fences or rosette pipe filters
(spatial averaging filters). Reprinted with permission from Hedlin and Raspet [2003]. Copyright 2003,
Acoustical Society of America.
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6.1.1. Detection
[67] The problem of detecting large, buried, well‐coupled

underground nuclear tests is trivial. However, for detecting
smaller explosions that may not be deeply buried or coupled
to the solid Earth, the problem is more difficult using seis-
mic data alone. Stump et al. [2004] observed numerous
small surface explosions in Korea that were not detected
seismically. Clearly, the value of combining seismic and
infrasonic data for detection is in detecting events located at
or close to the solid Earth–atmosphere boundary.
[68] In seismology, incoherent detectors work quite well.

Because of wind noise, which can be as large in amplitude
(or sometimes even larger) than the signals of interest, inco-
herent detectors are unpractical for infrasound data proces-
sing. Thus, coherent signal processing, developed for seismic
array processing, is typically applied to infrasound data.
Unfortunately, coherent “noise” is common on infrasound
arrays and arises from a variety of sources including ocean
storms, wind farms, and other natural and man‐made sour-
ces. While such signals may be interesting for their own sake,
they are basically noise for the purpose of nuclear explosion
monitoring. Recently, Arrowsmith et al. [2009b] outlined a
new contextual detector (rather than an instantaneous detec-
tor that uses only information at a given time instant to deter-
mine if a detection has occurred) that adaptively accounts for
ambient correlated noise. In the presence of common noise
sources such as wind farms, a contextual detector works
much better for infrasound processing (Figure 11).
6.1.2. Location
[69] For large events detected at teleseismic distances,

there are typically sufficient seismic stations to obtain a
reliable location. However, for smaller events that may be
detected regionally at only a few seismometers, there is great
value in combining seismic with infrasonic observations for
localization. In particular, infrasound arrays are more power-
ful than seismic arrays in providing accurate back‐azimuth
estimates, owing to the relatively weak lateral heterogeneity
of the atmosphere. Furthermore, back‐azimuth constraints
provide orthogonal information to arrival times for event
location [Modrak et al., 2010].
[70] Two problems complicate the infrasound location

problem: (1) nonuniqueness of phase identification and
(2) limitations in capturing the necessary spatial‐temporal
characteristics of the atmosphere in atmospheric models.
Because of these problems, conventional seismic location
techniques are not directly applicable to the atmosphere, at
least until the research community has better characterized
these limitations.Modrak et al. [2010] outline a new approach
to infrasound location that incorporates as much robust infor-
mation as is available into a Bayesian prior term, allowing
for the computation of credibility contours (which need not
necessarily be ellipsoidal).
6.1.3. Discrimination
[71] In addition to seismic constraints, infrasound observa-

tions can provide invaluable additional information for event
discrimination. There are two basic approaches to event
discrimination that have been explored on the basis of infra-
sound: (1) source type discrimination and (2) depth dis-

crimination. The first approach attempts to identify infrasonic
signatures that are indicative of event type. As shown in
Figure 4, Whitaker [2009] and Anderson et al. [2010] exploit
differences in duration and wind‐corrected amplitude between
earthquakes and underground nuclear tests for event dis-
crimination. Duration is effectively a measure of complex-
ity, earthquakes having more complex source time functions
than explosions. Amplitude is indicative of both the depth
of an event (explosions are typically shallower than earth-
quakes) and the source mechanism (e.g., strike‐slip earth-
quakes do not generate surface forcing). The second approach
attempts to utilize infrasonic signatures to discriminate shal-
low earthquakes and explosions from deeper earthquakes
and, if possible, to estimate event depth. This latter approach
may add independent constraints to seismic estimates of
depth, which often trade off with origin time unless a seis-
mic sensor is located above the earthquake origin.

6.2. Volcano Monitoring
[72] Modern volcano monitoring systems utilize an inte-

grated approach that includes both remote sensing and
ground‐based observations of geodetic anomalies, gas flux
anomalies, thermal anomalies, and elastic wave radiation.
Traditionally, volcano surveillance has been grounded with
in situ seismic networks because they afford a continuous
record of earthquakes that occur internally and on the sur-
face of a volcano. Differentiation of various common earth-
quake types can be used to infer magmatic and hydrothermal
fluid movements through conduits and fractures beneath the
volcanic edifice [Chouet, 1985], shear or tensile failure of
the solid rock [Chouet, 1979; Moran, 1994], very long period
volumetric inflations or deflations [Neuberg et al., 1994], and
eruption‐related phenomena. Local seismic networks distrib-
uted around a volcano allow localization of earthquake sources
within a volcano and can be used to track magma movement
or stress change in the interior of a volcano.
[73] Seismic surveillance is ideally complemented by in-

frasound monitoring because near‐surface activity can also
be monitored acoustically in precisely the same band that is
targeted for seismic studies [Matoza et al., 2009]. Volcano
infrasound has proven beneficial as a hazard monitoring tool
because seismic surveillance alone, especially in the short‐
period band, often cannot distinguish between an explosion
earthquake and a subsurface long‐period earthquake [Ruiz
et al., 2006]. Local infrasound monitoring is particularly
effective because the effects of a changing atmosphere, which
can influence the radiation of sound at distances as close as
∼10 km [Fee and Garcés, 2007], are largely minimized.
Although infrasound stations may occasionally be obliter-
ated by vigorous volcanic activity [Moran et al., 2008], this
detraction can be circumvented by redundant deployment of
infrasound at various azimuths and distances as network
installations, as is done for seismometers.
[74] Regional and global infrasound monitoring is also

capable of providing relatively comprehensive records of
eruptive activity. Global observations of very large volcanic
events, which have happened perhaps once (at Pinatubo) in
the modern digital era (i.e., the last 20 years), were typically
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recorded with microbarometers (e.g., Strachey [1888] for
the 1883 Krakatau eruption), which had no response in the
near‐infrasound band but were sometimes used to assess
equivalent explosive yields [Donn and Balachandran, 1981].
Modern high‐fidelity arrays, such as IMS [Campus, 2006],
research [Evers and Haak, 2005; Wilson et al., 2006], and
dedicated volcano surveillance arrays, which can affect avi-
ation [Garcés et al., 2007; Matoza et al., 2007], have more
recently proven effective at identifying and tracking fluc-
tuations in eruptive activity. The mission of the dedicated
regional arrays is to detect ash emissions from volcanoes,
which presents a significant hazard for aviation [Garcés
et al., 2007]. Regional surveillance is particularly benefi-
cial when resources do not permit local infrasound installa-
tions at every potentially active volcano.

7. SUMMARY

[75] In this paper we have attempted to provide a fairly
high level overview of the seismoacoustic wavefield from
source to receiver and to outline where open research
questions can be better addressed by combining seismic
and infrasonic measurements. Broadly, the fusion of seismic
and infrasonic measurements is useful for studying the
source physics of events located at or near the solid Earth–
atmosphere boundary; for improving our knowledge of
the atmosphere and of Earth structure in the near surface, the
so‐called seismoacoustic boundary layer [Langston, 2010];
and for allowing us to better characterize noise at seismic and
infrasound arrays. As demonstrated by the recent research
summarized in this article, seismoacoustics has significant
potential for improving our capability to monitor for nuclear
tests in the solid Earth or atmosphere and for volcano hazard
monitoring. With recent deployments, including the modi-
fication of the Earthscope transportable array to be fully
seismoacoustic, we are primed for advancements in the field
of seismoacoustics. However, such advancements will require
close collaboration between seismologists and atmospheric
physicists, requiring us to bridge the institutional divide
between these two disciplines. Our hope is that this article
will motivate such bridge building in the future.
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