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Abstract

The first spectral numerical wave model was dewadoip the 1950s to deal with dispersive swell pgapian arriving

in Morocco. These models are still being refinedatp reaching typical root mean square errors b kh the

significant wave height in the middle of oceansgamor level that has dropped 20% over the lastdrs; and 30% for
the mean wave period. Errors in coastal areas ave getting close to these levels thanks to theoéhtction of

currents, bottom sediment types, coastal reflectiorhese latter two aspects are particularly disatidsere. Models
are also getting more efficient with unstructureitigy allowing unprecedented detailed hindcastsfanetasts, such
as provided by the Previmer and IOWAGA projectg] #me estimate of new wave-related quantities sischir-sea
fluxes, wave breaking statistics, acoustic andnsieisoise sources... As these models are being pusleshallower
and shallower waters, the currents and water lesaisot be considered independently of waves. Adssspurred an
on-going effort on theoretical foundations, numaritechniques and measurement and validation mstfmdthe

investigation of coupled wave-current dynamics. M&ew here some of the important milestones is #ffort and

point to still open questions. As both authors hbeen strongly involved in the development of ars# of the

WAVEWATCH Ill model, soon to be made public, these part of the ideas that have driven the developrogthis

particular code, but they apply generally to alhpdraveraged spectral models.

Key words. waves, spectral models, coupled wave-current miadelbcean-atmosphere interactions,
morphodynamics

1. About spectra and spectral wave models

The basic idea of spectral wave modelling is toesent the random nature of the sea surface edevayi

its generalized Fourier spectrum, evolving slowlyspace and time. Some available spectral models ca
carry the phase information that allows to compuge asymmetry and skewness (Herbers and Burton
1997, a part of the U.S. Nearshore Comunity modglsis information is particularly relevant in sloal
water, but these models have not been widely addptehe research or engineering community, prgbabl
because of the conceptual difficulty of working wiioth spectra and bi-spectra. Outside of the zumé,
phase-resolving models have been used very suallgssf ocean engineering applications, when the
details of the wave shape and flow are requiredn{iermuth and Yue, 1987), and also to verify the
underlying hypotheses of phase-averaged model tegid statistical closure (Tanaka 2001). However, in
this region of the ocean, it was found repeatellt the full statistics of the sea surface are weejl
described by the quasi-linear random wave modeliewaan be represented as a superposition of wave
trains that are locally sinusoidal and that propaga all possible directions with all possibleduencies,
with a periodT and wavelengtt. related by the linear dispersion relation for feeeface gravity waves
(Laplace 1776). As a result, the general three-dsiomal wave spectrum collapses to a two-dimensiona
spectrum. The two spectral dimensions can thushosen among the pairs wavenumber and direction
(k,8), frequency and alongshore wavenumbigg), or more usually frequency and directid®) as shown

in figure 1.For extreme events, including the famous “freak @&dya second-order correction estimated
from the wave spectrum is enough to explain théssitss of extremes, and correct the wave specfiarm
the presence of lowest order bound wave compor(@atgun 1980, Janssen 2009). This second order
correction includes the partial standing wave térat makes it possible to measure waves withotinget
wet, using seismic stations on land (Miche 1944dwet-Higgins 1950, Herbers et al. 1992, Ardhuid an
Herbers 2013).

25



Coastal Dynamics 2013

This second order correction requires the knowleafgle full directional wave spectrum, which isnalst
never available in enough details, except whengusiense arrays or techniques such as stereo-video
imagery, as illustrated in figure 1.
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Figure 1. Two examples of wave spectra. (a) Obthfrem a stereo-video system measuring maps ofséace
elevation (Benetazzo 2006) deployed on the Katsplatform near Sebastopol, Ukraine, (b) Spectruimatfom
pressure from a SBE26 tide gauge deployed in 10@pthcbffshore of Brest, compared to its simulati@mt global
wind fields using the WAVEWATCH 1l code. In this ®athe measured spectrum is compared to a numeTicid|
result for both the linear part and the second+ocderection (Ardhuin et al., in press). This seta@nder contribution,
together with measurement noise, is the reasonitwhympossible to estimate the spectrum of wanfgseriod 6 s in
100 m depth.

Indeed, wave buoys or combinations of pressurevalatity measurements only provide few parameters
for each frequency. The validation of the secondeprspectrum estimated from a modeled directional
spectrum thus provide more information on the widftlthe peak in the case of sub-harmonics and en th
presence of partial standing waves in the caskeo$tiper-harmonics, such as induced by partiaatidin
(e.g. Touboul and Rey 2012). However this secodérmtheory is only valid for a flat bottom brealsash

in shallow water, where it fails to represent thet transfer of energy to free components with smort
periods (super-harmonics) or very long periods {satmonics also known as infragravity waves) and
which requires the use of a bi-spectrum that cauilie relative phase information of the differermtvey
components. Several parameterizations have be@osed for this effect, with some success (Becq 1999
Toledo et al. 2012), avoiding the higher computalocost incurred when computing the bi-spectrum
evolution. Although the shape of the wave spectmwith miss the harmonic generation, these triad
nonlinear effects may also be ignored, and accuwigteificant wave heights can still be obtainedy(e.
Thornton and Guza 1983, Filipot and Ardhuin 201Erom now on we will focus mostly on the ocean
outside of the surf zone.

2. Spectral wave models: inherent limitations and recent progress
2.1.The wave action equation and its numerical solution

Over the last twenty years, models based on thetrsppevave action equation (WAE) such as WAM
(WAMDI Group, 1988), TOMAWAC (Benoit et al., 19963WAN (Booij et al., 1999), and WAVEWATCH

l1® (Tolman, 2002, hereinafter WW3) have gained wpdead usage, almost pushing out energy-
conserving methods based on ray tracing (DobsorY,10@Reilly and Guza, 1993) or phase-resolving
equations (Berkhoff, 1972; Dalrymple and Kirby, 89&aihatu and Kirby, 1995; Belibassakis, et al.
2001), the latter being now confined to harboraigit applications. These alternative methods, ewe

are still very useful for the verification of theodels based on the WAE equation. Indeed the WAE¢as
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models are prone to larger errors in their repriagiem of wave propagation as an advection in apétiy)
and spectralf(8) spaces (Ardhuin and Herbers, 2005). This andradfiféculties are reviewed by the
WISE Group (2007). More recent developments areudised below.

The WAE gives the evolution in space and time & Wave spectrum, represented by the advection of
spectral densities AQ) = E(f,0)/c whereo is the relative radian frequency, at a velocityegioy the group
speed vecto€g(f,0) plus an advective current velocitis(f,0) which is the generalized Lagrangian mean
velocity (Andrews and Mcintyre, 1978b). So far, théblic version of numerical models such as SWAN or
WW3 do not bother with this kind of detail, and usstead the same “surface current velocltyfor all
spectral components instead of more genbdf,8). The evolution of the action spectrum is further
modified by source terms that represent a wide eamfgprocesses: generation by the wind, non-linear
evolution of the waves, dissipation by breakingssgbation by friction at the air-sea interface, tt
friction, scattering by depth or current gradients

Each of these source terms is computed from theatétases and empirical adjustments.

Without these source terms, the conservative WAHIccde solved exactly by ray-tracing methods.
Introducing source terms in ray tracing makes thlat®n method difficult (Ardhuin et al., 2001). iBhis
simplified by integrating rays over a single tintes as done in the TOMAWAC model (Benoit et al.,
1996), but at the price of some diffusion which nséill be much less than the diffusion with a fiestler
finite difference scheme that may be use in othpes of models like SWAN or WW3 (Ardhuin and
Herbers 2005). Instead, the unsteady 4-dimensiormddlem can be formulated in an Eulerian sense. The
propagation part can than be solved with the aidamimon numerical schemes such as FEM, FVM or
FDM on either structured or unstructured grids gsmrious time stepping strategies as done in WAM,
WW3, SWAN and other models.

With respect to the time stepping strategies thmsdels either use certain flavors of the fractiostep
method of Yanenko (1974) or solve the problem diyeasing implicit time stepping techniques propds
by e.g. Patankar (1980).

The latter methods (Booij et al. 1998) have beemoaated to be efficient in the nearshore and
implemented into SWAN, because they to not havériat CFL-like stability criterion, thanks to their
implicit formulation. However, in the presence tdep slopes the model suffers from unphysical goiat
and certain limiters in spectral space must beiegpphs outlined in Dietrich et al. (2012b), whérés
mentioned that the turning of the certain wave comgmt must remain in the quadrant of the current
sweep. In practice it is finally limited to be rgreater than one spectral increment in their smhuthethod,
and similar constraints apply to frequency spacenvvaves go over varying currents. As a result, the
benefit of implicit methods is questionable sinhés tkind of limiter effectively truncates the sotut to
something similar to the stable time step of expiieethods.

The great benefit of splitting methods is thateiparates the WAE integration into an ordinary défgial
equation for the source term integration, and aehyplic partial differential equation for the pegation
part. Once separated, specific numerical schemgsalntion procedures can be applied most effigient
for each.

This splitting technique gives excellent resultsl@ep ocean and is used in combination with exlivie
integration methods for the propagation part inesoduch as WW3 or WAM, which are used by most
weather forecasting centers. However, in shallogiores, where strong variations of depth and cusrent
occur, the efficiency of explicit methods is gowednby the strict CFL criterion and this may resala
very small stable time step. This drawback can &#ypcircumvented by splitting not only propagatio
and source terms, but also spectral and geogrdpmieaction, and introducing sub-cycling as done in
WWIII. This relaxes the time step constraint on titeole system, especially in the presence of ¢egps
bottom slopes: only refraction computation is tedi by a small time step and not the spatial prafiag.
Due to the sub-cycling, however, splitting errors mtroduced into the solution (the solution of &plit
integration is not exactly equal to the solutiortted whole equation), which are growing with theoamt
sub-cycles. When the near-shore circulation isoofcern and the breaking zone needs to be resohied
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tidal channels the smallest CFL humber may beca@nées$s than unity and explicit methods become very
expensive. Here implicit methods can be appliedyfrgraphical space advection to gain some effigien
which is an option for unstructured grids in versid of WW3, but care must be taken because of the
splitting done to the equations.

With or without splitting, models have to apply atditional limiter to solve for the right hand paftthe
equation, which is either linearized following tRatankar rules (Booij et al. 1998) or integratedm©DE
problem within a separate fractional step. Thisittmwas introduced to circumvent the source term
contribution arising from the stiffness of the etipra system especially for young waves startingrow
(WAMDI, 1988, Hersbach & Janssen, 1999; Hargrea&ésnan, 2000; Tolman 2002). For the splitting
method this limiter is only applied to the soureent part when the ODE problem is solved. In SWAIS th
limiter also has an effect on the propagation pattich may have strong influence on the transient
solutions in unsteady environments, such as tidakats.

Recent numerical developments have largely focusethe improvement of methods on “unstructured
grids” made up of triangular meshes (e.g. Rolar@B2@ijlema et al. 2010), or using non-uniformlyesi
quadrangles (Popinet et al. 2010; Li 2010), or grabting (Tolman 2008). The variability of the grid
resolution across the domain exacerbates the pnshdaitlined above. In practice, the unstructuredioa

of SWAN that did not include a limiter was ofterusang the model to blow up (Gonzalez et al. 20ahy
the first published results were obtained by setthe refraction term to zero in shallow water (Bah et

al. 2012a), which is the strongest possible limiter

The application of spectral advection limiters wherstructured meshes are used becomes problematic
since there are generally some poorly resolvedonsgand some highly resolved regions in the same
unstructured mesh, which can have also steep sléganiter acts would typically limit refraction kere

the slopes are larger than a maximum allowed sltapeally some selection procedure would be nice.
Selective computations of the various terms andtdirm would be a pragmatic solution to reduce the
influence of limiters in certain regions and impdbem in others where the solution is not of major
concern. However, this is difficult under time viy conditions and especially when coupled to
circulation models the contribution of the spectaims depends on the spatial variation of theciglo
fields and cannot be neglected easily. Addition#tiis kind of workaround increases the preprocegssin
time and gives no guarantees with respect to #izlisy of the model, let alone its accuracy.

The application of limiters for the spectral pamd the presence of splitting errors renders theiso of

the WAE in inhomogeneous environments and rapidiyyimg currents and depths a complex and
complicated task with many open challenges from phgsical and numerical points of view. The
application of such heuristic methods in the solutprocedure renders the final numerical schemes
inconsistent and can lead to convergence problergs Zijlema and van der Westhuysen, 2005). Deglicat
numerical schemes needs to be investigated thatroirent these shortcomings and allow for and effici
and accurate integration of wave evolution, aesddupling to ocean circulation models (e.g. Diftrét

al. 2012a, Roland et al. 2012).

2.2.Global and regional wave modelling

In general the accuracy of wave model results nmgeof significant wave height is governed, in
decreasing order of importance by
— the accuracy of forcing fields: first the wind (#or the offshore boundary in cases of nested
grids), then the currents, and finally the wateels.
— the accuracy of source term parameterizations
- the effect numerical schemes.
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This order is generally verified for large scalasd the developers of numerical wave models hawea f
very long time, found an easy culprit for the pasave model performance in the poor quality of
atmospheric models, especially in coastal aregs Gavaleri and Bertotti 1997). Yet, the perfornauod
operational atmospheric models is improving at antttic pace, with errors on wind speed reduced by
more than 20% between 1992 and 2006 (Janssen).d80Bese conditions it has become increasingly
clear that wave model parameterizations could lyraged. Figure 2 shows the reduction in wave model
errors on the significant wave height when changimegwave generation and dissipation terms from the
WAMDI Group formulation (1988) to the Tolman and &ikov settings (1996), the formulation of Bidlot
et al. (2005) and, possibly the most accurate ftatimn to date, the one by Ardhuin et al. (2010)hva
recent update by Rascle and Ardhuin (2013). Fuorgitegress is certainly on the way with ongoing
important research projects that are addressirggahéstion of parameterizations (the U.S. NOPP wave
modelling project, the E.U. MyWave project ...).
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Figure 2. Bias and normalized RMS error againstmnaiter data for the year 2007, using the same fgsdiut 4
different parameterizations of the wind input afgbsgbation: WAM Cycle 3 (WAMDI 1988), TC (Tolman and
Chalikov 1996), BJA (Bidlot et al. 2005) and TEST4Rh¢cle and Ardhuin 2013). Solid lines in the righluenn
correspond to contours at the 7.5, 10, 12.5, 15288¢ levels.
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These improvements have further revealed flawsénmodel forcing. In particular the bands of lovdan
high bias along the equatorial Pacific are cleadgociated with ocean currents (Rascle et al.,)2008le
icebergs in the southern ocean have been found t@ major source of error if not taken into account
(Ardhuin et al. 2011). Here icebergs are represehtethe surface currents are still neglected duarge
errors in global ocean circulation models.

The little impact of advanced numerical schemeshenmodel results in terms of significant wave heig
may be rather discouraging but it comes from theathing effect of low order schemes. Indeed, while
ECMWEF and Meteo-France still use the first ordewimg scheme of the original WAve Model (WAMDI
Group 1988), the third order scheme used by NCEPtzm Prévimer projechftp://www.previmer.oryy

for their regular grids with the WW3 code only shtheir benefits when the wave field is partitiorieth
swells and wind seas (Wingeart, 2001).

2.3.Coastal seas
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Figure 3. Map showing the “NORGASUG” mesh usedhioidcasts and forecasts as part of the IOWAGA,
HOMERE and Prévimer projects. Magenta and greextesiishow location of permanent and temporary
buoys used for calibration in addition to sateléitémeter data. Inset are zooms of four grid greaswing

typical alongshore resolutions. The full mesh costd 10,000 wet nodes.

When moving towards the coastal ocean, many effentscome into play. For open coasts, the quafity o
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lateral boundary conditions from a global or regiowave model is obviously important because the
waves mostly come from the open ocean. Coastat ameaoften influenced by strong currents, driven b
either tides on density gradients. Recent worksehsivown that wave model results can be strongly
improved by taking into account currents, and tlediects on wave refraction, enhanced wave breaking
and change in relative wind speeds (van der Westhugt al. 2012; Ardhuin et al. 2012).

Another important effect, when the water depthdsslthan half the dominant wavelength, is bottom
friction. Although it has been known for decadeatthottom friction may lead to strong wave energy
dissipation, reducing the wave height by as much fastor 3 in some conditions (Ardhuin et al., 20)0a
physically-based parameterization of this effect hat been introduced into mainstream spectral wave
models until very recently. Here we particularlgaliss the implementation in WW3 of the “SHOWEX"
movable-bed bottom friction as proposed by TolmB®#94) and adjusted by Ardhuin et al. (2003). The
model was verified to reproduce the ray-tracinguitssobtained by Ardhuin et al. (2003) for the Nwort
Carolina shelf. A particular attention was giveritie treatment of heterogeneous sediment typdsidimg
rocky bottoms. This was performed on the Englishr@@tel and French Atlantic coasts.

2.4.The IOWAGA hindcast and Prévimer system

In this context we have used a 110,000 node uristeat mesh with an along-shore resolution of 300 to
500 m, shown in figure 3. The model configuratises 32 frequencies from 0.037 to 0.72 Hz and 24
directions. It is nested in a multi-grid WAVEWATCH model that combines 0.5 and 0.15° resolution
grids for our region of interest (Rascle and Arah2013).

The model is forced by operational ECMWF wind as&yat a resolution of 0.25° or better, with a time
step of 6 hours (3 hours since January 2013, thantke combination of forecasts and analyses)redts
and water levels on a series of grid with resoluicound 200 m is provided by the Prévimer systaset

on the MARS2D model. A map of median grain size Ihasn established from the French Hydrographic
Service (SHOM) database, used to produce the bdftpes maps that are commercially available (Garlan
1995, 2009, 2012).
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Figure 4. (a) Map of sediment median diameter é)angan difference in significant wave height r(iaters) over the
month of February 2010 between a model run usiagIONSWAP” bottom friction parameterization amsbéher
using the “SHOWEX” parameterization that includecbastant Nikuradse roughness length of 12 cmdcks. Inset
is a zoom on the region around Yeu and Noirmougiands where the impact of this friction is velgar, as also
shown in figure 5a.
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Model results can be viewed on the wave modelliagepofwww.previmer.org with numerical results
available athttp://tinyurl.com/iowagaftp including full spectra for over 4000 grid poingnd the full
frequency spectrum over the entire grid. At thighhiesolution the refraction over shoals and tidatents,
and the sheltering by islands and headlands ismetleled (Ardhuin et al. 2013). However, a few talas
locations, not well sampled by satellite altimeteeveal a very strong impact of bottom frictionemhthe
presence of rocky platforms is taken into accouftis is particularly the case of the Yeu buoynier
62067). However, this modified bottom friction heery limited impact at other locations (figure %),
particular in the Eastern Channel, at buoy 62288&s{idigs) where the waves are too short to be
significantly modified by bottom friction. At thatte, however, we have found a very beneficial ichjd
adding reflection off the shoreline with a bias ueed from -11.5% to -2% as the shoreface slope is
increased from 0.1 to 0.15, using the parametéosizdty Ardhuin and Roland (2012). Error statisticsa

few buoys are summarized in table 1.

Table 1. Statistics of errors against buoy datatfer*'NORGASUG” model grid for the month of Febru2g10.

Buoy “JONSWAP” bottom friction| “SHOWEX" bottom friain
S.I. bias S.L bias

62288 17.7 -1.8 17.0 -5.0

Four 13.9 8.15 13.3 7.15

62067 14.3 17.7 11.3 15

62060 10.4 8.8 10.7 5.2
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Figure 5. (a) Time series of observed and modetgdficant wave height at several buoys using tBBISWAP or

SHOWEX parameterizations for bottom friction.
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3. Wave modelsin coupled systems

In the applications described above the waves w@ed by winds, currents and water levels, meattiag

the feedback of waves on the atmosphere and odearation was not taken into account. There are
however, a number of circumstances where this fedimust be taken into account to arrive at aceurat
results. In the case of winds, the effect of waweesthe ocean roughness is a well know aspect
(Mastenbroek et al. 1993, Bertin et al. 2010) altifo the details and magnitude of that effect I8 sti
debated (Drennan et al. 2005). The interactiot Wit ocean currents has been the topic of a flofry
research, with new theory, observations, and maathodels. These are only briefly summarized here.

3.1.Theoretical foundations
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3.2.The wave-current interaction processes can be tpuaiided into 4 parts:
— the modification of air-sea fluxes of momentum amergy due to the presence of waves (Miles

1957, Reul et al. 2008).

— the conservative (adiabatic) exchange of momentach energy (Longuet-Higgins and Stewart
1960, Garrett 1976, Andrews and Mclintyre 1978a,t52006, McWilliams et al. 2004, Ardhuin
et al. 2008a, Aiki and Greatbatch 2012).

— the flow acceleration and mixing induced by wavésnguet-Higgins 1953, Bowen 1969,
Agrawal et al. 1992), responsible for phenomena liktngshore currents and boundary layer

streaming.
— the distortion of turbulence by waves, which mayilit or modify mixing (Miles 1996,

Groeneweg and Klopman 1998).

In these four domains, that can be closely linkbd. first three have been given a lot of attentlors thus

our duty here to highlight the step-child of the$®rts, the question of wave-turbulence interawtior he
work of Miles (1996) deals with turbulence in thé, avhile Groeneweg's thesis work focused on
turbulence in the water, but these two are cleadiynected and show how a turbulence closure scheme
applied to the phase-averaged flow can be a vedyaparoximation of turbulence effects in the presen

of waves.

We probably have to write a few words on the adiah@ave-current interaction, because this is pbbjpa
the topic that the organizers wanted us to cowet'sliry to find something useful that has notbeetten
before and that may help guide the reader to thglguof conflicting publications. Some good introthry
texts to the general theory are the papers by eaak (2008) and Bennis et al. (2011).

Basically, we have an exact theory for the formatabf wave-induced forces on the mean flow in ¢hre
dimensions, given by Andrews and Mcintyre (19784#js theory is given in two forms, one for the tota
momentum (which include the Stokes drift, thishe talternative” and it was used by Groeneweg and
Klopman 1998), The other form is formulated for tpgasi-Eulerian velocity (without the Stokes drift)
The latter turns out to be more practical becatsoés not involve vertical fluxes of wave momentum
which cannot be derived from usual depth-integratade models (Ardhuin et al. 2008b). The equatmins
Ardhuin et al. (2008a) are just a practical appm@ation of the exact equations, in which the wawu#oac
has been approximated to second order in the waeprsess and to first order in the vertical cursttar.
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Figure 6. Profiles of Stokes drift for nearly bremkwaves according to stream-function theory ¢stities) and linear
theory (dashed lines) for non-dimensional watetthdefrom kD = 0.14 to kD = 4.5. The elevation n@malized
by the water depth D, and the Stokes drift P isnadized by the phase speed C.

The resulting equation is fully consistent with ttieh McWilliams et al. (2004), which means thatithe
mean velocity can be understood as a quasi-Eulegatity, i.e. the Lagrangian mean minus the Stoke
drift. Aiki and Greatbatch (2012) have also arriveidthe same equations using a different averaging
operator. | will not discuss further here the mather theories that have been proposed and thatdwaue
inconsistencies at their lowest order, leadingrtphysical solutions in some very simple cases Bsais

et al. 2011).

The great advantage of the quasi-Eulerian equasicam approximation to the full equation of Andrews
and Mclintyre is that we can go back to the appraxioms and see what is their influence. Figuredsh
one example, for the Stokes drift (or, more prdgidee wave pseudo-momentum). For nonlinear peciodi
nearly breaking waves on a flat bottom we can bseekact numerical solution given by Dalrymple @p7
to compute the true Stokes drift and compare itst@nd order approximation given by linear waveaity
(yes, linear waves do have a Stokes drift). Itdgninteresting to note that even in the shallovew&mit
the Stokes drift is strongly sheared, a fact alyeaated by Miche (1944), and that cannot be reprediby
cnoidal wave theory. That feature may be very irngma for the transport of tracers in or near the s
zone. There is thus a lot more research to be dorikis adiabatic wave-current interaction, andadely
even more on the delicate problem of wave-turbudenteractions.

3.3.Practical applications

With all their limitations, coupled wave-current deds in three dimensions have provided very intergs
results for conditions with large vertical curreshicars or some density stratification. The firgiligption
was performed by Newberger and Allen (2007), usingapproximation for shallow water waves. Their
simulations particuarly focused on the instabtitief the longshore current, offering an alternative
previous numerical solutions based on the Bousgiegsiations, that missed the possible strong aértic
shear of the velocity profiles. A further investiga was performed by Uchiyama et al. (2009) usimare
general equations, and found that the current efiacthe waves could stabilize the longshore ctirren
instabilites while at the same time making eddiegarenergetic once the instability is present. dthb
works it is not clear that the use of a full 3D rabdbrings a qualitative change to the previous 2D
simulations (Ozkhan-Haller and Li 2003).

More interestingly, the possibility of using waveesd 3D flows coupled together now makes it posdible
study a wide range of situations, in particular trensition between the surf zone and the innelf she
(Rascle 2007), which is highly important for thess-shore transport of pollutants and other matériee

first study of that kind was performed by Kumaraét (2012), giving a reasonable agreement with the
wave-driven flows on the inner shelf, as observgdlLbntz et al. (2008). Further recent works has
documented the possible influence of waves onriherishelf circulation on open coasts (Michaudl.et a
2012) or on semi-enclosed bays with freshwater ffyibelpey 2012). In the latter case the model prsd

a large influence of waves on freshwater exchabgéseen the bay and the open ocean. These regsellts a
very important for water quality applications anill weed to be verified by further observations.

4. Summary and per spectives

Numerical wave models have involved dramaticallgrathe last two decades. First of all they arengete
accurate thanks to improvements in forcing fieldd parameterizations, but also more capable oflmand
complex coastal topographies with efficient numarischemes on small computer cluster or massively
parallel machines.

A landmark in this progress will certainly be thelelase of version 4 of the WAVEWATCH Il code:
“alpha” releases are already available from NCEH, the developments will be frozen in the fall 6fL.3
with a “beta” release that will allow some bug fxa&nd, an official release before January 16, 2014.
This wave modeling framework has been augmentech witany features, including improved
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parameterizations of wave generation and dissipabottom friction. The new code handles curvilinea
and unstructured grids (Roland, 2008; Ardhuin et 2009; Ardhuin and Roland 2012; Ardhuin et al.
2012), which have been thoroughly tested with 28ryeindcasts and routine forecasts as part of the
Prévimer project, and these different grid types loa two-way nested is a single multi-grid run. Toede
also allows coupling or off-line forcing with allenessary 2D or 3D fields computed and, if necessary
output as NetCDF files.

Beyond the wave model itself, we also have théch@asmerical tools now to investigate complex wave-
current interaction problems (e.g. Roland et all20The first benefit of the efforts will certajnbe a
improved wind and current forcing for the wave medand these open many exciting perspectivesmFro
air-sea fluxes to sediment transport and the inééaion of remote sensing data, we have excitegry
coming up.
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