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ABSTRACT
Particle image velocimetry (PIV) using fluorescent tracer particles has been used to measure the velocity field of the fluid above self-formed vortex
ripples in an oscillatory flow with suspended sediment. Measured velocities were used to find distributions of phase-averaged velocity and vorticity.
Using the distributions, discrete vortices were then identified and tracked. Vortices that originated in the wakes of ripples were carried by the flow to
adjacent ripples where they recombined with vortices being generated during the next half-cycle of the flow. Two possible states were observed for
similar flow conditions, where vortex migration was either 0.9 or 1.5 ripple wavelengths before recombination. Evidence indicates that this may be
the result of two possible ripple wavelengths: one that is approximately twice the flow amplitude, and one that is approximately 1.4 times the flow
amplitude. The 2-D circulation strength of discrete vortices, defined as the integral of vorticity over the area of the vortex, was numerically estimated
from PIV measurements. Maximum dimensionless values of circulation tend to increase as the Reynolds number of the oscillatory flow increases and
to decrease as the mobility parameter (a dimensionless number that quantifies the sediment transport capacity of the oscillatory flow) increases. This
is interpreted as an effect of enhanced dissipation of vorticity due to the presence of increasing concentrations of entrained sediment as the mobility
number increases.

RÉSUMÉ
La vélocimétrie à images de particules (PIV) avec des particules traçantes fluorescentes a été utilisée pour mesurer le champ de vitesses sur des
ondulations auto-fomées par des tourbillons dans un écoulement oscillant avec des sédiments en suspension. Les vitesses mesurées ont été utilisées
pour déterminer les distributions de vitesses et tourbillons en moyenne de phase. En utilisant les distributions, les tourbillons discrets ont été ensuite
identifiés et suivis. Des tourbillons engendrés dans le sillon des ondulations sont transportés par l’écoulement vers les ondulations adjacentes oùils
se recombinent avec des tourbillons générés durant le demi cycle suivant de l’écoulement. Deux états possibles sont observés pour des conditions
d’écoulement semblables, où les tourbillons migrent de 0.9 ou 1.5 fois la longueur d’onde avant recombinaison. Il est prouvé que cela peut être dû à
deux longueurs d’onde des ondulations possibles: l’une est approximativement le double de l’amplitude de l’écoulement, l’autre 1.4 fois. L’intensité de
la circulation 2-D des tourbillons discrets, définie comme l’intégrale de la vorticité sur le champ du tourbillon, a été estimée à partir des mesures PIV.
Les valeurs maximales de circulation sans dimension, tendent à croître avec le nombre de Reynolds de l’écoulement oscillant et à décroître quand le
paramètre de mobilité croît (un nombre sans dimension qui quantifie la capacité de transport de sédiment de l’écoulement oscillant). Ceci est interprété
comme un effet accru de la dissipation du tourbillon dû à la présence croissante de concentrations de sédiments entraînés avec le paramètre de mobilité.

Keywords: Oscillatory flow, sediment transport, fluorescent tracers, PIV, sand ripples.

1 Introduction

Vortex sand ripples are bedforms created by oscillatory flows
and are commonly generated beneath waves. The name “vor-
tex ripple” refers to the vortices that originate on the lee side of
the bedforms because of flow separation. As shown in Fig. 1,
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the ripples are uniformly spaced. The wavelength of the ripples
is closely related to the amplitude of the oscillatory flow. Vor-
tex ripples increase form drag, and flow separation and vortex
shedding around the ripples greatly enhances the entrainment of
sediment into suspension. This is particularly important consider-
ing that suspended sediment is a major component of near-shore
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Figure 1 Vortex ripples in an experimental U-tube.

sediment transport (Sleath, 1984). Because of their importance,
vortex ripples have been extensively studied (e.g., Fredsøe and
Deigaard, 1992; Nielsen, 1992; Blondeaux, 2001; Ardhuinet al.,
2002; Nimmo Smithet al., 2002). However, accurate prediction
of important ripple properties has been precluded by the complex-
ity of the flow field and sediment transport processes that surround
them. For example, despite many investigations of the equilib-
rium wavelength of vortex ripples, it is still poorly understood
(Andersen, 1999).

The study of vortex ripples includes the pioneering work
of Ayrton (1910), who first recognized that vortices that form
downstream of ripples play a significant role in vortex ripple
development and behavior. Bagnold (1946) later distinguished
between rolling grain ripples and vortex ripples, the latter of
which experience flow separation downstream of the ripple crest.
Since these investigations, many efforts have been made to
describe the characteristics of the flow field above vortex rip-
ples using analytical or numerical models. However, there are
no complete descriptions, mainly due to the complex nonlinear
interaction between the turbulent flow field around the bedforms
and the associated sediment transport. Longuet-Higgins (1981)
developed an irrotational model of vortex motion, assuming
that ripple boundaries were stationary, and that suspended sand
did not affect the flow. Despite these simplifications, Longuet-
Higgens was able to satisfactorily predict form drag induced on
the flow by the ripples, demonstrating that even an elementary
understanding of vortex behavior can improve prediction of vor-
tex ripple characteristics. The importance of ripple vortices has
led others to utilize discrete vortex modeling in their numerical
simulations as well (Hansenet al., 1994; Perrieret al., 1994).
Blondeaux (1990) and Vittori and Blondeaux (1990) used lin-
ear and nonlinear stability analysis to predict the development
of sand ripples beneath an oscillatory flow. Their analysis was
limited to low Reynolds numbers and a smooth bed (fine sed-
iment). Some success was achieved in predicting the onset of
rolling grain ripples and vortex ripples. Andersen (1999) used
a k–ω model coupled with a sediment transport model to sim-
ulate self-formed ripples and found that differences in the bed
shear stress on fixed and self-formed ripples are not as large
as might be expected, although the crest of a self-formed rip-
ple is continuously in motion. Andersen’s finding is significant
because it indicates that artificial ripples may adequately simu-
late self-formed ripples. Blondeaux (2001) provided a nice review
of vortex ripples. He found that most successful numerical and
theoretical analyses have been associated with low Reynolds
numbers. For higher Reynolds numbers, direct numerical simula-
tion of vortex ripple behavior is still not practical, but large eddy

simulation is promising because large-scale vortices play such a
prominent role in ripple development. Blondeaux also suggested
that further success in the development of models to predict mor-
phological patterns will occur when additional insights into the
mechanisms controlling sediment entrainment and transport are
obtained.

Experimental studies of sand ripples are also prevalent. Nakato
et al. (1977) used a hot-wire anemometer to measure longi-
tudinal and vertical velocities above a rippled sand bed. They
focused on sediment concentration and fluxes above the rip-
ples, and presentation of turbulent velocity data was secondary.
Nakatoet al. showed that suspended sediment concentrations
were higher above ripple crests than above ripple troughs. Du
Toit and Sleath (1981) used a laser Doppler anemometer (LDA)
to measure velocities in an oscillatory flow, taking measurements
above plane, self-formed rippled, and artificial rippled beds. They
showed that, unlike in the outer flow, the streamwise velocity near
the crest of the ripple is asymmetric. The peak velocity above the
crest occurs when the flow reverses and the vortex that forms on
the lee side of the ripple is carried over the crest. As the vortex
passes the crest, there is also a peak in the turbulence intensity.
Much of the sediment transport over the crest is associated with
passage of the vortex. In experiments with high sand concentra-
tions, velocity measurements were not possible. Voropayevet al.
(1999) measured velocities above a rippled bed with an acoustic
Doppler velocimeter (ADV), and obtained results in agreement
with those of Du Toit and Sleath (1981).

Sato (1987) and Horikawa and Ikeda (1990) both measured
velocities above fixed ripple beds with an LDA, although the
crests of the ripples used by Horikawa and Ikeda were sharper
than the crests of real vortex ripples. Sato (1987) compared his
measurements with results of ak–ε numerical model, and found
that the strength of the vortex that develops on the lee side of
the ripple greatly influences the production of turbulence and the
thickness of the boundary layer. Horikawa and Ikeda (1990) also
found that generation of turbulence levels in the flow are corre-
lated to the ripple vortices. They used their results to describe
the distribution of kinematic eddy viscosity and the persistence
of stationary velocity cells.

With particle image velocimetry (PIV) the entire two-
dimensional velocity field above a vortex ripple can be non-
intrusively measured at an instant in time. Earnshawet al. (1994)
and Earnshaw and Greated (1998) used PIV to measure veloci-
ties above ripples made of preformed Styrofoam. They used their
measurements to validate a discrete vortex model for predicting
vortex trajectories. The absence of suspended sediment prevented
interference of the sediment with PIV measurements. Ahmed and
Sato (2001) measured velocities above self-formed sand ripples
using PIV. They used the 200µm sand of the vortex ripples as the
tracer particles, allowing them to predict onshore volume flux of
sediment. Though the sediment fluxes provided by Ahmed and
Sato are useful, the relatively coarse, dense sand is not an ideal
flow tracer. Furthermore, because of bed reflection, Ahmed and
Sato had difficulty measuring velocities near the bed. Recently,
PIV was used to measure boundary layer turbulence in the ocean
(Nimmo Smithet al., 2002), indicating that it would also be
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possible to measure velocity fields above ripples in actual coastal
settings as long as bed reflections and the presence of suspended
sediment are not a problem.

Despite many experimental research efforts, detailed knowl-
edge about velocity fields and sediment transport above ripples
is elusive for two primary reasons. First, the presence of sus-
pended sediment makes it difficult to accurately measure velocity
because suspended particles can contaminate the measurement
device (e.g., hot film anemometers) or bias velocity measure-
ments (e.g., Doppler and image-based velocimetry). Second,
the bed is mobile, and placing instruments in the flow affects
velocities and sand movement near the bed, ultimately causing
measurements with such instruments to be suspect. Moreover,
the flow field around moving bedforms is essentially unsteady for
sensors attached to a fixed system of reference, thus precluding a
simple interpretation of the data. As pointed out, researchers have
partially overcome these obstacles by using a fixed bed with the
same shape as the ripples. However, measurements above a fixed
ripple and a self-formed ripple are not exactly the same since
the shape of a self-formed ripple changes slightly with phase,
and suspended sediment affects turbulence properties of the flow.
Furthermore, fixed ripples cannot self-adjust to compensate for
changes in the flow, resulting in error if the ripples and the flow
are not adequately matched.

To further the present knowledge about ripple vortices and sed-
iment transport above vortex ripples, an experimental study was
conducted in a U-tube at theVen Te Chow Hydrosystems Labora-
tory of the University of Illinois at Urbana-Champaign. Results
on measurements of the characteristics of the oscillatory flow
field above self-formed vortex ripples using PIV with fluorescent
tracers for the fluid phase are presented and discussed. The use
of fluorescent tracers allowed fluid velocities to be measured in
the presence of suspended sediment and adjacent to a moveable
bed, providing details about the flow field above self-formed vor-
tex ripples not previously reported. The measurements contribute
information about vortex interactions above self-formed vortex
ripples, and help clarify the nature of turbulence of the oscillatory
flow field in the presence of suspended sediment.

2 Relevant dimensionless parameters

Based on a dimensional analysis, two flow-related dimensionless
parameters were chosen to represent the behavior of vortex rip-
ples in an oscillatory flow: the wave Reynolds number and the
mobility number (Andersen, 1999). The wave Reynolds number
is defined as:

Re= A2ω

ν
(1)

where, for flow in a U-tube,A is the half stroke of the piston
driving the flow,ν is the kinematic viscosity of the water, andω

is the radian frequency of the wave, given by:

ω = 2π

T
(2)

whereT is the period of oscillation of the flow. The mobil-
ity number,ψ, is also useful for characterizing vortex ripples

(Nielsen, 1981) and is given as:

ψ = A2ω2

RgD50
(3)

whereR is the submerged specific gravity of the bed material
(1.65 for quartz sand),g is the gravitational acceleration, and
D50 is the mean grain size diameter of the bed. Unlike the wave
Reynolds number, the mobility number accounts for sediment
transport capacity of the oscillatory flow. Many geometric char-
acteristics of vortex ripples are also a function of the mobility
number. One other important parameter, a measure of the dimen-
sionless bed shear stress of the oscillatory flow, is the Shields
parameter (Nielsen, 1981),θ2.5, and is given by:

θ2.5 = 1

2
fwψ (4)

wherefw is defined by Jonsson (1966) as a wave friction factor.

3 Experimental method

Experiments were conducted in a U-tube (Fig. 2) that was 21-cm
wide, 23-cm tall, and 390-cm long. The piston–cam assembly
produced an oscillatory flow in the flume, and the piston stroke
could be set to 14.6, 18.7, or 22.8 cm by adjusting the linkage
between the cam and the piston. The lowest possible oscilla-
tion period in the flume was 1.7 s, and the periods investigated
in the experiments herein ranged from 1.7 to 2.5 s. Although
the flow was not perfectly sinusoidal (Sleath, 1987), the linkage
between the cam and the piston was long enough so that the sec-
ond harmonic of the oscillatory flow was always less than 1% of
the fundamental harmonic of the flow. On the side of the flume
opposite the piston (Fig. 2), there was a 150-cm long, 30-cm deep
bed composed of uniform quartz sand with a mean diameter of
580µm and a specific gravity of 2.65. Since the flow was not
perfectly sinusoidal, the ripples that formed on the bed during
experiments migrated very slowly toward the piston. As sand fell
into the sand trap (Fig. 2), it was pumped to the opposite side of
the sand bed. The maximum current induced in the flume by the
pump was estimated by averaging PIV velocity measurements
above the ripple crest. The measurements were averaged over
the depth and over all phases. The current in the flume was esti-
mated to be less than 3% of the wave amplitude velocity (1 cm/s)
for the experiments listed in Table 1.

Based on linear wave theory, flow in the U-tube is similar
to the oscillatory flow that occurs near the bed beneath shallow
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Figure 2 Experimental oscillatory flume (all dimensions in cm).
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Table 1 Experiment summary

Run Piston Piston Reynolds Mobility Shields Ripple Ripple Image
stroke (cm) period (s) number, Re number,ψ parameter,θ2.5 wavelength (cm) height (cm) separation (ms)

1 14.6 2.5 1.31× 104 4.16 0.056 9.2 1.5 7.0
2 14.6 2.0 1.64× 104 6.51 0.088 9.5 1.3 6.0
3 14.6 1.7 1.93× 104 9.00 0.122 10.5 1.8 6.0
4 18.7 2.5 2.15× 104 6.83 0.083 20.0 2.1 3.0
5a 18.7 2.0 2.69× 104 10.67 0.129 13.0 1.8 –
6 18.7 1.7 3.17× 104 14.77 0.179 13.5 2.3 2.0
7A 22.8 2.5 3.20× 104 10.15 0.113 17.0 2.4 2.0
7Ba 22.8 2.5 3.20× 104 10.15 0.113 21.0 2.4 –
8 22.8 2.0 4.00× 104 15.86 0.177 22.0 2.6 2.0
9 22.8 1.7 4.71× 104 21.96 0.244 14.0 2.3 2.0

aGeometric characteristics of the vortex ripples were gathered for all of the data sets shown in the table, but for Experiments 5 and 7B no PIV data are available.

progressive waves, but there are two differences (Fredsøe and
Deigaard, 1992; Nielsen, 1992). First, progressive waves pro-
duce elliptical flow motion in the water column above the bed,
but the U-tube only reproduces the streamwise component of
the elliptical motion. Second, in the U-tube the instantaneous
flow fields above two adjacent equilibrium ripples are exactly the
same, whereas beneath progressive waves the flow fields are dif-
ferent because the elevation of the water surface above the two
ripples is different. For progressive waves with wavelengths that
are large relative to the depth, the vertical component of the ellip-
tical motion is negligible near the bed, and therefore should not
affect the flow field in the vicinity of the vortex ripples (Jonsson
and Carlsen, 1976). Furthermore, as long as the wavelength of
the surface waves is significantly greater than the wavelength of
the vortex ripples, the difference between the instantaneous flow
fields above adjacent ripples will be insignificant. Consequently,
both differences between the two types of oscillatory flow are con-
sidered to have a secondary impact on the production of vortex
ripples (Nielsen, 1992).

At the beginning of each experiment, the U-tube was operated
for several hours until the ripples reached what was perceived to
be their fully developed, equilibrium amplitude state. To ensure
that the ripples had reached an equilibrium state, the U-tube was
allowed to operate for several more hours before measurements
were taken. Smith and Sleath (2005) estimated the number of
cycles required for vortex ripples to change from one equilib-
rium state to another for flow conditions similar to those given
in Table 1. For all of their experiments, fewer than 800 cycles
were required for transient ripples to make 80% of the adjust-
ment from initial height to equilibrium height. In comparison,
the data sets identified in Table 1 were collected after thousands
of cycles.

Particle image velocimetry was applied to measure the flow
field above vortex ripples in the U-tube. A 120 mJ double-pulsed
Nd:YAG laser was used to illuminate a thin cross-section of the
flow field as shown in Fig. 2. Image pairs were captured using
an 8-bit, 1000 by 1016 pixel digital camera. The camera had a
50-mm lens and was synchronized with the laser. The size of the
capture field was about 20-cm by 20-cm.

Fluorescent tracer particles (75µm) were used to optically dis-
criminate between water and sediment motion, because sand and
water velocities were not the same. Fluorescent tracers have been
used to separate phases in a number of multiphase flows (e.g.,
Hassanet al., 1993; Kiger and Pan, 2000; Deenet al., 2002), but
many of these studies have been of gas–liquid mixtures. Accord-
ing to Deenet al. (2002), it may be possible to apply the technique
in areas with sediment concentrations as high as 4% by volume.
The tracers used in this investigation were made of a Melamine
resin-based polymer and were manufactured by Dantec. The
fluorescent coating on the tracers, Rhodamine B, had a peak exci-
tation wavelength of 550 nm and a peak emission wavelength of
590 nm. A 532-nm Nd:YAG laser was used to excite the tracers,
and a 540-nm high-pass optical filter prevented the camera from
capturing anything except tracer emissions (Garcíaet al., 2002).
The filter also removed light reflected from the boundaries that
would otherwise have interfered with near-bed measurements.
Figure 3 shows a PIV image with and without optical filtering.

(b)

(a)

Figure 3 Comparison of (a) unfiltered and (b) optically filtered PIV
images.
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Without filtering, the sediment causes considerable interference,
demonstrating the advantage of using fluorescent particles.

The tracers were relatively large, but the specific gravity of the
tracers was only 1.5. In order to assess the frequency response of
the tracers, equations of particle motion presented by Mei (1996)
were numerically solved. In the simulation, a tracer particle was
subjected to a one-dimensional sinusoidal flow with a peak veloc-
ity of 40 cm/s—the highest velocity tested in the U-tube. Results
showed that the trajectory of a tracer particle was within 5% of
the trajectory of the flow for frequencies as high as 270 Hz. In
contrast, 580µm sand, subjected to the same criteria, could only
follow flow oscillations with frequencies as high as 2 Hz. Based
on these results, it was concluded that the response of the tracer
particles was acceptable.

Nine experiments were conducted in the U-tube, each with a
different combination of wave amplitude and period (Table 1).
Wave Reynolds numbers of the experiments ranged between
13,000 and 47,000, and mobility numbers ranged between 4
and 22. For each experiment, 3600 image pairs were collected—
300 pairs per phase for 12 equally spaced phases. The time that
elapsed between the two images of an image pair (separation
time) was adjusted for each experiment to optimize PIV data
quality. Within each experiment, a constant separation time was
used. Although increasing the separation time for phases with
low velocities would have improved accuracy, the presence of
large vortices caused some regions of the flow field to have high
velocities for all of the phases.

Since the sand ripples were not completely stationary, PIV
images were adjusted so that velocity vectors could be properly
phase-averaged. This was accomplished by analyzing the PIV
data using a moving Cartesian coordinate system with the origin
at the ripple crest. Pictures were only taken when a sand rip-
ple was near the center of the field of view of the camera. All
of the images in an experiment were then aligned as shown in
Fig. 4. Vertical rows of pixels along the edges of the images were
clipped so that the ripple crest was centered in the image for all
realizations (within a few pixels). The accuracy of the alignment
procedure was assessed for each experiment, by superimposing
tracer images from all of the realizations onto one composite
image. In the composite image, the area occupied by the rip-
ple was void of tracers, and the flow area had a high density of
tracers. Between the two areas was a narrow region where the
concentration of tracers was neither high nor zero; this region
was the consequence of inexact ripple alignment. The region was
approximately 10 pixels thick in the worst case, indicating an
alignment uncertainty of less than 2 mm.

Image 
Location

Bedform
at time 2

Bedform
at time 1

(a)

Image at
time 2

Image at 
time 1

(b)

Figure 4 Image correction procedure: (a) superposition of two images
before alignment and (b) after alignment.

Velocity fields were calculated using Insight 3.0 software by
TSI, Inc. The PIV algorithm consisted of an fast Fourier transform
(FFT)-based cross-correlation method applied to subwindows
(interrogation areas) that were 64× 64 pixels in size. Velocity
vectors significantly higher than the amplitude velocity or signif-
icantly different from the mean of the four neighboring vectors
were rejected. Care was taken to capture high quality images,
but approximately 5% of the vectors collected were erroneous—
primarily due to high sand concentrations. Of the erroneous
vectors, approximately half were replaced with the mean of
the four neighboring vectors; the remaining half could not be
interpolated and were excluded from calculations. No frame of
reference adjustments were made to the velocities since it was
not clear which reference frame was best (stationary or mov-
ing with the ripples). However, the ripples migrated very slowly
(<0.3 mm/s for all experiments), and differences between the
two possible reference frames were insignificant. Following the
filtering process, the vectors were phase-averaged. Moving aver-
ages of phase-averaged velocities were examined to determine
if 300 image pairs provided statistically representative ensemble
averages. Over 95% of the phase-averaged velocities examined
were within 5% of their final values when only half of the image
pairs were used to compute the averages. Of the few velocities
that did not converge as rapidly, most were in places where sand
concentrations were very high or a substantial portion of the inter-
rogation area was not in the flow region. In these locations, some
image pairs did not yield valid velocities, reducing the number of
vectors included in the corresponding phase average. However,
for most of the flow field and for all phases, 300 image pairs
were sufficient. Phase-averaged vorticity was calculated from the
velocity fields using a central difference scheme. Vorticity was
only determined in locations where all four neighboring velocity
vectors were valid. Finally, the velocity fields were also used to
calculate turbulence statistics.

4 Data quality considerations

There are two sources of error associated with instantaneous PIV
measurements: separation time error and particle displacement
error. The Nd:YAG laser has a combined pulse width and jit-
ter of less than 10 ns, and separation times are on the order of
milliseconds. Thus, as pointed out by Adrian (1986), separation
time error is insignificant. Displacement errors are influenced
by distortion of the object field, camera resolution, seed particle
concentration, and seed particle size. The previously specified
resolution and magnification of the camera result in pixel sizes
of about 0.2 mm by 0.2 mm, dimensions that are more than twice
the mean tracer diameter. Even so, it can be shown that mean-
sized tracers will straddle multiple pixels more than 60% of the
time. Light diffraction and variations in particle size and shape
also increase the effective size of particle images. Median particle
image sizes measured directly from the PIV images were typi-
cally 2–3 pixels—similar to optimal sizes prescribed by Prasad
et al. (1992) and Cowen and Monismith (1997). Interrogation
areas with a fixed size of 64× 64 pixels and 75% overlap were
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used, and the spatial resolution was between 2.2 and 3.3 mm,
depending on the experiment, tracer counts being between 30
and 50 particles per interrogation area. As described previously,
all of the realizations belonging to an experiment had the same
separation times (Table 1). A Gaussian bi-directional curve fit
was used to achieve sub-pixel accuracy, and accuracy may be
better than 0.1 pixels (see Willert and Gharib, 1991; Westerweel,
1993). A fixed distance-to-pixel ratio was used to calculate dis-
placements for each experiment. Because of slight changes in
camera location between experiments, this ratio was reassessed
for each experiment. Pictures of a 1 cm by 1 cm grid placed in
the object field revealed that the distance-to-pixel ratio was con-
stant over the entire image field. The distance-to-pixel ratio was
estimated to have a relative accuracy on the order of 1%. Based
on the assumptions given above, the measurement uncertainty of
instantaneous velocities is about 0.5 cm/s for the current set of
experiments.

In unsteady, non-uniform flows, some additional error is
introduced when quantities are ensemble-averaged because the
positions and phases at which individual realizations are gathered
are inexact. Phase uncertainty is a result of timing errors associ-
ated with the triggering mechanism. Using an oscilloscope, the
photodetector trigger signal was found to have a maximum phase
error of only 0.2% (0.75◦), caused primarily by cam vibration.
Position uncertainty is a result of the necessary realignment of
the images because of ripple migration. While realignment of
the images does not affect the accuracy of instantaneous veloci-
ties, it does result in error for the ensemble-averaged quantities.
Uncertainty of the location of interrogation areas is estimated
to be 5 pixels (∼1 mm). The effect of these uncertainties on
phase-averaged velocity and vorticity was determined by doing
a multi-sample uncertainty analysis.

The uncertainties of estimated phase-averaged velocities were
found by calculating the variances of the average velocities
(Moffat, 1988; Benedict and Guild, 1996). Using this method,
typical 95% confidence intervals of the velocity were±0.1 cm/s
over most of the velocity field. In a few locations, mostly close
to the bed, where interference reduced the number of valid real-
izations, the 95% confidence interval was occasionally as large
as±1 cm/s. In comparison, amplitude velocities of the current
set of experiments range from 18 to 42 cm/s.

Using the root-sum-square (RSS) technique described by
Kline and McClintock (1953), uncertainties of the phase-
averaged vorticity field were also determined. These uncertainties
were a function of the uncertainties of the phase-averaged veloc-
ity field and the spacing between interrogation areas (see Liu
et al., 2004). Typical 95% confidence intervals of the average vor-
ticity were±0.25 s−1, while maximum 95% confidence intervals
were on the order of±3 s−1. Based on these measurement uncer-
tainties, the relative uncertainties of calculated phase-averaged
vorticities were observed to be very high except in the vicin-
ity of strong vortices (i.e., within the vortices that form behind
the sand ripples and that are transported between the ripples by
the flow). Within these vortices, the relative uncertainty of the
phase-averaged vorticity was generally between 10 and 40%.

5 Ripple geometry

Vortex ripple geometry is a function of the oscillation ampli-
tude. For a given wave and sediment size, ripples generally form
at a specific wavelength, although secondary ripple wavelength
modes are sometimes present. As long as the amount of sedi-
ment suspended from the tops of the ripples remains low, the
wavelength at which the ripples form is directly related to the
amplitude of the oscillatory flow (Sleath, 1984). The wavelength
of the vortex ripples is less than twice the amplitude of the flow
and is a fixed fraction of the amplitude for a significant range of
flows (Nielsen, 1981, 1992).

Table 1 shows flow and geometric characteristics of the fully
developed, equilibrium amplitude vortex ripples, including rip-
ple wavelength and height, mobility number, Reynolds number,
and Shields parameter. Ripple wavelength and height were mea-
sured in the experimental section of the flume using a ruler. For
each test, wavelength and height were measured for three ripples;
Table 1 shows the averaged results. The estimated measurement
uncertainty of the ripple wavelength and height is 2 mm. This
corresponds to maximum relative uncertainties of 2 and 15% for
the ripple wavelength and height, respectively. The ripple height,
η, scales well with the flow amplitude as shown in Fig. 5(a). The
ratioη/A remains approximately constant with a value of about
0.2, independent of the experimental conditions. The ratio of rip-
ple height to ripple wavelength,λ, is plotted against the Shields
parameter in Fig. 5(b), and is in agreement with the equation pre-
sented by Nielsen (1981). The ratio ranges from 0.1 to 0.2 and is
approximately independent of the Shields parameter. When the
mobility number is less than 20, the dimensionless ripple wave-
lengthλ/A is expected to be about 1.33 (Nielsen, 1981), and all
of the experiments have mobility numbers less than 20, except
Experiment 9 for which the mobility number is slightly greater
than 20. The dimensionless ripple wavelengths are close to the
expected value of 1.33 for most of the experiments (Fig. 5c).
In Fig. 5(d), the dimensionless ripple wavelengths are plotted
alongside a curve fit of historical data given by Nielsen (1981).
The scatter of the present data about the curve fit is consistent
with the scatter of historical data. A closer inspection, however,
reveals that there are three experiments (4, 7b and 8, see Table 1)
for which the ratioλ/A is higher than in the other experiments
and closer to about 2.0. This appears to be related to the behavior
of the vorticity of the flow and is analyzed in more detail in the
next section.

The PIV images were used to assess how much ripple shape
changed with phase. For each phase, tracers from all of the
aligned images were superimposed onto one image, revealing
the phase-dependent outline of the sand ripple. For Experiment 9,
the flow with the highest Reynolds number, variation of the rip-
ple height was not measurable for any of the phase-dependent
ripple outlines. The crest of the ripple did lean slightly in the
direction of the mean velocity, but the phase-averaged horizontal
displacement of the crest from the center of the ripple was less
than 0.5 cm over all phases. Crest motion was even less for exper-
iments with smaller Reynolds numbers. These results confirm
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Andersen’s (1999) similar conclusion obtained from numerical
simulations.

6 Vortex dynamics

Vortex motion strongly influences geometric characteristics of the
vortex ripples. Not only is the circulation strength of the vortex
that develops on the lee side of the ripple responsible for the shape
and size of the ripple, but also subsequent advective transport of
the associated vorticity and energy content is strongly related to
the spacing of the ripples. The individual vortices that form on the
ripples vary from oscillation to oscillation, having slightly dif-
ferent strengths and trajectories. Phase-averaged values of these
properties are presented in this section. In this paper, each time
a vortex is mentioned, we are alluding to the phase-averaged
vortex.

Phase-averaged PIV velocity fields were calculated for
12 phases of each of the experiments in Table 1. All velocities
were made dimensionless by scaling them with the amplitude
velocity,ωA. There were some interrogation areas immediately
above the bed for which velocities could not be calculated. The

missing data occurred in locations where very high concentra-
tions of sediment periodically blocked the view of the camera,
primarily in a small region on the lee side of the crest when the
flow reached its peak velocity. There was also loss of velocity
data when most of an interrogation area was occupied by the
bed, reducing the effective size of the interrogation area, and
resulting in poor correlation.

Examples of the dimensionless vorticity fields associated with
the measured velocities are shown in Figs 6 and 7 (for Experi-
ments 7 and 9, respectively).Vorticities were made dimensionless
by scaling them withω. Experiments 7 and 9 have the same flow
amplitude, but Experiment 7 has a longer period than Experi-
ment 9. There are two primary vortex structures in each case,
one with positive rotation (counterclockwise in Figs 6 and 7) and
one with negative rotation (clockwise in Figs 6 and 7). Vortex
evolution is depicted in these figures. Note that as a vortex leaves
one side of the image, its counterpart from an upstream ripple
appears on the opposite side of the image. Since the wavelength
of the sand ripples is known, the counterpart can be used to track
the trajectory and strength of the vortex even after the original
vortex leaves the imaging area. Negative vortices are tracked in
Figs 6 and 7 by numbering the sequential positions of the vortices.
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Figure 6 Contour plots of dimensionless vorticity as a function of phase for Experiment 7. Scale and sign convention is given in the upper right hand
corner. Mean flow direction is shown for each phase.

The negative vortex originates near the bed on the left side of the
ripple. This vortex is created as the strong, positive vortex that
developed in the separation zone during the previous half-period
is ejected from the bed (e.g., Fig. 7b, phaseπ/6). As shown by the
attached negative vortex in Figs 6(f) and 7(f), the ejection of vor-
tices can begin prior to flow reversal. Villard and Osborne (2002)
attributed this behavior to a phase lead of the flow near the bed.

Consequently, inception of a new vortex may also occur prior to
flow reversal. After this, the vortex crosses the ripple crest to the
downstream side of the ripple where, due to flow separation, it
increases in strength and size, particularly as the flow deceler-
ates towards phaseπ (e.g., Fig. 7c–g, phasesπ/3 toπ). Then the
vortex is ejected and dissipates after the flow reverses directions,
passing over and moving away from the ripple on which it was
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Figure 7 Contour plots of dimensionless vorticity as a function of phase for Experiment 9. Scale and sign convention is given in the upper right hand
corner. Mean flow direction is shown for each phase.

formed (e.g., Fig. 7a, b, e–l phases, 7π/6 to 13π/6). As suggested
by Villard and Osborne (2002), when the vortex gets close to the
neighboring ripple, it interacts with the local positive vortex and
the newly formed negative vortex (e.g., Fig. 7a, l, phases 11π/6
and 2π). It is hypothesized that this interaction determines the
ripple wavelength. For example, if adjacent ripples are separated
by less than one equilibrium wavelength, an imbalance in the

transfer of vorticity between the ripples leads to asymmetry of
the sediment transport on the sides of the ripples, an imbalance
that causes the ripples to spread apart. This mechanism is dis-
cussed in more detail below. The fact that the separation vortex
is created on the upstream side of the bedform is in contradiction
with some previous investigations, which identify its location
of origin in the lee zone (e.g., Earnshaw and Greated, 1998).
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Although subtle differences exist, the observed vortex behavior
was similar for all experimental conditions.

Earnshaw and Greated (1998) presented experimental infor-
mation about vortex dynamics above artificial vortex ripples for
four oscillatory flows. Their vortex ripples had a fixed wavelength
of 22 cm for all four tests. Similar information is presented herein,
but in contrast to the work of Earnshaw and Greated, the results
presented are for self-formed ripples with wavelengths ranging
from 9 to 22 cm. Following the method described by Earnshaw
and Greated, vortex strength was defined using the circulation of
all of the cells that were identified as part of the vortex:

	 =
∑

i

ωviAi (5)

where	 is the vortex circulation,ωvi is the vorticity in an area
belonging to the defined vortex region, andAi is the area associ-
ated withωvi. The productωviAi is summed over the entire extent
of the vortex. Circulation was made dimensionless by scaling it
with A2ω.

Thex component of the center of the vortex,xc, was found
using the equation:

xc =
∑

i ωviAixi∑
i ωviAi

=
∑

i ωvixi∑
i ωvi

(6)

wherexi is thex location of each interrogation area within the
extent of the vortex. In Eq. (6) the center of the vortex is weighted
toward the location of maximum vorticity. A similar equation is
used to find they component of the vortex center. The location
of the vortex center is given relative to the crest of the ripple on
which the vortex formed (i.e., the origin is at the crest of the ripple
on which the vortex formed). While the relative uncertainties of
the vorticities calculated within each vortex are fairly high, they
do not greatly affect determination of the centroid of the vortex
because variation of vorticity within each vortex is strong. It is
estimated that the location of each vortex has an uncertainty of
less than 1 cm.
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Figure 8 Vortex trajectories for (a) Experiment 7 and (b) Experiment 9. (a) Also shows where the vortex originates, gains peak strength, weakens,
and recombines with the new vortex on an adjacent ripple. For each experiment the sign of thex component of the negative vortex has been changed
to facilitate comparison with the corresponding positive vortex.

The extent of the vortex was defined as the region that included
all of the contiguous interrogation areas that had a vorticity of
at least 10% of the maximum vorticity within the vortex (see
Earnshaw and Greated, 1998). In the present case, the 10%
boundary worked adequately when the vortex first formed, but
as the vortex weakened, the extent of the vortex was not as well
defined, and the method sometimes identified the wrong cen-
troid. Consequently, 50% of the maximum vorticity was used to
define the extent of the vortex region for determining the vortex
centroid. In regions where the 10% boundary was well defined
it was found that there was very little difference between the
centroids calculated using the 10 and 50% criteria. The circula-
tion was always found based on the 10% criteria so that it would
not be underestimated, but some data points were rejected when
the method returned the wrong vortex (this was easily discerned
using images like those shown in Figs 6 and 7). The dimension-
less circulation based on the 10% criteria is subsequently referred
to as	90. Additional points were discarded if the vortex was cut
off by the edge of the image, and as noted by Earnshaw and
Greated, near-bed measurements of circulation were not partic-
ularly accurate because the PIV interrogation areas have a finite
size and cannot be made to fit the bed profile exactly. Thus, cir-
culation measurements are more accurate for a free vortex than
for one that is attached to a sand ripple. The RSS method showed
that the relative uncertainty of the circulation was most strongly
affected by the uncertainties of the largest calculated vorticities
within the defined vortex region. These vorticities also had the
lowest relative uncertainties. Based on the analysis it was esti-
mated that relative uncertainties of circulations are typically less
than 10%, though this estimate is less rigorous than the uncer-
tainties cited for phase-averaged velocity and vorticity because of
the difficulties associated with identifying the exact boundaries
of the vortex.

Trajectories of the vortices were found for all of the experi-
ments, and a representative subset of the trajectories is shown in
Fig. 8; the trajectories shown are those of Experiments 7 and 9
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(the mirror image of the trajectory of the negative vortex is used
so that trajectories of the positive and negative vortices can easily
be compared). Vortices in Experiment 7 travel about 0.9 ripple
wavelengths from the ripples on which they formed, but in Exper-
iment 9 the vortices travel about 1.5 ripple wavelengths. This sig-
nificant difference in vortex behavior for Experiments 7 and 9 also
appears in Figs 6 and 7. In both cases, a free vortex that formed
on an adjacent ripple during the previous cycle can be observed
interacting with a newly formed vortex of the same sign (e.g.,
Figs 6b and 7c). However, in Experiment 9, the free vortex trav-
els around an attached vortex of opposite sign before interacting
with the newly formed vortex. These observations mark a clear
difference with respect to those made in the artificial ripple exper-
iments by Earnshaw and Greated (1998). In those experiments
vortices had excursions of two or more wavelengths. It is unlikely
that for equilibrium bedform conditions the vortices could travel
two ripple wavelengths since the vortices are advected by the
mean flow which has an excursion of 2A, comparable or only
slightly larger than one ripple wavelength (Fig. 5c).

The ratio between the extent of the vortex excursion,xT, and
the ripple wavelength is plotted in Fig. 9 for different experimen-
tal conditions. It is clear that this ratio has approximate values
of either 0.8 or 1.5, independent of the experimental conditions.
On the other hand,xT seems to scale well with the piston stroke
(2A), such that the ratioxT/(2A) is about 0.9, independent of the
experimental conditions (Fig. 10). Thus, the vortices are advected
by the mean oscillatory flow and simply follow, in their horizon-
tal excursions, the trajectory of the piston. The ripples seem to
adjust their wavelength to the vortex excursions, but two possi-
ble states are defined for the same flow condition, as indicated
previously: either a long wavelength, comparable toxT and the
piston stroke, or a short wavelength of about 70% of the piston
stroke (Fig. 5c, where Experiments 7a and 7b are a good example
of this dual behavior). In the former case, vortex recombination
occurs between ripples, thus pushing the ripples apart, while in
the latter case it occurs on the opposite side of the neighboring
ripple (with respect to the ripple on which the vortex was first cre-
ated), thus pushing the ripples together (Fig. 8). For both possible
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Figure 10 Horizontal extension of the vortex excursion made dimen-
sionless with flow stroke as a function of the mobility number. The
dashed line represents the average dimensionless value of the vortex
excursion.

wavelengths the ripple height remains invariant (Fig. 5a). These
two possible states for ripples generated under similar experimen-
tal conditions seem to be indicative of a hysteresis phenomenon,
possibly generated by the manner in which the present experi-
ments were conducted. In general, the bed was not started flat
in every experiment. In most cases, the ripples were allowed to
evolve from one finite amplitude state to another, as they would in
nature, simply establishing a new set of experimental conditions
and letting the bed adjust to these new conditions. The wavelength
selected may have been dictated by the previous bed deformation,
depending on the ability of the advected vortices to recombine
on one side or the other of the evolving ripples. Care was taken
to make sure the ripples reached an equilibrium state, but it later
became apparent that initial conditions were also important. In
retrospect, starting each experiment with a flat bed would have
been better experimental procedure, but most natural ripples do
not begin this way, and starting with a flat bed may have elimi-
nated the evidence of hysteresis. If correct, this theory would help
to explain some of the scatter associated with previously reported
ripple geometries (Nielsen, 1981, 1992). Evidence for hysteresis
of vortex ripples systems has also been reported by Traykovski
et al. (1999), but, undoubtedly, this phenomenon needs to be
studied in more detail.

	90 was measured as a function of phase for each vortex. With
few exceptions, the circulations measured for the positive and
negative vortices at corresponding phases had similar magni-
tudes. The dimensionless circulations of the two vortices were
averaged (after phase-shifting the positive vortex). Figure 11
shows the average dimensionless vortex circulation, normalized
using its maximum value,	90p, versus phase for each experiment.
Although the peak velocity of the flow occurs atπ/2 radians,
the peak circulation usually occurs just prior to flow reversal
(π radians). Thus, the vortices continue to gain strength even after
the flow begins to decelerate; furthermore, the rate of strength
gain is higher during this stage. As discussed previously, at the
end of the oscillation period the circulation of the vortex is not
entirely dissipated, but the amount of residual circulation left for
the final stage prior to recombination is about 10% of the peak
value (Fig. 11).
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The dimensionless peak circulation,	90p, tends to increase
as the Reynolds number of the oscillatory flow increases and to
decrease as the mobility parameter increases (Fig. 12). Similar
behavior was observed for the turbulent kinetic energy of the
flow. The reason why peak circulation decreases as the mobility
parameter increases could not be determined from the present
data set, but possible explanations include: (1) changes in ripple
geometry reduce form drag, decreasing production of vorticity
and turbulent kinetic energy, or (2) enhanced sediment concen-
trations associated with higher mobility numbers dissipate more
energy.

Figure 13 shows ripple height and wavelength as a function of
the vortex circulation at phases of 5π/6 andπ, and underscores
the importance of vortex strength. Both the height and the wave-
length clearly increase with vortex strength. While a vortex is
attached to a ripple, it pushes sand (as bed load) up the side of
the ripple toward the crest. Vortices that form on alternate sides
of the ripple are responsible for development of the ripple, and if
the vortices have greater circulation, they are capable of pushing
the sand higher and they produce larger ripples. This suggests a
different scaling for the circulation. In fact, if the local scaleληω

is used to scale the peak circulation instead ofA2ω, it is found
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vortex circulation for phases of 5π/6 andπ.

that most dimensionless peak circulations calculated using the
present experimental results have a magnitude close to 1 and in
the range from 0.8 to 1.2.

7 Conclusions

Use of fluorescent tracer particles made it possible to measure
flow velocities above self-formed vortex ripples in the presence
of suspended sediment. These measurements provided informa-
tion on ripple geometry and flow structure. Ripple height scales
well with the flow amplitude so the ratioη/A remains approx-
imately constant, with a value of about 0.2, independent of the
experimental conditions. The ratio of ripple height to wavelength
is also approximately constant, with values of about 0.1–0.2. The
dimensionless ripple wavelengthλ/A is close to 1.36 for most
of the experiments, but this ratio can be higher in certain exper-
iments and closer to about 2.0, which appears to be the result
of a hysteresis phenomenon associated with the transport of vor-
ticity in the system. Vortices that develop in the lee side of the
ripples and are advected by the oscillatory flow play a major role
in the mechanisms leading to finite amplitude bedforms. Cou-
pling between flow and sediment transport processes determines
the circulation strength of these vortices as well as the shape and
size of the ripples. Subsequent advective transport of flow vor-
ticity and energy determines the spacing of the ripples. Vortices
generated on one ripple (ripple A) during a particular oscillation
recombine with newly formed vortices in the neighboring ripple
(ripple B) at the beginning of the next oscillation. Two possible
states for similar flow conditions were observed, indicating a hys-
teresis: vortex recombination occurs either in the space between
ripples A and B or on the far side of ripple B. In the former case
the ripple wavelength tends to be higher than in the latter. For
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a given experimental condition, the initial bed relief may influ-
ence the selection of one state or the other, but this has not been
proven. The peak circulation of the vortices usually occurs just
prior to flow reversal, implying that the vortices continue to gain
strength even after the flow begins to decelerate. The dimension-
less peak circulation,	90p, tends to increase as the Reynolds
number of the oscillatory flow increases and to decrease as the
mobility parameter increases.
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Notation

A = Wave amplitude
D50 = Mean grain size diameter of bed sediment
fw = Wave friction factor
g = Gravitational acceleration
R = Submerged specific gravity

Re= Wave Reynolds number
T = Period of wave oscillation
x = Streamwise distance from the ripple crest

xc = Streamwise location of the vortex center
xT = Streamwise extent of vortex excursion
y = Vertical location

yc = Vertical location of the vortex center
	 = Vortex circulation

	90 = Finite representation of vortex circulation
	90p = Peak value of vortex circulation

η = Ripple height
λ = Ripple wavelength
ν = Kinematic viscosity

θ2.5 = Shields parameter
ψ = Wave mobility number
ω = Radian wave frequency

ων = Vorticity
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