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Abstract

We present results from validation and tuning of 1-D ocean mixed layer models using data from Argo floats and data
from Ocean Weather Station Papa (145�W, 50�N). Model tests at Ocean Weather Station Papa showed that a bulk model
could perform well provided it was tuned correctly. The Large et al. [Large, W.G., McWilliams, J.C., Doney, S.C., 1994.
Oceanic vertical mixing: a review and a model with a nonlocal boundary layer parameterisation. Rev. Geophys. 32 (Nov-
ermber), 363–403] K-profile parameterisation (KPP) model also gave a good representation of mixed layer depth provided
the vertical resolution was sufficiently high. Model tests using data from a single Argo float indicated a tendency for the
KPP model to deepen insufficiently over an annual cycle, whereas the tuned bulk model and general ocean turbulence
model (GOTM) gave a better representation of mixed layer depth. The bulk model was then tuned using data from a sam-
ple of Argo floats and a set of optimum parameters was found; these optimum parameters were consistent with the tuning
at OWS Papa.
Crown Copyright � 2007 Published by Elsevier Ltd. All rights reserved.
1. Introduction

The representation of the upper ocean boundary layer is an important component of ocean forecasting and
climate models. Upper ocean boundary layer parameterisations must reproduce observed behaviour and care-
ful setting of the tunable parameters is an important part of achieving this aim. Tuning and validation studies
are often performed using 1-D models, which are computationally cheap to run but neglect advection. The
meteorological and oceanographic observations taken at Ocean Weather Station Papa (OWS Papa) have been
used to test model performance over an annual cycle in many previous studies (e.g. Martin, 1985; Gaspar
et al., 1990; Large et al., 1994; Kantha and Clayson, 1994) as the effects of advection are thought to be small
at this location.

More recently data from the Argo project have become available. Argo floats are autonomous profiling
floats which measure temperature and salinity profiles with a typical period of ten days and have a working
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life of several years. These data allow validation of mixed layer models over an annual cycle with unprece-
dented spatial coverage.

This paper presents results from model validation and tuning using both the OWS Papa data and newer
Argo data. Section 2 describes the three models used in this study and the solar radiation parameterisation
common to all the models. Comparisons of the models to OWS Papa data and Argo data are presented in
Section 3. Section 4 presents results from tuning the Kraus–Turner model, using OWS Papa data and data
from a sample of Argo floats. The performance and sensitivities of the tuned model are investigated in Section
5. Conclusions are presented in Section 6.
2. Model descriptions

Three different upper ocean boundary layer models will be used in the subsequent studies. The first is based
on the bulk model of Kraus and Turner (1967), the second is the two equation k-epsilon turbulence closure
model from GOTM and the third is the K-profile parameterisation (KPP) model of Large et al. (1994). All
three models assume horizontal homogeneity hence the effects of advection are not considered. The models
are forced with prescribed fluxes and there is no relaxation to or assimilation of observed temperature and
salinity profiles unless otherwise stated. Descriptions of the three model implementations and the solar radi-
ation parameterisation, common to all three models, are presented below.

2.1. Kraus–Turner model

The Kraus–Turner model uses an integrated form of the turbulent kinetic energy (TKE) equation to bal-
ance the generation of turbulence by wind mixing and convection with the work done in overturning stable
stratification. In reality current shear also produces TKE but the Kraus–Turner model used here does not
explicitly include a shear production term, unlike some bulk models.

From dimensional arguments the wind mixing energy W can be represented by
W ¼ kqwu3
� ð1Þ
where qw is the density of sea water, u
*

is the friction velocity and k is a non-dimensional, tunable parameter of
order unity. The wind mixing energy is the rate at which the wind inputs turbulent kinetic energy into the
ocean and has units of W m�2. If the water column is unstable potential energy is released by convective over-
turning and a fraction of 0.15 of the potential energy is converted to TKE. The TKE is assumed to decay expo-
nentially with depth with an e-folding length d. The partial mixing scheme of Thomson (1976) is used to
balance wind mixing against work done in cases where an entire model level cannot be entrained into the
mixed layer.

In contrast, momentum is not observed to be well mixed throughout the layer of uniform density near the
surface so applying the Kraus–Turner model to momentum would not give realistic vertical profiles. Instead
momentum is mixed using a simplified version of the KPP scheme which assumes neutral stability in the mixed
layer (Gordon et al., 2000). A damping term is included in the velocity calculation, to prevent artificial velocity
build up (Mellor, 2001) with a damping coefficient of (4 days)�1 (Pollard and Millard, 1970).

The overall scheme for the vertical mixing of momentum and tracers is very similar to that used in the
HadCM3 climate model (Gordon et al., 2000), but includes modifications used in the later HadGEM1 climate
model (Johns et al., 2006).

2.2. GOTM configuration

The General Ocean Turbulence Model (GOTM) is an open source, one-dimensional water column model
for computing the solutions to the 1-D versions of the transport equations of momentum, heat and salt. It
incorporates a number of different parameterisations for vertical turbulent mixing; for this study, we have cho-
sen to use a two-equation k-epsilon turbulence closure scheme (Rodi, 1987), with dynamic dissipation rate
equations for the length-scales.
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Two-equation turbulence models use one transport equation for turbulent kinetic energy and another for a
length scale-related quantity. These have proven to be a good compromise between complexity and simplifi-
cation (Mellor and Yamada, 1974; Rodi, 1987; Canuto et al., 2001; Stips et al., 2002).

The equations for turbulent kinetic energy k and its rate of dissipation � are required for calculating the
vertical eddy viscosity and diffusivity. The equations for k and � result from carrying out Reynolds decompo-
sition, on the Navier–Stokes equations, into a mean flow and a fluctuating component. Since these equations
are no longer closed, closure assumptions are required.

As described by Burchard et al. (1999) the transport equation for k can be written as;
Table
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where vt is the turbulent friction coefficient, u and v are the components of velocity and N is the Brunt–Vaisala
frequency.

For horizontally homogeneous flows, the sum of the viscous and turbulent transport terms D can be
expressed by a simple gradient formulation
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� �
ð5Þ
where r� is the constant Schmidt number for �. The rate of dissipation � is balanced according to
o�

ot
¼ D� þ

�

k
c�1P þ c�3Gþ c�2�ð Þ ð6Þ
The dissipation rate can either be obtained directly from its parameterized transport equation or from any
other model yielding an appropriate dissipative length scale, l. Then � becomes
� ¼ ðc0
lÞ

3 k3=2

l
ð7Þ
This turbulence closure model is fitted to the logarithmic law of the wall. However, this law is not valid
directly below the surface when wave breaking is present. The wave-enhanced layer is represented within
GOTM by the wave breaking parameterisation suggested by Burchard (2001), using the empirical constant
cw = 100 suggested by Craig and Banner (1994). We use the stability method as laid out by Kantha and
Clayson (1994), and internal waves are incorporated within the model following Large et al. (1994).

The empirical constants used in the turbulence model are summarized in Table 1; we use the default GOTM
v3.2 empirical coefficients for the k–� model. The turbulent Schmidt number for k, rk, is a rough estimate
(Rodi, 1987), the turbulent Schmidt number for the dissipation rate, r�, results from the law of the wall;
c�1 and c�2 result from laboratory experiments with homogeneous shear flow and grid turbulence, respectively.
For stable stratification (N > 0) c�3 results from fitting the steady state Richardson number to idealized exper-
iments (see Burchard and Baumert 1995; Burchard and Bolding 2001), for unstable stratification (N < 0) c�3
1
constants for the k–� turbulence closure model according to Rodi (1987)

rk r� c�1 c�2 c�3, N2 > 0 c�3, N2 < 0

1.0 1.3 1.44 1.92 0.0 1.0



56 D.M. Acreman, C.D. Jeffery / Ocean Modelling 19 (2007) 53–69
needs to be positive to retain a source of dissipation for free convection. The model time-step was set to 5 s
with a uniform vertical model resolution of 10, 5, 2 or 0.5 m as specified.

2.3. The K-profile parameterisation scheme

The KPP scheme of Large et al. (1994) represents the turbulent mixing of a property X using a diffusion
equation which includes non-local transport effects
oX
ot
¼ o

oz
KðzÞ oX

oz
� c

� �
ð8Þ
where K(z) is a depth dependent diffusion coefficient and c is a counter-gradient term which accounts for non-
local effects. In the KPP scheme the diffusion coefficient in the boundary layer is parameterised by
KðzÞ ¼ hwðrÞGðrÞ ð9Þ
where h is the depth of the boundary layer, r = d/h (where d is the positive depth), w(r) is the turbulent
velocity scale and G(r) is a shape function.

The shape function is assumed to be a polynomial of the form
GðrÞ ¼ a0 þ a1rþ a2r
2 þ a3r

3 ð10Þ
where a0, a1, a2, a3 are determined by applying the boundary conditions that K = 0 at r = 0 (i.e. no turbulent
flux at the surface) and that K(z) and the vertical gradient of K(z) match the background values at the base of
the boundary layer. In this study the background mixing is determined using the method of Gordon et al.
(2000).

The turbulent velocity scale w(r) is given by
wðrÞ ¼ ju�
/ðd=LÞ ð11Þ
where j is the Von–Karman parameter, u
*

is the friction velocity and /(d/L) is a depth dependent, empirically
determined stability function which is a function of depth d and the Obukhov length L. The function /(d/L) is
equal to unity under neutral forcing, hence w(r) = ju

*
. The effect of /(d/L) is to increase w(r) if the forcing is

unstable and decrease w(r) if the forcing is stable. For more details of the stability functions see Large et al. (1994).
The boundary layer depth is the depth where the bulk Richardson number exceeds the threshold Ric = 0.3.

The bulk Richardson number Rib is given by
Rib ¼
ðBr � BðdÞÞd

jVr � VðdÞj2 þ V 2
t ðdÞ

ð12Þ
where Br is the buoyancy in the surface layer (averaged over 0.1h), B(d) is the buoyancy at depth d, V(d) is the
vector difference of the velocity at depth d and the average velocity in the surface layer, and Vt is a term which
accounts for shear due to turbulent velocity. The Vt term is given by
V tðdÞ ¼
1:33

Ric
NðdÞwd ð13Þ
where N(d) is the buoyancy frequency at depth d. The factor of 1.33 has been determined using the best fit
parameters of Large et al. (1994). Some additional constraints are applied to the boundary layer depth. If
the forcing is stable the boundary layer depth must be less than the Obukhov depth; the boundary layer depth
is not allowed to exceed 80 m; and the boundary layer depth must not exceed the Ekman depth hE where
hE ¼
0:7u�

f
ð14Þ
and f is the Coriolis parameter.
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The counter-gradient term is non-zero only for tracers and only in the case of unstable forcing. The term is
given by
c ¼ 7:5wx0

wðrÞh ð15Þ
where wx0 is the flux of quantity X at the surface, w(r) is the turbulent velocity scale and h is the boundary
layer depth.

2.4. Solar radiation

The absorption of solar radiation is treated identically in all models, using the double exponential represen-
tation of Paulson and Simpson (1977). The flux at depth z is given by
SðzÞ ¼ Sð0ÞfR expðz=g1Þ þ ð1� RÞ expðz=g2Þg ð16Þ
where S(z) is the flux at depth z and z is measured negative downwards from zero at the ocean surface. The mod-
el partitions the solar flux into two components in the ratio R:(1 � R). The first component decays exponentially
with depth with a length scale g1 and the second component decays exponentially with depth with a length scale
g2. The parameters g1, g2 and R depend on the optical clarity of the water. Paulson and Simpson (1977) give
values of g1, g2 and R for different Jerlov water types (Jerlov, 1976). The following experiments use either Jerlov
water type IB (g1 = 1 m, g2 = 17 m and R = 0.67) or Jerlov water type II (g1 = 1.5 m, g2 = 14 m and R = 0.77).
Unless otherwise stated the water type is assumed to be Jerlov IB (the same water type used in the UK Met
Office ocean models) which is broadly representative of open ocean areas (Simonot and Le Treut, 1986).

3. Model comparisons

3.1. Model comparisons at OWS Papa

The Kraus–Turner model, KPP model and GOTM were run for 1 year starting on 1 March 1961, the same
period used by Large et al. (1994). Model temperature and salinity profiles were initialised from observations
and forcing was calculated from observed meteorological variables using bulk formulae. Wind stress, sensible
heat flux and latent heat flux were calculated using version 3.0 of the COARE algorithm (Fairall et al., 2003).
The down-welling longwave radiation was calculated using the formula of Josey et al. (2003) and the short-
wave flux was calculated using the okta model of Dobson and Smith (1988) with albedo from Payne
(1972). A freshwater flux was calculated using evaporation from the bulk formulae and precipitation taken
from the SOC climatology (Josey et al., 1998) interpolated to the model time. The daily averages of the forcing
fluxes are plotted in Fig. 1.

The net heat input from the fluxes described above is 42 W m�2 for the 1 year period starting on 1 March
1961. This is not a closed cycle but previous studies have also found a net annual heat input at OWS Papa; a
summary of heat fluxes at OWS Papa is given in Table 1 of Large (1996). A climatological average of
25 ± 15 W m�2 was found by Large (1996) for the period 1960–1981 and an average of 32 ± 19 W m�2 was
found by Smith and Dobson (1984) for the period 1959–1975. The value of 42 W m�2 found here is close
to the upper error bound of these climatological averages but referring to Fig. 1b of Large (1996) shows that
the period under consideration here was a time of higher than average net heat input. Comparing the net heat
input of 42 W m�2 found here with time series in Fig. 1b of Large (1996) shows good agreement.

Model vertical resolutions of 10 m, 5 m, 2 m and 0.5 m were used with sufficient vertical levels to give a total
depth of 200 m. Plots of sea surface temperature (SST) and mixed layer depth for the four different resolutions
used are shown in Figs. 2 and 3, respectively. Thin solid lines are from the Kraus–Turner model, dashed lines
are from GOTM, dotted lines are from the KPP model and thick solid lines are from observations. The
Kraus–Turner model uses parameter settings of k = 0.7, d = 100 m which are the values currently used in
the UK Met Office FOAM system (Bell et al., 2004) and the HadCM3 climate model (Gordon et al.,
2000). The SST observations have been smoothed using a top-hat filter of width two days to average over tidal
and inertial periods (similar to the treatment in Large et al. (1994) Section 5). The mixed layer depth is defined
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Fig. 1. Daily average forcing fluxes used in the OWS Papa experiment: (a) solar heat flux, (b) non-solar heat flux, (c) precipitation–
evaporation and (d) wind stress.
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Fig. 2. One year evolution of sea surface temperature at OWS Papa for model runs with 10 m, 5 m, 2 m and 0.5 m resolution. Thin solid
lines are from the Kraus–Turner model, dashed lines are from GOTM, dotted lines are from the KPP model and thick solid lines are from
observations: (a) SST, 10 m resolution; (b) SST, 5 m resolution; (c) SST, 2 m resolution and (d) SST, 0.5 m resolution.
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Fig. 3. One year evolution of mixed layer depth at OWS Papa for model runs with 10 m, 5 m, 2 m and 0.5 m resolution. Thin solid lines
are from the Kraus–Turner model, dashed lines are from GOTM, dotted lines are from the KPP model and thick solid lines are from
observations: (a) MLD, 10 m resolution; (b) MLD, 5 m resolution; (c) MLD, 2 m resolution and (d) MLD, 0.5 m resolution.
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according to the ‘‘optimal mixed layer depth” of Kara et al. (2000), i.e. the depth at which the potential density
has increased by an amount corresponding to temperature difference of 0.8 �C at the surface.

The Kraus–Turner model produces mixed layers which are too deep, except for the summer months when
the model performs well. The model mixed layer depth is not strongly dependent on vertical resolution and it
is apparent that, at all resolutions, the Kraus–Turner model needs to be re-tuned if it is to perform acceptably
at OWS Papa. The Kraus–Turner SSTs are somewhat colder than the observed SSTs, consistent with too
much vertical mixing. The model summer-time SST shows a resolution dependence; higher resolution runs
have more realistic SSTs and more realistic SST variability than the lower resolution runs. As vertical resolu-
tion increases, the thermal inertia of the top model level is reduced which allows a more rapid response to
changes in the heat input. This effect is most noticeable in summer when the mixed layer is shallow and the
heat input is not mixed downwards away from the surface layers. The observed SST is seen to depart signif-
icantly from all models in the latter part of the year. Large (1996) compares surface heat fluxes at OWS Papa,
calculated using bulk formulae, with the heat flux inferred from changes in heat content and concludes that
heat fluxes and storage are balanced for much of the year (until August) but that there are significant differ-
ences between August and December. Referring to Fig. 3 of Large (1996) shows that the discrepancy is par-
ticularly large in November and December, the same months in which the model SST departs most rapidly
from the observed SST in Fig. 2. Consequently the large difference between model and observed SST after
October may be attributed to a departure from 1 dimensional heat balance during November and December.

The mixed layer depth from GOTM is very similar to that from the Kraus–Turner model during the first
half of the run and shows a similar over deepening at later times. Some differences are seen in GOTM runs at
different resolutions but the mixed layer depths from all four runs are similar, even at the lowest vertical res-
olution. As the mixed layer depth from GOTM was observed to be too deep the Craig–Banner wave breaking
term was switched off in these runs resulting in slightly shallower mixed layer depths.

The KPP scheme gives a good mixed layer depth representation during the first half of the year, even with a
coarse vertical resolution. However the deepening phase is poorly represented at low resolution, particularly at
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the lowest vertical resolution of 10 m. The 10 m vertical resolution run exhibits step-like increases in the mixed
layer depth between October and December. These step-like increases are also seen in the boundary layer
depth diagnosed by the KPP scheme. The increases in the KPP boundary layer depth occur slightly before
the increases in diagnosed mixed layer depth indicating that the former drives the latter. The mixing coeffi-
cients are proportional to the boundary layer depth so this is expected. At higher vertical resolutions the
KPP model performance improves and at 0.5 m resolution the KPP model represents mixed layer depth sig-
nificantly better than the other models. The resolution dependence of the KPP model was noted by Large et al.
(1994) in sensitivity studies under idealised forcing (see Appendix C of Large et al., 1994). The SST from the
KPP model also shows a lack of variability at low resolution and at the highest resolution the variability in all
the model SSTs is similar.
3.2. Model comparisons using Argo float Q4900131

A case study was performed using data from Argo float Q4900131 over the period November 2002–October
2003, when the float was located close to the OWS Papa site. The Kraus–Turner model, KPP model and
GOTM were run at 0.5 m vertical resolution with 500 vertical levels. Initial temperature and salinity profiles
were obtained by interpolating observed profiles, from the Argo float, onto the model vertical levels. Forcing
fluxes of heat, momentum and moisture were taken from the UK Met Office NWP system. The fluxes are gen-
erated 6 h and were interpolated to hourly values, plots of the daily averaged fluxes are shown in Fig. 4. The
fluxes are generally similar to the fluxes used in the OWS Papa experiment (see Fig. 1) apart from the fresh-
water flux. The difference may be attributed to the greater variability in precipitation from the NWP model
compared to using a precipitation climatology. Although the temporal variability of the freshwater flux is dif-
ferent in the two experiments the average freshwater input over the year is similar; for OWS Papa the average
freshwater input is 23 mg m�2 s�1 and for this experiment is it 25 mg m�2 s�1. There is a net heat input from
these fluxes of 25 W m�2 which is smaller than the 42 W m�2 heat input from the OWS Papa fluxes but in
good agreement with the observations. As the solar flux from the UK Met Office NWP system is in a different
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Fig. 4. Daily average forcing fluxes used with Argo float Q4900131: (a) solar heat flux, (b) non-solar heat flux, (c) precipitation–
evaporation and (d) wind stress.
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Fig. 5. (a) Mixed layer depth from the Kraus–Turner model (solid line), KPP model (dotted line) and GOTM (dashed line) models run at
the location of float Q4900131. Mixed layer depths from the Argo float are plotted as points. The Kraus–Turner model uses k = 0.7,
d = 100 m. (b) The Kraus–Turner model with freshwater flux (solid line) and without freshwater flux (dashed line).
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band to that used by Paulson and Simpson (1977) it was necessary to change the value of the R parameter,
described in Section 2.4, from 0.67 to 0.38 for Jerlov type IB water.

Mixed layer depths from the Kraus–Turner model, KPP model and GOTM (with the Craig–Banner term
included) are shown in Fig. 5a, with the observed mixed layer depths from the Argo float plotted as points.
The Kraus–Turner model uses parameter settings of k = 0.7, d = 100 m as in the previous section. The mixed
layer depth from the Kraus–Turner model (solid line) is initially good but becomes too shallow after January.
The KPP scheme (dotted line) gives mixed layers which are too shallow compared to the observations and lack
variability in summer. The GOTM mixed layer depth (dashed line) is the most realistic of all the models and
best captures the deepening phase at the start of the run. The Kraus–Turner model and GOTM, which were
too deep when validated at OWS Papa, perform well in this case.

In order to assess the impact of the freshwater flux, the Kraus–Turner model was run with zero freshwater
flux. Results with the freshwater flux included (solid line) and with no freshwater flux (dashed line) are shown
in Fig. 5b. With no freshwater flux the modelled mixed layer depth is significantly deeper from the beginning
of January to the end of April. A net input of freshwater provides a positive buoyancy flux which tends to
inhibit mixing, so when the freshwater input is removed the mixed layer tends to deepen more. The effect
of freshwater flux on vertical mixing has also been studied by McCulloch et al. (2004). They found that fresh-
water flux affected mixed layer depth at a location in the North East Atlantic near 40�N in December. The
Argo float used in this case study is at a similar latitude also in the Eastern part of the ocean basin (albeit
in the Pacific) and also shows a significant influence of freshwater flux in winter.

4. Kraus–Turner model tuning

4.1. Kraus–Turner model tuning at OWS Papa

The Kraus–Turner model did not compare well with observations at OWS Papa, other than in summer
when the mixed layer was shallow. In contrast the KPP model performed well at OWS Papa, provided the
vertical resolution was sufficiently high, indicating that the forcing fluxes are not significantly in error. The
performance of the Kraus–Turner model might be improved by tuning the parameters k (generation of
TKE) and d (decay of TKE with depth) described in Section 2.1. The values of k = 0.7 and d = 100 m used
in HadCM3 (Gordon et al., 2000) were chosen to give the same dissipation as the MILE experiment (Davis
et al., 1981). In contrast the KPP model was tuned at OWS Papa by (Large et al., 1994) so is expected to per-
form well at this location, although some differences are expected between the results presented here and those
of Large et al. (1994) due to different treatments of forcing fluxes and absorption of solar radiation.

The Kraus–Turner model was run using different values of the k and d parameters. The k parameter was
varied from 0 to 1.5 in steps of 0.025 and d was varied from 0 m to 150 m in steps of 10 m. For each model
run the mean and RMS difference between the model and observed mixed layer depth was calculated each time
an observation was available. These mean and RMS errors were then averaged to obtain average mean and
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RMS mixed layer depth errors over the annual cycle. The tuning experiment was run three times with different
vertical resolutions and Jerlov water types. The first run used a vertical resolution of 10 m and a Jerlov type IB
water; this is typical of a UK Met Office ocean model used for either operational ocean forecasting or climate
purposes. The second run used a vertical resolution of 10 m and a Jerlov type II water. Gaspar (1988) used Jer-
lov type II water in a 1-D mixed layer model at OWS Papa and Large et al. (1994) perform runs with type IA,
type II and a time varying water type. The third run used a higher vertical resolution of 2 m and a Jerlov type IB
water. Plots showing how the mean and RMS errors vary with different values of the k and d parameters are
shown in Fig. 6. A negative mean error indicates that the model is too deep compared to the observations.
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Fig. 6. Mean and RMS errors as a function of d and k parameters from the OWS Papa tuning experiment. The tuning experiment was
performed three times. Firstly at 10 m resolution with type IB water, secondly at 10 m resolution with type II water and thirdly at 2 m
resolution with type IB water. Solid contours are at intervals of 5 m, dashed contours are at intervals of 1 m. (a) Mean errors, 10 m
resolution, Jerlov IB water type, (b) RMS errors, 10 m resolution, Jerlov IB water type, (c) mean errors, 10 m resolution, Jerlov II water
type, (d) RMS errors, 10 m resolution, Jerlov II water type, (e) mean errors, 2 m resolution, Jerlov IB water type and (f) RMS errors, 2 m
resolution, Jerlov IB water type.
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At 10 m resolution, with Jerlov type IB water, the minimum RMS errors are with k = 0.775, d = 40 m
which also gives mean errors close to zero. If d is fixed at 100 m the best value of k is approximately 0.4, much
lower than the value of 0.7 used in the previous section when d was 100 m. When Jerlov type II water is
assumed the minimum RMS errors are with k = 1.125, d = 30 m. Although the optimum parameters are
different, the overall distribution of RMS errors is very similar to the previous case. At 2 m resolution, with
Jerlov water type IB, the smallest errors are with k = 1.275, d = 30 m. The tuning experiment was also
performed with Jerlov type IB water at 0.5 m resolution, giving optimum parameters of k = 1.225,
d = 30 m. The experiment was additionally performed using the uppermost 14 levels from the UK Met Office
FOAM system (Bell et al., 2004). This comprises 14 vertical levels with level bases at 10.0 m, 20.0 m, 30.0 m,
40.2 m, 55.5 m, 78.5 m, 113.0 m, 164.8 m, 242.6 m, 359.4 m, 534.7 m, 797.9 m, 1193.2 m, 1808.5 m. Optimum
parameters at the FOAM vertical resolution are k = 0.925, d = 40 m. Changes in vertical resolution and Jerlov
water type have an effect on the choice of optimum parameter settings however the overall distribution of
errors does not vary greatly under these changes. The region bounded by the 10 m RMS error contour is
similar in all cases and choosing parameters within this contour (e.g. k = 1.0, d = 30 m) will give small
RMS errors for all resolutions and both water types considered here.

There is a significant interaction between the k and d parameters such that small RMS errors can also be
obtained with larger k and smaller d (greater generation of TKE but more rapid dissipation with depth) or
smaller k and larger d (less generation of TKE but less rapid dissipation with depth). These results show
the importance of considering interactions between parameters when tuning this model. In order to gain a
better understanding of the relationship between the k and d parameters, the tuning experiment was repeated
for shorter time periods. The first time period was 1 March–31 May, a time when the mixed layer is shoaling;
the second period is 1 June to 30 September, when there is a shallow mixed layer; the third period is from 1
October to 31 December when the mixed layer deepens. Plots from tuning runs using 2 m vertical resolution
are shown in Fig. 7. If the mixing energy at the surface is kqwu3

� and the available energy decays exponentially
with depth then the mixing energy reaching the base of a well-mixed layer of depth h is given by
kqwu3
� expð�h=dÞ ð17Þ
If we require that some fixed amount of mixing energy f qwu3
� is available at the base of the well mixed layer,

in order to produce a given deepening of the mixed layer, then k and d must satisfy the relation
k expð�h=dÞ ¼ f ð18Þ
This relation is plotted in Fig. 7 (heavy dashed line) for different values of f. The well mixed layer depth h is
calculated as the average mixed layer depth from observations, using a temperature difference of 0.1 �C, over
the time period in question. The depth calculated with this small temperature difference should be represen-
tative of the depth of active mixing. The average well mixed layer depths are 40 m (March–May), 20 m
(June–September) and 41 m (October–December). The general shape of the contours, for all three time
periods, is broadly consistent with the results from the year-long run, but some differences are apparent. In
March–May there is a preference for a small value of d and a large value of k; the small value of d prevents
mixing energy from penetrating too deeply. In the October–December period there is not the same require-
ment for a small d and a large k, and small RMS errors can be obtained provided the relationship between
k and d is observed. In the October–December period the important factor is the mixing energy available
at the base of the well mixed layer whereas in the March–May period there is a requirement that the mixing
energy is not allowed to penetrate too deeply. In March–May and October–December the relationship
between k and d is well represented by f = 0.2–0.4, i.e. the mixing energy available at the depth of active mixing
is (0.2–0.4) qwu3

�. In June–September, when the mixed layer is shallower, the mixing energy available at the
depth of active mixing is greater ((0.4–0.7) qwu3

�).

4.2. Model tuning using Argo data

Operational forecasting systems will often require a lower vertical resolution than those used in the previ-
ous section, in order to strike a balance between model performance and the computational expense of run-
ning the model. This section investigates tuning of the Kraus–Turner model at a coarser vertical resolution,
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Fig. 7. Mean and RMS errors as a function of d and k parameters from the OWS Papa tuning experiment. Tuning has been carried out
during March–May, June–September and October–December. The heavy dashed line is the relationship between k and d if the mixing
energy at the base of the mixing layer is required to be constant. (a) Mean errors, March–May, f = 0.2, 0.3, 0.4, (b) RMS errors, March–
May, f = 0.2, 0.3, 0.4, (c) mean errors, June–September, f = 0.4, 0.5, 0.6, 0.7, (d) RMS errors, June–September, f = 0.4, 0.5, 0.6, 0.7, (e)
mean errors, October–December, f = 0.2, 0.3, 0.4 and (f) RMS errors, October–December, f = 0.2, 0.3, 0.4.
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but using the wide geographical coverage offered by Argo data. The vertical levels were the uppermost 14 lev-
els from the UK Met Office FOAM system, as described in Section 4.1.

Initial profiles of temperature and salinity were obtained by interpolating Levitus climatology onto the
model levels. The models were then run for one year, starting in November 2002, using fluxes from the
Met Office NWP system as described in Section 3.2.

When a float report was available a comparison was made between the model mixed layer depth and the
observed mixed layer depth (calculated from the Argo temperature and salinity profiles) and mean and RMS
difference was calculated. After the comparison was made the temperature and salinity profiles were assimi-
lated into the model over a 10 day window using a linear weighting.
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D.M. Acreman, C.D. Jeffery / Ocean Modelling 19 (2007) 53–69 65
A sample of Argo floats was selected by choosing floats with at least 30 reports, at approximately 10 day
intervals, over the period November 2002–October 2003. This gave a sample of 218 floats whose locations are
plotted in Fig. 8. The models were run for each of the floats in the sample with different values of the k and d
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Fig. 9. Mean and RMS errors as a function of k and d parameters from the Argo tuning experiment. The experiment was run twice; once
with assimilation of all profiles (top) and secondly with assimilation of the first set of profiles only (bottom). (a) Mean mixed layer depth
error with assimilation of all profiles, (b) RMS mixed layer depth error with assimilation of all profiles, (c) mean mixed layer depth error
with assimilation of one profile only and (d) RMS mixed layer depth error with assimilation of one profile only.
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parameters. Mean and RMS differences between model and observed mixed layer depths were calculated for
each float report and averaged over all reports for all floats in the sample. The effects of horizontal advection
were quantified by comparing the observed change in mixed layer heat content with the heat input from the
forcing fluxes. If the observed change in mixed layer heat content differed by more than 50 W m�2 from the
heat input from the forcing fluxes the report was excluded from the calculation of average errors. 50 W m�2

was estimated to be the combined error in heat flux and heat storage based on Fig. 3 of Large (1996). Plots of
the mean and RMS errors, averaged over all floats, for different values of k and d, are plotted in Fig. 9a and b,
respectively. The minimum RMS errors are with k = 1.5, d = 40 m with a corresponding mean error of �0.7 m
(a negative mean error indicates the model is too deep on average). These results are similar to the results from
tuning the Kraus–Turner model to OWS Papa in that there is a requirement for a larger k and smaller d than
the values of k = 0.7, d = 10 m used in HadCM3 and FOAM, however the best values of k and d are larger
than those from the OWS Papa experiment indicating greater generation of TKE and less rapid decay with
depth. The inclusion of assimilation was found to increase the model temperature gradients so when assimi-
lation is included it is expected that larger values of k and d are required to reproduce the observed mixed layer
deepening, due to the need to mixing against greater stratification.

In order to assess the impact of data assimilation on the choice of k and d parameters the tuning experiment
was repeated but only temperature and salinity profiles from the first float report were assimilated. The assim-
ilation of profiles from only the first report ensures that the initial model profiles are realistic but prevents the
assimilation from increasing the thermocline gradient during the course of the simulation. This is also a better
comparison with the OWS Papa results, which did not include data assimilation. Mean and RMS errors are
plotted in Fig. 9c and d, respectively. The distribution of RMS errors is now more similar to the results from
tuning at OWS Papa than the previous case. The smallest RMS errors are with k = 1.1, d = 40 m compared to
values of k = 0.925, d = 40 m for OWS Papa at the same vertical resolution. These results suggest that different
parameter choices are required in models with data assimilation (e.g forecast models) than in models with no
data assimilation (e.g. climate models).

5. Model sensitivities and performance of tuned Kraus–Turner scheme

5.1. OWS Papa

This section examines the performance of the tuned Kraus–Turner model and the sensitivity of the Kraus–
Turner and KPP models to differences in water type and the assumed freshwater flux. The Kraus–Turner and
KPP models were run at 2 m resolution with a Jerlov type IB water; the Kraus–Turner model used parameters
of k = 1.275, d = 30 m derived from the tuning in Section 4.1. Mixed layer depths and SSTs are plotted in
Fig. 10a and b. The tuned Kraus–Turner model gives a good representation of mixed layer depth and the
representation of SST is good until November, when it is thought that advective effects become important,
as discussed in Section 3.1. At this resolution the KPP model tends to produce mixed layers which are too
shallow and SSTs which are too warm, although it should be emphasised that the KPP model has not been
tuned using the flux and water type parameterisations in use here. Large et al. (1994) use a more sophisticated
time varying water type parameterisation than used here so a direct comparison between the KPP and Kraus–
Turner will tend to favour the Kraus–Turner model.

The buoyancy input from a positive freshwater flux can cause significant changes to the mixed layer depth
(McCulloch et al., 2004). In order to assess the significance of the freshwater flux the models were re-run with
the freshwater flux set to zero. SST is plotted in Fig. 10c and mixed layer depth is plotted in Fig. 10d. The
mixed layer depths from both models have been slightly altered with a slight improvement in the KPP mixed
layer depth, however the summer-time SSTs from the Kraus–Turner model have become too cold. The fresh-
water flux does have some effect on the simulated annual cycles of mixed layer depth and SST but it does not
appear to be a dominant process in this case.

Another set of model runs was performed with the freshwater flux reinstated but with the water type chan-
ged to Jerlov type II from Jerlov type IB. The Kraus–Turner model parameters were kept as k = 1.275,
d = 30 m. SST is plotted in Fig. 10e and mixed layer depth is plotted in Fig. 10f. The change of water type
does not have a significant impact on the mixed layer depths but does have an impact on the SST. SSTs with
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Fig. 10. One year evolution of sea surface temperature (left) and mixed layer depth (right). Thin solid lines are from the Kraus–Turner
model, dotted lines are from the KPP model and thick solid lines are from observations: (a) SST; (b) MLD; (c) SST, no freshwater flux; (d)
MLD, no freshwater flux; (e) SST, Jerlov type II and (f) MLD, Jerlov type II.
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the type II water are warmer than with the type IB water, as expected if the water is more turbid and absorp-
tion of solar radiation is occurring closer to the surface. The Kraus–Turner model SSTs are warmer than
before and agree slightly better with the observations. These results indicate that care should be taken when
using SST to validate mixed layer models as the water type used by the model can affect the results. The KPP
model exhibits a rapid shoaling of the mixed layer at the end of April. This is caused by a period of heating,
which results in the brief formation of a shallow mixed layer, before the water column is then mixed by an
input of wind mixing energy. When the more turbid type II water is used the solar radiation is absorbed nearer
the surface, making the formation of shallow mixed layers more effective. The Kraus–Turner model does not
exhibit the rapid shoaling of the mixed layer at the end of April as it performs more near surface mixing than
the KPP model at this time.

5.2. Argo float Q4900131

The mixed layer depth from the Kraus–Turner model, with k = 1.1, d = 40 m, is plotted in Fig. 11a with the
mixed layer depths from GOTM and the KPP model. The performance of the Kraus–Turner scheme with
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Fig. 11. Mixed layer depth from the Kraus–Turner model (solid line), KPP model (dotted line) and GOTM (dashed line) models run at the
location of float Q4900131. Mixed layer depths from the Argo float are plotted as points. The Kraus–Turner model uses k = 1.1, d = 40 m
(left) and k = 1.1, d = 100 m (right).
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these parameters is similar to the performance of the untuned model although k = 1.1, d = 40 m performs
worse when the mixed layer is deep and better when the mixed layer is shallow, in particular the variability
after May is improved.

If the Kraus–Turner parameters are changed to k = 1.1, d = 100 m (shown in Fig. 11b) the annual cycle is
well represented. Compared to the parameters of k = 1.1, d = 40 m derived in Section 4.1 this particular case
requires much less dissipation of TKE with depth (larger value of d) for the same TKE generation (same value
of k). This may indicate less rapid dissipation of TKE but care must be taken not to over interpret this result
due to the degeneracy of the k and d parameters.

6. Conclusions

The Kraus–Turner bulk model, the KPP scheme of Large et al. (1994), and the GOTM turbulence closure
model were compared at OWS Papa and against data from an Argo float. The bulk model and GOTM were
found to mix too deeply at OWS Papa but to give a good representation of mixed layer depth in the Argo float
case study. Conversely the KPP model of Large et al. (1994) was found to give a good representation of the
mixed layer depth at OWS Papa, provided the vertical resolution was sufficiently high, however when the KPP
model was validated using the Argo float the mixed layer depth was found to be too shallow. In both the OWS
Papa experiment and the Argo float case study the effect of the net freshwater input from the forcing fluxes
was found to have an impact on the modelled mixed layer depth although the effect was not dominant over
the annual cycle.

The Kraus–Turner model was tuned using both Argo data and OWS Papa data and the results were found
to be consistent, in the absence of data assimilation. In models with no ongoing data assimilation parameter
values of k = 1.0–1.1 and d = 30–40 m are near-optimum in both cases. Results from tuning using Argo data
show that if data assimilation is included in the model a larger value of k = 1.5 is required but the preferred
value of d is not altered. Assimilation was found to increase the temperature gradient in the model thermocline
such that a larger input of TKE is required to reproduce observed mixed layer deepening. The k parameter,
describing the generation of mixing energy, and the d parameter, describing the decay of mixing energy, were
related by requiring that a fixed amount of mixing energy reach the base of the typical well mixed layer. The
resulting simple relation gave a good representation of the interaction between the k and d parameters.
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